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The influence of the degeneracy and anisotropy of the valence band on the exciton ground state in

the low-magnetic-field region is investigated. Using frrst- and second-order perturbation theory, simple

analytical expressions are given for'the Zeeman splittings and the diamagnetic shifts of the
eightfold-degenerate ground state. Selections rules for optical transitions and their dependence on

polarization are discussed, The results are compared with available experimental data,

I. INTRODUCTION

The relevance of excltonlc transitions 1n the 1n-
terpretation of magneto-optical experiments has
long been recognized. ' From the theoretical point
of view&, the problem of the exciton in a magnetic
field presents great difficulties, owing to the com-
plex1ty of the valence-band stx'uctux'e 1n cubic semi-
conductors. So far, all investigations either have
neglected the electron-hole interaction while re-
taining the complexity of the band structure, or
have treated the Coulomb interaction assuming
simple parabolic bands. 3 The experimental re-
sults, however, show deviations from the predic-
tions of these simplified approaches, ~ ~ thu's point-
ing out the need for a more accurate theory.

The purpose of the present work is to investi-
gate the lowest direct exciton states of diamond
and zinc-blende semiconductors in the low-field
region, taking into account both the Coulomb in-
teraction and the actual band structure near the
fundamental edge. In fact, it has been recently
shown that, in the absence of magnetic fields, the
effects of the degeneracy and anisotropy of the va-

lence band can be treated quite accurately. In the
following we will show that it is also possible to
include the effects of a weak magnetic field by sim-
ilar methods.

In Sec. II the problem is formulated and the so-
lution is presented. In Sec. III the results are dis-
cussed and compared with available experimental
data.

II. PERTURBATKlN ANALYSIS

If we assume the conduction and valence-band
extrema to be at the F point, we can ferrite the
Hamiltonian for the relative electron-hole motion
in a magnetic field as'

Xex=Xq p+ —A -Kr, -p+

where, following Luttinger, "we have defined
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—2y, ((k„k,j(Z„Z,j
+ (k„k,j(J„J,j+(k,k„jQ,Z„j)

+(e/c) K J ~ H

+ (e/c) q(J„'H„+J,'H, +J',H,)]. (3)

Here, 5=1, J„,J„and J, are spin-~ matrices, "
p, * is the effective magnetic moment of the con-
duction electron, Jab}=,' (a, -bj=-,'(ab+ ba), and all
other quantities are defined by Luttinger. We
choose for a constant magnetic field the gauge A
=-,'(Hxr). In Eq. (1) we have neglected, for sim-
plicity, the very small effects due to the presence
of the split-off valence band, to the electron-hole
exchange interaction, and to the terms linear in
II which arise from the lack of inversion symmetry
in zinc-blende materials. We now assume that
the magnetic field is along the g direction, al-
though the following analysis can similarly be car-
ried out for any direction.

Equation (1) can be rewritten as follows:

XQx Xg +X@+Xg +X@p

where X, and X„are defined in Ref. 9 and describe
the exciton in the absence of a magnetic field; the
subscripts s and d refer to the s- and d-like sym-
metry of X, and X„, respectively. X, and X, are,
respectively, the linear and quadratic terms in H:

eH 1 y1 5
2

' —
4 (xPy -3P.)

me mp P1

1(iIK, In) I &j IK, In) (n /R, [i&+c c.
Eo-E. . Eo-En

~-,' p, +H, (7)

where the + (- ) sign is understood for i = 1, ..., 4
(i=5, ..., 8). The symbol S means summation
over discrete states and integration over continu-
um states.

From now on, we will use as units of energy and
length, respectively, --

R,= p, eo'/2 t'f~',

We finally obtain

ao=~ff /i oe'.2

Z = —1 —
8 p S + (3K+ ~q y —

p, +)~ +—~ M y
4 8 p,

m 15 p

1 p, 2
+ —+- ~--yX y', (8a)

2 2 P1 5

Z, =-i-yyS, + (".q. .i*-) ——
~

—q M y
PQ 8 t'P,

1
mp 15 ip2

sider only the exciton ground state.
In the absence of the magnetic field, the exciton

ground state is eightfold degenerate (fourfold de-
generate without spin). The magnetic field lifts
this degeneracy and the perturbation shift of the
ith level is given by

bZ, =&i(X, )i&+&i(x, ii&+S
~
'

n Q n

+ —(~P,~,'-yP. ~'.) + 2' [~&P.—yP, ) (~.~,j + ———~ — pN y, (8b—)
1 1p. 2

2 2 P1 5

+xp, (J„Jj-yP,Jof, Jj]+—(aT, +qJ',) + p, *o,H,
1

S2 Q

(5)

4C 2PQ 4P 1

1 I

+ ~ xy (J'„J'„j, (8)
SP2

where p, p, p.„p,2 are related to the Luttinger y„
y2, y3 parameters by the simple relationships

1 1 y, 1 y2
p

PP tB* mp P1 mP

—= 2v'3 ~.1 y

P2 mP

It was previously shown that X~ can always be
treated as a small perturbation with respect to
X,. Therefore, in the region of low magnetic
fields, the Hamiltonian (4) can be investigated by
considering X„+X,+X, as a perturbation. In the
present analysis we will include terms up to sec-
ond order in the magnetic field and we will con-

+ ———~ ——yH y, (8c)
1 1 P 2 2

. 2 2@1 5

E4= —1 —
8 &f) Sq+ (- 3K —$q+ —'p. o)=4 p, g

SZp

M 8+ —-+ —,
~——8N)y, (88)

8 p.
3 1 1 p,

15: P2 2 2P1
where p. * is the effective magnetic moment ex-
pressed in effective Bohr magnetons,

P = 8 (IJo/Pi) + (Wo/Po) 8

y =eH/2PocRo8

(9)

(10)

$1= 0. 2246,

m = 0.2812,

X=0.4687

(1la)

(lib)

(1lc)

Eo= —1 ——, (f&S)+ (- K- ~q+ of*)~ + —~ M y
p, 8 p,

mp 15 P2
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TABLE I. Band parameters pp, p&, p2 from Ref. 12,
effective Rydberg Rp (meV) and magnetic field (kG) cor-
responding to y = 0.4 (see text).

Pp/mp Pf/szp P2/szp Rp

Alsb
GaP
GaAs
GaSb
InP
InAs
InSb
Ge
ZnS
ZnSe
ZnTe
CdTe

0.017
0.099
0.044
0.029
0.053
0.016
0.009
0.025
0.164
0.092
0.108
0.064

0.990
1.02
0.415
0.248
0.481
0.119
0.064
0.235
1.33
0.806
0.935
0.529

0.165
0.174
0.088
0.055
0.105
0.031
0.017
0.051
0.265
0.173
0.176
0.117

2.32
10.95
3.86
1.73
4.95
1.55
0.45
1.45

33.92
16.46
14.34
9.20

2.69
75
11.8
3.5

18.2
1.69
0.30
2.5

384
104
107
41

are dimensionless coefficients arising from the
summations over intermediate states appearing in
Eq. (f). The quantities M and N are defined and
computed in the Appendix, in analogy with the cal-
culation of S„described in Ref. 9. The expres-
sions corresponding to the i = 5, ..., 8 states are
obtained from Eq. (6) by reversing the sign of the
p, * term.

Equations (8) describe the Zeeman splitting and
diamagnetic shift of the exciton ground state in the
low-magnetic-field region, taking into account the
complicated structure of the valence band. In Eq.
(8a) and similarly for the other states, the second
term represents the effect of the valence-band
structure in the absence of a magnetic field. The
third term, linear in H, describes the Zeeman
splitting of the octuplet, symmetric with respect
to the zero-field level. The last term describes
the diamagnetic shift and is the sum of two con-
tributions; the term —,'y is the familiar result of
second-order perturbation theory for the hydrogen
atom, and the remainder describes the correc™
tions due to anisotropy. It is important to note
that the latter is different for the various states,
so that the Zeeman levels are shifted by unequal
amounts.

The complete removal of the eightfold degenera-
cy of the exciton ground state by the magnetic field
can be easily predicted by group-theoretical anal-
ysis, which, in addition, provides the symmetry
of the various levels and the selection rules for
optical transitions from the crystal ground state.
As exyected, the selection rules depend on the ex-
perimental configuration and on the polarization
of the electromagnetic wave. In particular, in the
Voigt configuration (i. e. , for propagation perpen-
dicular to H) six of the eight transitions are al-
lowed, two for EIIH and four for EiH; in the Fara-
day configuration (i.e. , for propagation along H)

four transitions are allowed, two for g, and two
for o polarization.

E IIH: b. = [-,' ——,
'

PN ——,
'

(p,, /p, )]y',

EJ.H: s = [-,' ——', pN+ ,' (p,,/p, )]y-',

Faraday Conf iguration:

(12a)

(12b)

o„o: b =[-,' ——', PN+ ,' (p, /p, ,)]y'. -(12c)
In Table II the quantities b./y are listed for

several semiconductors. The variation of these
quantities from. the hydrogenic value —,', and their
dependence on polarization, reflects the influence
of the complexity of the band structure.

The detailed behavior of the lowest exciton ab-
sorption in a magnetic field has been observed in
a few materials. ~ In GaSb4'5 high-resolution mea-
surements in low fields, within the range of validi-
ty of the present investigation, show the predicted
polarization dependence of the diamagnetic shifts,
and the observed splitting between the E IIH and
ElH peaks is in semiquantitative agreement with
Eq. (7). A more quantitative comparison would

III. DISCUSSION OF RESULTS AND CONCLUSIONS

Before comparison with experiment is attempted,
it is important to investigate the range of validity
of the perturbation treatment. In the simplified
hydrogenic model of the exciton, where a variation-
al calculation can also be performed, one sees3
that the perturbative treatment for the ground state
is valid for values of y about 0.4. Inspection of
Eqs. (8) for all realistic values of the band param-
eters shows that the same is true in our case. In
Table I we list the values H ~ of the magnetic field
corresponding to this upper limit of y = 0.4 for var-
ious materials. One sees that these values vary
from a few to several hundred kilogauss for dif-
ferent crystals. For most materials, however,
the Zeeman splittings are very small in this region,
and therefore very hard to resolve experimental-
ly. It is to be expected then, that for a given ex-
perimental configuration and light polarization,
instead of a well-resolved multiplet, a single ab-
sorption peak will be detected, centered roughly
at an energy corresponding to the weighted aver-
age of the single components. As previously
pointed out, the diamagnetic shifts are different
for the various levels and, therefore, average en-
ergies for different polarizations can also differ
from one another. In fact, relative transition prob-
abilities to the Zeeman levels can be evaluated
from the symmetry properties of the s- and p-like
functions of the band extrema. A detailed analy-
sis shows that the diamagnetic shifts 6 of the ob-
servable peaks for the various experimental con-
figurations are given by

Voigt Configuration:
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TABLE II. Values of the dimensionless quantity b/y,
defined in the text, for different configurations and po-
larizations. Column 1, Voigt configuration with E II H;
column Z, Voigt configuration with 0 I,I'I and Faraday con-
figuration.

APPENDIX

In this appendix, we derive the expressions for
the quantities M and N used in the text. In Ref.
9, it was shown that

AlSb
GaP
GaAs
GaSb
InP
InSb
Ge
ZnS
ZnSe
ZnTe
CdTe

0.489
0.376
0.382
0.366
0.378
0.338
0.383
0.344
0.371
0.353
0.363

0.502
0.449
0.462
0.455
0.461
0.448
0.463
0.437
0.456
0.439
0.453

I(t IX~ In) I =- c 4&(&or Itt~ &o)st~
n 0 n

where

(A1)

(A2)

with

I„=f R„o(p)(r+po)e "dr. (AS)

Here R„,(p') are the normalized-hydrogenic-radial
wave functions. I» is defined by Eq. (AS) after
replacing the lower index n by k.

Using a similar procedure, it is easy to show
that

require experimental determination of the orienta-
tion of H with respect to the crystal axes. For
GaAs '~ even though the experiments were per-
formed for values JI outside the range of the per-
turbation region, the results are in qualitative
agreement with the present theory, in that the ob-
served diamagnetic shift is smaller than predicted
by the simple hydrogenic model, consistent with
the results of our investigation.

It is important to point out that, to date, the
band parameters for most semiconductors are not
known with satisfactory accuracy. In fact, deter-
minations by different investigators' ' are at
variance with one another and the numerical re-
sults obtained, although in over-all agreement,
depend on the particular choice of the parameter
values.

Finally, on the basis of the present knowledge,
it would be highly desirable to provide a more ac-
curate theoretical study for the intermediate- and
high-field regions and, on the other hand, to per-
form detailed experiments in those materials
where the perturbative analysis holds also for
reasonably high fields.

Note added in Proof After sub. mission of the
manuscript, our attention was called upon a recent
work by Bees, who considers the high-field region.
This region will be the subject of a forthcoming
publication. We are grateful to Professor F.
Bassani for pointing out to us the results of Ref. 16.
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I(i I&t In) I' a
5

n Eo-En

where

(A4)

II., I

"" ILN= Z "f + dk
~o

and

(A6)

L„=1 Rco(r)p' e "dh.

L» is defined by Eq. (A6) after replacing n with
k; y and P are defined in the text.

Similarly for the fifth term of the right-hand
side of Eq. (7) we get

((1 InC~ In) (n IX, !1)+c.c. ) 8

c &o -Ec 16 &o
yM,

(A6)

(A7)
where

~k
M — f" o + d)'P p.

0

In analogy with the calculation for I„and I~ in
Ref. 9, we can write Eq. (A6) in a compact way
suitable for computation. After straightforward
calculations, one gets

(A8)

L„= p [n(n —1) (n —4)]'/o (A9)

1 8
» (I e 2r/»)1/2 (1+Ipo)3

[It(1+Its) (1+4)o2)]1/2e-(o/»)arctaa» (A10)

Using the above expressions, the quantities M and
N can be computed to any degree of accuracy.
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Auger transitions at defects in semiconductors are investigated with the objectives of determining the

wave-function influence, carry out interimpurity comparisons, and apply the results to defects in GaP. As

an aid to this, it is shown that in indirect-gap semiconductors the Auger transition matrix can be factored,

approximately, into a product of overlap integrals over the periodic parts of the wave functions and an

interaction integral with the nonperiodic parts. This result simplifies calculations and moreover shows that

interimpurity comparisons should be quite reliable. Specific calculations are carried out for systems with two

bound particles. A He-type defect is used to examine the role of the bound-state wave function by use of
several He Hylleraas-type functions; it is concluded that the effect of wave-function variation is minor. The
He system is then compared with an excitonlike defect for interdefect comparison. The results are applied to
defects in GaP, with halide impurities as prototypes for He-like defects, and the Zn-0 complex for exciton
defects. It is shown that the theoretical Auger probability of the complex agrees with experimental values. It
is also shown that Cl is an appreciably stronger Auger center than Zn-O.

I. INTRODUCTION

Auger recombination at defect centers is an im-
portant and probably dominant nonradiative pro-
cess' in semiconductor phosphors such as GaP.
Various recent theoretical analyses of the problem
have considered recombination at singly charged
impurities, ~ 4 "exciton" centers (i. e. , isoelectron-
ic impurities and donor-acceptor nearest-neighbor
pairs), some multiple-impurity complexes, ~ and
through impurity bands. 8 However, there appears
little in the way of reliability estimates in these
treatments, nor comparisons between different de-
fects. In fact, such comparisons are hindered by
use of different types of wave functions in the var-
ious treatments: partly effective-mass-type enve-
lope functions alone, s partly effective-mass-type
envelope functions plus the periodic parts, 6 and
partly a noneffective-mass approach with a local-
ized p state for the hole of the exciton state. 4 The
objectives of the present paper are to (i) emphasize
a systematic investigation of the role of the wave

functions, (ii) carry out this investigation mainly
for defects with two bound particles, and thus si-
multaneously obtain results for this interesting
case, and (iii) evaluate the theory for GaP, a ma, -
terial presently of high interest for luminescence
applications.

For systematizing the wave-function role, we ex-
tend an analysis used by Landsberg and co-
workers7 8 for band-to-band (nondefect) Auger pro-
cesses. This approach splits the transition in-
tegral over the periodic and nonperiodic parts of
the wave functions into a product of overlap inte-
grals over the periodic parts of the wave function
and an "interaction" integral over the nonperiodic
parts. With use of effective-mass functions for
impurities, an analogous result is obtained for de-
fects in indirect-gap semiconductors. We shall
refer to this treatment as the overlap integral ap-
proximation.

The use of systems with two bound particles (par-
ticle = electron or hole) has been chosen for sever-
al reasons. Partly, this case is of relatively high


