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Brillouin scattering in an anisotropie medium is developed by taking account of the off-axis
effect, and some aspects of amplified shear waves in propagating aeoustoelectric domains in
semiconducting CdS are presented. The small-signal theory for piezoelectrically active waves
amplified from the thermal background of lattice vibrations is formalized by taking account of
nonelectronic lattice loss. When the acoustic flux intensity was less than about 10 3 J/cm, the
growth rate and frequency dependence of the cn-axis components of acoustic flux were all found
to be consistent with the small-signal theory. As for the off-axis components, the angular
distribution of the acoustic flux, angular dependence of net gain coefficient, and narrowing of
the cone of the acoustic flux also gave a reasonably good agreement with the theory. However,
they have been strongly subjected to the influence of the nonelectronic-lattice-loss term.
Using a dual-pulse method, it was found that the frequency dependence of the attenuation of
acoustic flux was proportional to f '5 and its angular dependence proportional to the square of
the off-axis angle. The angular dependence of the nonelectronic lattice loss was tentatively
explained with the help of boundary scattering. In the subsequent stages of growth, when the
acoustic v aves became very intense, many interesting nonlinear effects were found in contrast
to the small-signal theory. The acoustic spectrum was rapidly extended to both low and high
frequencies, compared with that as expected under the small-signal condition. The subhar-
monic was strongly amplified and its growth rate became three times larger than that of
initially amplified flux. There was a reasonably large growth rate even at high frequencies.

I. INTRODUCTION

It is well known that energy and momentum are
transferred from the mobile charge carriers to the
acoustic waves when the drift velocity exceeds the

sound velocity by the application of a sufficiently
high electric field. ' The electrical instabilities
caused by such interactions of electrons or holes
with internally generated acoustic waves have been
observed in many piezoelectric semiconductors
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(CdS, CdSe, ' CdTe, ' ZnO, ' ZnS, ' GaAs, ' GaSb, '0

InSb, "Te, ' and Se,OTe~o"). These instabilities
are generally classified into two types of current
patterns: continuous and damped oscillations. The
former is characterized by a high-field domain
which propagates with the velocity of sound in the
direction of carrier drift, while the latter is
characterized by a stationary domain located at
either the downstream contact or an inhomogeneity
in the bulk of the sample. The behavior and nature
of such domains were investigated by means of
various methods: electrical probe, ' '" transmis-
sion of microwave radiation, ' ' rotation of the
polarization plane of light, ' ' and transmission
of light near the intrinsic absorption edge.
Brillouin scattering is a more powerful method
than those mentioned above to study the strong
acoustic flux in the domain, and hence the amplifi-
cation process of the acoustic flux through the
acoustoelectric interactions between mobile car-
riers and internally generated acoustic waves.
Such investigations in semiconducting CdS, where
the piezoelectric interactions are stronger, have
been reported by many authors. However,
these studies were primarily limited to the fina'
stages in growth of the acoustic waves, assuming
a direction for the constituent acoustic wave
(usually taken to be the direction of the applied
electric field).

It has been recently found in Brillouin-scattering
experiments in GaAs that all observed properties
of the acoustic flux initially detected are consistent
with linear amplification of shear waves present
in the equilibrium thermal background. ' ' In the
case of CdS, however, such detailed measurements
and investigations have not yet been reported.
With these situations in mind we tried to study the
amplification of the acoustic flux from the thermal
background in CdS by Brillouin-scattering mea-
surements. We took the birefringence and off-axis
effect of propagating acoustic flux into account
explicitly.

This paper aims mainly to confirm the appli-
cability of small-signal theory„ to point out some
evidence of the appropriateness of parametric
conversion'o' for the deviation from it, and to
obtain the information about the nonelectronic lat-
tice loss. When more than a single wave with a
strongintensityare present, interactions occur be-
tween the different waves, which result in non-
linear interactions. To distinguish the strong non-
linear interaction from the linear interaction, we
shall call the former the "strong-flux regime" and
the latter the "weak-flux regime" (or "linear ").
Since the strong-flux regime is very complicated,
we develop here a linear theory which is valid in
the weak-flux regime. In the present experiment,
the exponential growth was observed during the

period from the onset of the current drop through
half-way toward its saturation level. The exponen-
tial growth was found to break down after this
period, and instead strong subharmonic flux was
detected.

We begin our discussion in Sec. II by deriving
expressions for the weak-flux regime. The theory
developed in this section is an extension of the
analysis made by Spears. ' The theory takes the
frequency and angular distribution into account
and the acoustic-energy density amplified from the
thermal background is estimated in order to com-
pare it with the present experiment. In Sec. III,
Brillouin scattering in an anisotropic material is
examined by taking account of the birefringence
and the off-axis effect, and the experimental meth-
od is presented. The experimental results are
divided into three parts; in Sec. IVA, the behavior
of on-axis acoustic waves, such as frequency spec-
trum and growth rate, is given; in Sec. IVB the
results for off-axis acoustic waves are given; and
in Sec„ IV C the results for the nonelectronic lattice
loss as a function of frequency and propagation di-
rection are given.

II. THEORY

Because of the strong variation of the acousto-
electric gain with the frequency and propagation
direction of the acoustic wave, the amplification
is restricted to a small portion of the thermal
spectrum of piezoelectrically active shear waves
propagating in a relatively narrow cone. In the
present experiments, the direction of the electric
field is perpendicular to the c axis of the CdS crys-
tals, and therefore only the shear waves are ampli-
fied. In the following analysis we apply the theory
developed by Spears' to the case of CdS.

Taking into account the lattice-loss term, we
get the net-gain coefficient in the following form:

(2. 1)

where n«(q) is the acoustoelectric-gain coeffi-
cient and o. , (q) the nonelectronic-ultrasonic-at-
tenuation coefficient, both of which depend on the
wave vector of phonons q. If qf, «1( where I, is
the electron mean free path), the gain coefficient
is given by the Hutson-White theory. The loss
term o., (f) varies as f for &or,„«I. , and f for +7',„
»1, where f=v/2n is the frequency of the ultra-
sonic waves and v,„is the thermal-phonon relaxa-
tion time. " Since o, , (f) increases monotonically
with f, the frequency of maximum net gain, f„, is
always less than the frequency of maximum gain,
f0 = (moan)'~'/2n (where Ido is the dielectric relaxa-
tion frequency and urn is the diffusion frequency),
and decreases with decreasing the drift velocity. "
The frequency distribution of Eq. (2. 1) may be ex-
panded around f„as was done by Spears. ' Then
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we obtain

(2. 2)

n, (5, g) = n, (0)(1+A,5'+Ago), (2. 3)

where p is constant.
Now we consider the angular dependence of Fq.

(2. 1) and we define a coordinate system in which
the z axis is the c axis of the crystal and the x
axis is the direction of electron drift. The propa-
gation direction of the waves makes an angle g
with respect to the C plane (x-y plane), and its
projection onto the C plane forms an angle 5 with
respect to the x axis. If a wave is propagating in
the C plane (g=0), the piezoelectric, elastic, and
dielectric constants are constant, while, if gWO,
they are dependent on g. An additional factor
occurs in the drift-velocity component v„cos5 cosg.
As revealed by the present experiments, the lattice
loss n, parabolically depends on the propagation
direction. Therefore, we assume the following
relation:

the frequency and angular dependence of the scat-
tered-light intensity. It is generally known that
Brillouin scattering from a transverse acoustic
wave has the property that the diffracted light is
polarized at right angles to the polarization of the
incident light. In our measuring case where the
transverse acoustic wave with its displacement
along the c axis propagates in the C plane, the

anisotropic Bragg diffraction law"' must be
used, taking into consideration that the refractive
index of the incident optical polarization differs
from that of the diffracted polarization. The con-
servation law of momentum and Snell's law lead to
useful relations of the external incident angle 8&

and the external diffracted angle 8~ with the fre-
quency and propagation angle 5 of phonons:

8,'=sin n, sin sin ' 0

2 n.v

v2
X + '2 tP, -n~ +5, 3. 1lo i

where A, and A„are constants. It should be kept
in mind that the parabolic dependence of e, plays
an important role in the narrowing of the cone.
Finally, we obtain for the angular dependence of
the net gain approximately

cur=sin-1 ndsln sin-1 0

2 ngv~

2

x — —
2 n) —n~ —5

VS 2 2

fA.o
(3.2)

(2. 4)

where Q, and Q„are constants. In the present
case,

Qo = [0. 5noy(1+1/y)+Aon, (fo)J/n. ,

Q„=[noy(9 5+1.2.5/y)+A„n, (fo)]/n„.

(2. 5)

(2. 6)

Taking into account the angular and frequency
dependence described above, the total excess en-
ergy density within bandwidths near f=f„and
5 = g =0' may be estimated through the same pro-
cedure as Spears's. The result is

v, " Pn„t Qon„t Q„n„t

1/2
e~n',

Brillouin scattering is capable of resolving the
frequency and wave-vector components of the
acoustic flux through accurate measurements of

(2. 7)
when P, Q„and Q„are much greater than 1/n„t,
The quantity in the curly brackets is the effective
frequency bandwidth b f, /2, and the terms in the
square brackets are the effective cone of propaga-
tion b,5, &, hq, @. Eoluation (2. 7) indicates that these
bandwidths of the amplified beam will be decrease
as the flux grows. At the 10 growth stage, we
found that t f, to

~ 1 6Hz and 65, to
~ 10 in a typical

sample of semiconducting CdS.

III. ANISOTROPIC BRILLOUIN SCATTERING AND
EXPERIMENTAL PROCEDURE

where n, (=no=2. 460 ') is the refractive index of
the incident optical polarization, n~(= n, = 2. 477 )
is the index of the diffracted polarization,
v, (= l. 75x10' cm/sec) is the velocity of the trans-
verse sound wave of interest, , and Xo(=6328 A) is
the wavelength of the light in free space. A mea-
surement of the scattered intensity at the angle
8,
' and 8„' uniquely determines the phonon intensity

of f and 5, when the volume of g space probed by
the light beam falls well within the cone of the
amplified phonon beam.

Next we consider the scattering intensity factor.
In the case of GaAs, Spears has found that multiple
scattering has an appreciable effect on the scatter-
ing signal for intense scattering. In the present
experiment, however, multiple-scattering signals
were not observed. Therefore we neglect the
multiple-scattering process for simplicity. We
assume that the intensity of the light, dI„scat-
tered while propagating a distance between y and
y+dy is given by

(3.3)

for weak scattering (o, y «1), where Io and o, are
the intensity of the incident light (at y = 0) and the
total scattering coefficient. Since we are dealing
with the case of weak scattering, we have to take
into account multiple internal reflections of both
scattered and unscattered light beams. With this
in mind, the intensity of the scattered light can be
easily obtained:
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Io
' [1yR„(8))] [1+R~(8~)] (no- sin 8,')

(3.4)

where we define P as a scattering intensity factor,
and where 5 is the sample thickness, R„(8,') the
ref lectivity for the incident light polarized parallel
to the plane of incidence, and R~(8~) the ref lectivity
for the scattered light polarized perpendicular to
the plane of incidence. When the incident angle

8,
' increases beyond Brewster's angle 8~ =68, the

ref lectivity R„(8,') increases sharply. Therefore
the intensity decreases very rapidly with increas-
ing 8,', for 8& &83. This limits the frequency ob-
served by Brillouin scattering. In the on-axis
case, 5=0', P is flat over the range of frequencies
from 150 MHz to 4. 5 GHz.

Our experimental setup is similar to those re-
ported elsewhere. ' ' ' The scattering jig which

we used consists of a goniometer head Y845 (Enraf
Nonius, Delft) and a scattering table (Shimadzu,
Japan) with two rotatable arms around a vertical
axle. A He-Ne laser with the output power about
1 mW was used as a light source. Horizontally
polarized light emitted from the light source was
focused to about 0. 2 mm in diameter. The scat-
tered light was detected by an RCA7265 photomulti-
plier through an analyzer and an aperture A, de-
fining the collection cone 0' (& 0. 02 sr was used
in the present experiment). The collection cone
Q' limits the resolution. If we employ a fixed
collection cone, the frequency resolution is higher
in both lower- and higher-frequency regions,
while the propagation- direction resolution is higher
in the higher-frequency region and lower in the
lower-frequency region. The sample was mounted

by soldering the wires to the output terminals on

the goniometer head without any other supports.
The samples were cut in bar shapes from the

ingots of semiconducting CdS single crystals pur-
chased from Eagle Picher Co. , and mechanically
or chemically polished. In order to obtain Ohmic
contacts, indium was evaporated on the ends of the

sample at 1x10 Torr, and copper wires were
soldered on them with an indium-gallium com-
pound. The dimensions (lengthxthicknessxheight),
carrier concentrations (n), and mobilities (p) of
five samples used are listed in Table I, together
with the frequency (fo) of the maximum acousto-
electric gain calculated from the Hutson-White
theory. The carrier concentration and mobility
were determined by the persistent acoustoelectric
currents. Although most samples exhibited large
variations in resistivity measured by the detailed
optical-probe technique, some of them exhibited
small variations in resistivity. Such specimens
with good homogeneity were used for quantitative
analysis in the present work. 46
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FIG. 1. Net gain coefficient n„vs applied field Eo. The
parameter p=v&/v, - j. is also given.

IV. RESULTS AND DISCUSSIONS

A. Spectral Composition and Growth Rate

The best test of the growth was provided by
Brillouin-scattering measurements on samples
from the ingot UHP 7, where a 2. 8-GHz acoustic
wave produced the most intense scattering at the
initial stages of detection. The intensity of this
wave was measured as a function of time for six
different applied fields. The net-gain coefficient
n„(f„)may be estimated from the simple exponen-
tial-growth range of each growth curve. A plot of
n„(f„)versus applied field Eo is shown in Fig. 1,
which yields the parameters np (: X ps(og& where

E» is the electromechanical coupling constant) and

n, (f„). At 2. 6 6Hz, we find n, =3x10 sec ', which

is reasonably consistent with that obtained from
another adequate experiment as shown later. In
addition, we find no =40x10' sec ', which is in
good agreement with the small-signal Hutson-
White theory, according to which we obtain
Qp = 43, 6 && 10 sec ' with the electromechanical
coupling constant E» = 0. 037.

In the weak-flux regime, the frequency distribu-
tion of the amplified flux at a time 2. 1 p, sec after
the application of the field (860 V/cm) on a VHP-
7. 2 sample is shown by the data points in Fig. 2,
along with the energy distribution of the shear
waves in thermal equilibrium, calculated according
to the theory developed in Sec. II for a 1-GHz

bandwidth and 10' propagation cone. We found that
the maximum net-gain coefficient is about 5. 4x10
sec ' at the above field, with the acoustic flux
around 2. 8 GHz producing the most intense scat-
tering at the initial stage of detection. The energy
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Dimensions (mm)Sample No.

UHP 7. 2 4. 0

TABLE I. Dimensions (lengthx thickness x height) and electrical properties of CdS at room temperature. The height
of the sample is parallel to the c axis. The calculated frequency of maximum acoustoelectric gain is also given.

yg (cm 3) p (cm2 V ~ sec ~) fp (GHZ)

2. 7x lo" 250

UHP 7. 3

UHP 10.11

UHP 10.12

UHP 10.13

10.75x 0.54x1.40

9. 55 x 0. 57 x 0. 82

9.55 x 0, 90 x 0. 82

9.55xl. 30x0. 82

2. 8x10"

2. 7x10 5

2. 7x 10"

2. 7x lo"

270

300

300

300

0

4. 0

4, 0

density at the stage shown by the data points is
estimated to be about 4,. 2 &&10 ' J/cm', which is
2 x10' times the thermal background. The curve
denoted n«represents the amplified spectrum
calculated by the Hutson-%hite theory using the
present sample parameters. The theory without
the loss term gives about a 10 -10' times larger
flux level than was experimentally observed. The
lattice losses drop the amplified energy density
remarkably and produce a downward shift in the
frequency of the maximum intensity. As will be
described in Sec. IVC, we found from another

UHP7

lo - OOOO

experiment that the lattice loss varies as o., ~f ',
with 5. 5&&10 sec ' for the frequency f=4 GHz

(see Fig. 9). If the nonelectronic-loss term is
included in the analysis as described in Sec. II,
we have the frequency of maximum net gain, f„=2

GHz, and the net-gain coefficient n„= 5. 3x10
sec ', which are in good agreement with the ex-
perimentally observed values f„=2. 8 GHz and

Q.„=5. 4&&10 sec ', respectively. The amplified
spectrum calculated by taking the nonelectronic
lattice loss into account is demonstrated by a
curve denoted by n» —n, in Fig. 2. As seen in
this figure, the small-signal theory developed in
Sec. II„where the initial flux is assumed to be the
thermal background, is in good agreement with
the values measured here in the weak-flux regime.

Figure 3 shows an example of the normalized
scattering intensities as a function of time for

IO
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FIG. 2. Frequency distribution of the amplified
acoustic energy density at an early growth stage. The
solid curves represent the thermal background intensity
and the theoretical amplified distributions (see dis-
cussions in text).
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FIG. 3. Relative scattering intensity as a function of
time for the 2. 8-, 1.4-, and 0. 7-GHz acoustic waves.
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three different frequencies: f„, ,' f„—, and ,' f„—,for
the specimen UHP V. 3. The effective thermal-
energy density U, „may be given by the extrapola-
tion of the simple exponential-growth range for the
2. 8-GHz flux back to /=0. The intensity of the
fundamental flux starts to saturate at the growth
stage of 10 times Ut„, where the energy density
is estimated to be an order of 10 ' J/cm using the
data obtained in the present work; that is, the net-
gain coefficient n„= 1.2&&10' sec, the frequency
bandwidth 1 GHz, and the effective cone angle 10 .
The decrease in growth rate and the onset of flux
saturation imply the end of the simple exponential
growth or of the small-signal region. The ap-
plicability of the simple gain theory is attested up
to such flux level. Assuming constant drift veloc-
ity, the excess electric field obtained from the
ratio of momentum transfer from the mobile
charge carriers to the amplified acoustic waves is
given by'

E,(f) —Eo= (nev, ) 'f nP;(t)dq = ne (t)/nev, ,
(4. 1)

where Eo= v, /p is the Ohmic field in the absence
of the amplified acoustic flux and E„(t) the local
electric field in the presence of the flux. At the
growth stage of 10 U, „(about 10 ' J/cm'), the peak
excess electric field in the domain (E, Eo) esti--
mated from Eq. (4. 1) is about 800 V/cm. It
should be noted that the results of Figs. 1 and 2
were obtained under the condition of E~- Eo «Eo.
At the onset of saturation of the fundamental flux
(2. 8 GHz), the frequency spectrum was ob-
served to spread to lower frequencies and sub-
harmonics (1.4 and 0. "l GHz) became of compara-
tive strength, which indicates the onset of strong
nonlinear effects. The subharmonic flux grows
up about three times faster than the flux of the
fundamental frequency (2. 8 GHz). The saturation
level of these subharmonics is higher than that of
the fundamental frequency and their saturation en-
ergy densities may be roughly estimated of orders
of 10 -10 ' J/cm'. The saturation values of the
fundamental and subharmonic fluxes in CdS are
slightly smaller than those measured in GaAs. '4

There is also an interesting difference in the sub-
harmonic generation: The intensity of the subhar-
monics in CdS becomes comparable with the fun-
damental flux well before the fundamental flux
saturates, while in GaAs it is comparable only
after the fundamental flux saturates completely.

The rapid and delayed growth of the subharmon-
ics indicate that the flux does not grow up through
the amplification mechanism from the thermal
background predicted by the small-signal theory.
It may be due to parametric down conversion;
that is, the two-frequency model of parametric-
subharmonic conversion proposed by Zemon

UHP7. 3
300OK

f-
Co

LLjI- -g
Z IO-

LD
LLI

K
LLjI-

M

~ j
t 1,5psec

0
I

l.3

lO0 i 2 3 4
PHONON FREQUENCY {GHz)

FIG. 4. Frequency spectra of the relative scattering
intensity at three different stages in growth. The fre-
quency of maximum net gain f„and the second subhar-
monic 2f„are indicated by the arrows.

et a/. "' ' However, it should be noted that the
phonon amplified from the thermal background
(the pumping source) does not consist of acoustic
waves with single frequency and fixed propagation
direction, but of acoustic waves with a certain
bandwidth of frequency and propagation cone.

The frequency spectra of the relative scattering
intensity at three stages in growth are shown in
Fig. 4, as an example of the deviation from the
small-signal theory. The spectrum at a time
t= l. 3 p.sec is in reasonable agreement with the
small-signal theory. At subsequent stages (f = 1.4
and 1.5 p, sec) the distribution broadens on low-
and high-frequency sides. The broadening on the
low-frequency side is remarkable. It should be
noted that the data shown are scattering intensity,
not energy density, and that a frequency-sensitive
correction must be made to convert these data
into energy density. Although the spectra at the
latter two stages are broad, a second peak ap-
pears at about one-half the frequency of the first
peak. Such a large shift in the peak cannot be ex-
plained from the small-signal theory.

Figure 5 shows the net-gain coefficients in the
frequency region 0, 5-4 GHz, which are obtained
from the slope of the growth curve. The net-gain
coefficients on both low- and high-frequency sides
are larger than the values expected by the small-
signal theory. We find that the net gain at about

,' f„ is three t—imes larger than that at f„. This fact
is explained well by the parametric amplification.
The amplification of higher frequencies is not
much higher than the value expected from the
small-signal theory. This may be explained by the
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FIG. 5. Experimentally determined net gains o„(f) as
a function of frequency. Note that the gains except for
the vicinity of the frequency of maximum net gain
(f=2. 8 GHz) are obtained in the strong-flux regime. The
higher gain at lower frequencies is a consequence of the
parametric down conversion.
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FIG. 7. Angular distribution of the 1.4-GHz acoustic
flux in the C plane at three different stages in growth.
Note that the unsymmetrical distribution of the flux is
indicative of subharmonic conversion.
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FIG. 6. Angular distribution for the 2. 8-GHz acoustic
flux in the C plane at four different stages in growth.
Note that the shrinkage of the angular cone occurs during
these stages.

fact that the higher nonelectronic lattice loss sup-
presses the amplification at higher frequencies.

8, Angular Distribution of Amplified Phonon

The angular distribution in the C plane of the
frequency of maximum net gain (2. 8 GHz) at four
stages of growth is shown in Fig. 6. The distri-
bution is Gaussian and its center is slightly shifted
from O'. We cannot find what has caused the
shift; perhaps, the misinstallment of the sample
or the inherent behavior of the amplified yhonon
in this sample. We found the center of the ampli-
fied yhonon was very close to 0' in another speci-

men. We find in Fig. 6 a gradual shift to 0 in
the peak with time. Three stages at t = 1.2, 1.3,
and 1.4 p.sec are in a linear growth range. It is
interesting to note that the flux around the center
of the distribution is growing up, while the flux
around both edges saturates or decreases at the
last stage, i. e, , shrinkage of the propagation
cone of flux expected from the small signal theory.
The angular bandwidth of the 2. 8-GHz flux is
about 10' in the weak-flux regime and becomes
narrower as the intensity of the flux increases.
In the strong-flux regime, it is 5 -6 . Similar
narrowing of the cone angle for the 1.4-GHz sub-
harmonic flux is also observed, as will be seen in
Fig. 7. The shrinkage is from 7' to 4' in the ob-
servable range of the scattering signal.

Figure 7 shows the angular distribution of the
1.4-GHz subharmonic flux at three growth stages.
The distribution at the early stage is remarkably
warped in comparison to the fundamental flux. At
the last stage, it becomes a Gaussian form. The
distribution peak is considerably shifted from 0'
at the early stage to then approach 0' more rayidly
than the fundamental flux. At the early stages two
peaks seem to be found at 0' and 3'. The differ-
ence in the peak positions is indicative of subhar-
monic conversion. The substantial transfer of
energy from the pump to the signal and idler
through the parametric-subharmonic conversion
requires that the waves are at least approximately
phase matched, i. e. , the three wave vectors form
a closed triangle. At the later stage t= 1.8 p, sec,
however, those two peaks disappear, and the
angular distribution has a Gaussian character.
The half-width for the 1.4-GHz flux is slightly



BRILLOUIN SCATTERING IN CdS 2689

smaller than that for the 2. 8-GHz flux. In the
strong-flux regime, where strong flux of sub-
harmonics exists, the parametric- subharmonic
and -harmonic conversions take place through the
interactions between substantially amplified fluxes
of f„, ,'f„, —and so on, which consist of certain band-
widths of frequency and angular cone. Thus the
distribution becomes a Gaussian character.

The angular distribution of net gain in the C
plane is shown in Fig. 8 for the f„=-2.8-GHz flux,
along with the theoretical curves calculated accord-
ing to the Hutson-White theory with (denoted
ns„—o. , ) and without the contribution from the non-
electronic lattice loss (denoted by n«). The data
points have been obtained from the slope of the ex-
ponential-growth range for each off-axis compo-
nent. The propagation angle for the maximum net
gain is about 2'. Its deviation from 0' might be
perhaps caused by the misorientation of the c
axis. The net-gain coefficient varies parabolically
with respect to the propagation angle, as expected
from the Hutson-%hite theory, where the drift-
velocity component (v~cos5) only influences the
angular distribution of gain, since the electro-
mechanical coupling coefficient is constant in the
C plane, as stated in Sec. II. There exists no
quar. .';itative agreement between the experimental
values and the theoretical values calculated by
using n„„, where the theoretical curve is shifted
by 2' with respect to the propagation angle in
order to fit with the data. %e obtain a good agree-
ment between the experimental and theoretical
values if we take the nonelectronic lattice loss into
account, where we assumed parabolic variation
for the angular dependence of the lattice loss as
mentioned in Sec. II and as experimentally con-
firmed later (see Figs. 10 and 11). The contribu-
tion of the lattice loss term to the parabolic be-
havior of net gain is 4 times larger than that of the
drift-velocity component, and the constant Q6 that
appeared in Eg. (2. 5) is about 12 with 5 in radians.

C. Frequency and Angular Dependence of Lattice Loss

In the measurements of the lattice loss, we
have employed the dual-pulse method as described
by Zucker et al. ,

'0 where a longer (-5 )j,sec) pulse
V, served as the control for the sample bias cur-
rent in order to maintain the condition v„=v„while
a shorter (-1 psec) pulse Va was superimposed on
the longer pulse to generate the acoustic flux. The
relative intensity of the acoustic flux was monitored
with Brillouin scattering at a point in the sample
such that the arrival time of the acoustic packet
occurred during the flat-top of V, but after the
turnoff of V2. The application of the V~ pulse was
limited so that the excitation of the acoustic flux
might be as weak as possible.

Figure 9 shows the frequency dependence of the
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FIG. 8. Net gain coefficient as a function of the propa-
gation direction for the 2. 8-GHz acoustic flux. Also
shown are the theoretical curves calculated from the
Hutson-White theory with o'H+- n& and without the loss
term O,'H~ (see discussions in text).

attenuation coefficient o., of the UHP '7. 2 sample
measured under the condition that the electron-
drift velocity equal to the sound velocity. %e find
in this sample that the frequency dependence of o.,
is approximately given by f"with a value of about
0. 7x10 sec" at 1 GHE. The lattice-loss coeffi-
cient n, around f„ is comparable to the value
estimated from the net-gain coefficient stated in
Sec. IV A. This frequency dependence gives a
reasonable agreement with that measured at fre-
quencies from 90 to 480 MHz by Bateman and
McFee, ' using the pulse-echo method„where a
pulse acoustic flux of a single frequency was ex-
cited in the photoconductive specimen by a non-
resonant transducer. However, Zucker et al. '
observed in measurements similar to the present
experiment that the lattice loss varies as n, ~f.
In the present work we also observed similar be-
havior in the specimen UHP 7.3. The difference
in the frequency dependence of the lattice loss is not
clear at the present stage of the experiments. It
should be noted that the measured loss term is
influenced by the boundary scattering especially
in the region of low frequencies.

For CdS at room temperature, the thermal-
conductivity measurement yields v, „=7 x 10"'
sec. ' Thus, at f=1 GHz, +7,„=0.044, and the
co7',„«1 limit should be applied. In such a region,
theories predict n, as varying as fa. The ultra-
sonic wave has a very long wavelength compared
to the mean free path of the thermal phonon; it is
more instructive to consider the ultrasonic wave
as a perturbation on the lattice waves, rather than
as being scattered by the waves. There are a
number of theories which give similar frequency
and temperature dependences for the attenua-
tion. " The general feature of these theories is
that they give a linear dependence of the attenua-
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FIG. 9. Frequency dependence of attenuation coef-
ficient for on-axis acoustic waves measured under the
condition vd, = v~.

FIG. 10. Angular dependence of attenuation coefficient
for the 2. 8-GHz flux measured under the condition of

Vg = Vg.

tion on 7;„and (d; that is, n, co 7',„. However, a
survey of other materials, except for Ge and some
alkali halides, ' reveals departures from an f
dependence at 300 'K in the GHz frequency range.
The departures have received relatively little
attention in the literature, though Miller has
pointed out that a strong frequency dependence for
r,„itself gives a deviation from f dependence.

Our measuring method differs from that of the
usual attenuation of a monochromatic and coherent
beam of phonons, because there are yhonons of
many frequencies and random phases grown up
from the thermal background through the acousto-
electric amplification process, Therefore, it is
not obvious whether the usual theory of ultrasonic
attenuation is applicable or not.

As stated in Sec. IVB, the angular dependence
of the net gain cannot be explained without the
assumption that the lattice loss has a strong angu-
lar dependence. This stimulated us to investigate
the angular dependence of the lattice-loss coeffi-
cient. The same method as used in the frequency
dependence was employed. In such a method, an

additional term arises from the acoustoelectric-
gain factor which contains v„cos6 and the sound
velocity. In the C plane, however, the sound
velocity is constant. Thus we take account of the
angular dependence of the drift-velocity factor
only. Since @0=4,3&&10 sec ' and n, =3.3x10
sec ' at 2. 8 GHz in the sample UHP '7. 2, the factor
I no(cos5 —l) I/n, is less than 5% in the range of
the present experiment (I 5i & 5'). Thus we con-
clude that the measured loss term excludes the
contribution from the gain term.

Results are presented in Figs. 10 and 11 for
the 2. 8- and 1.4-GHz fluxes, respectively. The
lattice loss of off-axis components varies para-
bolically with respect to the propagation angle at
both frequencies. The angular dependence is

found to be stronger at 1.4 than at 2. 8 GHz. The
parabolic coefficient A, of the nonelectronic lat.ice
loss is 100 for the 2. 8-GHz flux and 200 for the
1.4-GHz flux in this sample. It is difficult to ex-
plain why the lattice attenuation should have a
strong off-axis dependence. The only possibility
to explain this behavior is the boundary scatter-
ing. ' Off-axis flux, even in an angle of only a
few degrees, must strike the side surfaces of the
sample, unless the sample has a very thick cross
section. If the flux striking the various surfaces
is not specularly reflected, this represents a loss
mechanism. The greater the off-axis angle, the
more flux is lost through such side effects. At
the lower frequency, the true lattice attenuation
is weaker, so any surface effect would appear to
be stronger. This explains why the effect seems
to be stronger at 1.4 than at 2. 8 GHz.
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FIG. 11. Angular dependence of attenuation coefficient
for the 1.4-GHz flux measured under the condition of
vd =vs.



BRILI OUIN SCATTERING IN CdS

The nonelectronic lattice loss defined from
measurements on a particular specimen depends
on the shape of the crystal and on the smoothness
of the surface, when the size of the specimen is
comparable with the mean free path of the phonons.
This was examined by estimating the value of A,
for specimens with different cross sections. The
results are shown in Fig. 12, where the coefficient
A., is plotted as a function of the thickness. The
coefficient A, increases markedly with decreasing
thickness. This indicates that the boundary scat-
tering ylays an important role in the loss mecha-
nism, especially for a specimen with smaller
cross section. A tentative explanation for the
parabolic behavior of the loss term is given in the
Appendix by taking into account the boundary scat-
tering.

ACKNOWLEDGMENTS

The authors are very grateful to Professor R.
Bray for many valuable suggestions, and to Dr.
N. Mikoshiba and Dr. H. Ozaki for helpful com-
ments. We are also indebted to Professor U.
Kubo for loan of a He-Ne laser at an early stage
of this experiment. One of the authors (C, H. ) is
pleased to acknowledge valuable discussions with
Professor R. Bray and Dr. D. L. Spears during
his stay at Purdue University.

APPENDIX: BOUNDARY SCATTERING OF PHONONS

Since the surface roughness of our samples,
whichwerepolished withalumina powder of 0. 3 p, m
in diameter, is comparable with the wavelength of
phonons (0.625 p, m for 2, 6 GHz and l. 25 p, m for
l. 4 GHz) measured in the present investigation,
and since the cross section of the sample is not
thick enough, we have to consider the effect of the
boundary scattering on the loss term. We cannot
treat them as either perfectly rough or perfectly
smooth surfaces. We employ a simple phenome-
nological description, according to the treatment
of Ziman. We assume that a fraction P(6) of the
incident yhonons are specularly reflected„as if
by a highly polished mirror, while the remainder
are scattered diffusely in all directions uniformly.
This fraction p(6) has been statistically calculsted
by Ziman as the following:

l00

A
'50

0

FIG. 12. Parabolic co-
efficient A6 of nonelectron-
ic lattice loss for the 2. 8-
GHz acoustic flux vs sam-
ple thickness t.

3 2I ~a -~@~ -16~ 4 Sin 6/X

where ( is the root-mean-square deviation of the
height of the surface from a reference plane, and
X is the wavelength of the incident wave.

If p(6) e0, then we must take the multiple reflec-
tion of phonons into account. In such a case, we
have the mean free path for boundary scattering,

(A2)

where Q~ is the value for perfectly rough sur-
faces, which is equal to the equivalent sample
diameter L. If the boundary scattering and the
internal scattering are additive in their effects,
then we obtain

I/A= I/A, + I/A

for the total mean free path A, where A, is the
mean free path associated with the internal scat-
tering. Using the well-known relation between the
mean free path and the lifetime, we have from
Eqs. (Al)-(As)

n, (6) Sv' $'e,
n, (o) ix'n, (o)

(A4)

for the normalized off-axis loss„
Assuming that $-0. 5 p, m, we have A., ~200 for

the acoustic wave of f= l. 4 GHz, which is consis-
tent with our measured value. However, we have
to note that the above treatment cannot explain the
frequency dependence of the coefficient A„Since
n, (0)~f", we obtain the result A, ~f ' in con-
trast to the experimental result. The above treat-
ment is valid for the 1.4-GHz flux where we have
$ &X. For the 2. 8-GHz flux, we have (~X, and
the present analysis is not valid,
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