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deed, they remark that their calculations is not val-
id for homovalent solutes, so the results for Ag in
Cu are presumably also invalid. )

Two features of the consequences of the theory
are perhaps not adequately emphasized by the table.
The first-neighbor theoretical-f ield-gradient mag-
nitude is strongly charge dependent, while the ex-
perimental values are not. The second-neighbor
theoretical gradients are also charge dependent,
and the experimental gradients, although lacking
Ge and In, seem to depend more strongly on
charge. But the quantitative agreement is just as
poor as for the first neighbors, being relatively
good only for the case of Sb, where Z,=4. We have
calculated (unpublished) the gradient out to dis-

tances from the impurity which include the seventh
shell, and find the field gradients to be too small
to explain the measured wipeout numbers. That
is, the Alfred-Van Ostenberg potentials with the
Hurd-Gordon phase shifts are adequate to explain
the data in neither the near nor asymptotic regions,
whereas simpler approaches, such as Kohn-Vosko,
have been more successful. in the asymptotic region.
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The lattice thermal conductivity in high-concentration harmonic isotopically disordered
mixed crystals is calculated within the coherent-potential approximation from the appropriate Kubo

formula using the energy current operators of Hardy. The infrared divergence in harmonic
systems is eliminated by restriction to finite systems and, in a three-dimensional case, by,
adding an anharmonic phonon-phonon scattering term. Numerical calculations are performed
in one, two, and three dimensions with nearest-neighbor forces for a linear chain, a simple
square lattice, and a simple cubic lattice, respectively. In one and two dimensions, com-
parisons with the computer experiments of Payton et al. show qualitative agreement with the
concentration dependence of the thermal conductivity at all concentrations although the over-
all magnitude is larger by factors of about 10.8 and 5.4, respectively. It is observed that
low-frequency resonant modes considerably decrease the thermal conductivity.

I. INTRODUCTION

There has been considerable discussion in the
literature of the thermal conductivity of disordered
systems by several quite distinct approaches, most
of them in one-dimensional systems. A useful
test of various analytical approaches has been
provided by Payton et a/. ,

' who performed com-
puter experiments on one- and two-dimensional
isotopically disordered lattices. They used the
classical equations of motion of the lattice atoms

to calculate the local energy density and hence the
energy flow at one end of their system when the
other end of their system was allowed to be in
contact with particles having a Maxwellian distri-
bution of velocities. They plotted the thermal
conductivity versus concentration of the two iso-
topic species throughout the concentration range.

Recently, several groups have concerned them-
selves with the dependence of the lattice thermal
conductivity ~ of a disordered, harmonic, one-
dimensional chain on its number of atoms ¹ For
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example, Casher and Liebowitz have shown that
x diverges linearly with N (for large N) in any
harmonic, linear chain where the spectral density
has an absolutely continuous part. In light of the
results of Matsuda and 'Ishii (who used a transfer
matrix method) and those of Rubin and Greer that
x-N'~ (for large N), Casher and Liebowitz con-
clude that, with probability 1, the frequency spec-
trum of a disordered linear chain has no absolutely
continuous part. It is not clear that there is agree-
ment between the N dependence observed in the
computer experiments and that in the various
theories. In particular, there apparently is a very
strong effect of the boundary conditions at the ends
of the system.

The purpose of this work is not to ferret out
the N dependence in any exact calculation, but to
simply proceed via the appropriate Kubo formula
and a coherent-potential approximation to calculate
the thermal conductivity at all concentrations in
harmonic, isotopically disordered alloys in one,
two, and three dimensions. The formalism de-
veloped is equivalent at low concentrations to that
which Woll developed some years ago, using the
techniques of Langer.

It is very well known that, for a perfect, in-
finite, harmonic lattice, the phonons cannot come
into thermal equilibrium and hence cannot sus-
tain a thermal gradient, so that the thermal conduc-
tivity is infinite. Itis less wellknown, perhaps, that
the thermal conductivityis also, it seems, infinite
for any infinite, harmonic system regardless of dis-
order or dimensionality. ' Whatever disorder may
be present simply is not seen by the phonons of much
larger wavelengths than the range of disorder; thus
since these phonons travel at the speed of sound, there
is an infrared divergence in the thermal conductivi-
ty. Such a divergence does not occur in the elec-
tronic transport problem, since the longer-wave-
length electrons move more slowly. This diver-
gence in real systems is removed by finite crystal
boundary scattering, anharmonic phonon scattering,
etc. In order to view the concentration dependence
of the thermal conductivity for harmonic alloys in
this paper, in the final calculations we either limit
the crystal to an appropriate finite size or add
empirically an anharmonic scattering term.
Thereby, we obtain qualitative agreement with the
concentration dependence of the computer experi-
ments. ' The deviations from the concentration de-
pendence in the two approaches we attribute to the
lack of participation, in part, of low-frequency
resonant modes somewhat localized about the
heavier atoms.

Specifically, in Sec. II, we evaluate a Kubo for-
mula for the thermal conductivity using the ther-
mal current operator of Hardy. The expression
is evaluated in Sec. III ~sing the double-time

II. FORMULATION OF GENERAL PROBLEM

The Hamiltonian is chosen to be

H = Z ——
t + — Z $,~(t, l')u (l)u~(t'),

p'. (t)
2M / 2 ~ ~y 8

where M& is the mass of the atom at the lth site,
u, (l) and P, (t) are the displacement and momentum
of the /th atom in the 0.th Cartesian direction,
respectively, and Q,z(l, f') is the harmonic force
constant. The effect of alloying the isotopes is to
make the mass of the lth atom a random variable,
while the Q's are assumed to be unchanged from
those of the pure substance.

A convenient formalism to describe such sys-
tems is the retarded, double-time, displacement-
displacement Green's function defined by

(t t" t)=«u (f t); u (t', o)&)

= 2m(th) '8(t) Z 'Tr(e ~"[u (l, t), u~(t', 0)]]
(2)

in the notation of Zubarev, ' where Z is the parti-
tion function, [.. . , . . . ] is a commutator, and
e(t) is the Heaviside step function. By differentiat-
ing twice with respect to t and Fourier-transform-.
ing the time variable, G„&(l, t'; &u) is easily shown
to satisfy the equation of motion

Go&(t, t'; v) =P~z(t, t'; &o)

+ Z P „(f, n) V„G&(n, l'; &u), (Sa)
n~y

where V„=mac„+', e„= 1—m Jmo, and in matrix
notation

P(v) = (mo&u —C) ' (Sb)

is the Green's function for the perfect host lattice
of atoms of mass w(). The imaginary part of
G(f, f'; &o) gives the displacement-displacement
correlation function

(u (l)u~(l'))„= (Ijw) (e "~"—l) 'ImG ~(f, t'; u&) .
(4)

We evaluate the thermal-conductivity tensor for
a cubic crystal, where after configuration averag-
ing one finds (x„g=x5„~via the Kubo formula"

Green's function. of Zubarev" in the single-site,
self-consistent approximation of Taylor (which
is known as the "coherent-potential approximation"
in electronic theory' ' ). The coherent-potential
approximation gives a useful formula at all con-
centrations and is exact at both limits of concen-
tration. In Sec. Pf, numerical results are obtained
for the cases of one-, two- and three-dimensional
systems with nearest-neighbor forces and compared
with the computer experiments of Payton eI; al. ' in
one and two dimensions. Finally, the conclusions
on the effect of disorder are discussed in Sec. V.
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«(q=O, u&)=lim(I T) ' J dte~'e'
n" 0 0

xJ dX&S, (q=0, 0)S (q=0, t+ihX)&r, (5)
0

where I" is the d-dimensional size of the system,
g is the adiabatic switching parameter, and S is the
thermal-current-density operator, which is re-
lated to the local energy-density operator through
the continuity equation

Ve(x)+V S(x)=0. (6)

By expressing the thermal average (. . . &r in terms
of the trace over the exact eigenstates {n] of the
system, with energy {&J, the time and temperature
integrals of Eq. (5) can be performed, with the
result

«(&d) = —N(L T) Z (S(0+ i'+ t„.+ t„) (e„,—e„)
n&n~

x (1—e""'-"'}&u~S. ~u
&S-'e-& "&u ~S. ~u&,

(V)

where Z is the partition function. For the dc con-
ductivity (&o= 0) this result can be written

« = —ih(L, T) ' J (&+i') 'e '(1 —e~')Z(e)de, (8)

where

J(- e) = e"J(e),
so that the imaginary part of Eq. (8) vanishes.
This leaves only the real part of Eq. (8), which
takes the form

(10)

J (0)'=""'(i r)
We evaluate Z(0) by calculating the Fourier com-
ponents of the retarded current-current Green's
function, which are related to J' by

'

Im((S; S )) = —w(e
"~"—1)J'(K&u), (12

or

J(0)(8p)pd(Im((S, ;S))„)
d(d

, co=0
(13)

S(q = 0) = — Z (x, —x, ') Q,a(I, I') v (I)ua(l')
llsyep

To proceed further, we use the harmonic form
of the thermal-current-density operator S evalu-
ated by Hardy. ' In this form Hardy included the
kinetic and potential energy densities and solved
Eq. (6) for S, neglecting all terms not quadratic
in displacement and momentum operators (includ-
ing those coming from the anharmonic part of the
Hamiltonian). This result is

Z(.) = Z &u (S.~u &
Z- ,- ~ &u (S„~u&

n, n'

& ~. (I, I')v. (t)u (I'), (14)

x5(e —(e„,—e„)) . (9)

The Kubo form for the thermal conductivity is
obtained by first separating Eq. (8) into its real
and imaginary parts and then noting [from Eq. (9)]
that

where v (I) =p„(l)/m, is the velocity of the Ith atom
in the eth direction. Therefore, to evaluate Eq.
(13), we calculate the two-phonon Green's function

((v(l, t)u(2, t); v(3, 0)u(4, 0))). This retarded
Green's function can always be expanded exactly
to the form

((v(1, t)u(2, t); v(3, 0)u(4, 0)))= (ih) e(t) (v(l, t) [u(2, t), v(3, 0}]u(4, 0)+v(1, t)v(3, 0) [u(2, t), u(4, 0)]

+ [v(1, t), v(3, 0)]u(4, 0}u(2, t)+v(3, 0) [v(1, t), u(4, 0)]u(2, t)&r, (15)

where v(l, t) is a simpler notation for v (f, t). Since we have assumed the harmonic approximation, more-
over, these four-operator averages decouple exactly into pairs of two-operator averages, because the com-
mutators in (15) are c numbers. This factoring results, when Fourier transformed, in the four convolutions

((S; S))g —— Z A(1, 2) A(3, 4) d(u[(v(I)u(4)) ((u(2); v(3))), + (v(1)v(3)) ((u(2); u(4))),
1~ 3~ Sy4

+ &u(4)u(2)&. «v(1); v(3)». + &v(3)u(2)&- «v(1); u(4)». ], (16)

where (vu)„and &(v; u))„are the Fourier compo-
nents of &v(t) u(0)&r and ((v(t); u(0))), respectively.
These four terms can now be collected together.
Using the definition of the remaining double-time
Green's functions analogous to Eq. (2), the follow-
ing identities may easily be established by examin-
ing the resulting equations of motion and comparing
with that for G(co); we find

«v(l); v(l')»„= —m, 5», + &u G(l, I'; &a&), (1Va)

«v(l); u(l')))„= —i+G(l, I'; &u), (1Vb)

«u(l); v(l'))&„= i+G(I, l'; ~) . (1Vc)

Similarly, the corresponding correlation functions
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are related to their Green's functions as in Eq.
(4), which gives

(v(l) v(V))„= (h/») o& f(- (d) ImG(l, l'; (o) (18a)

and

(v(l) u(l'))„= (ll/z)i (d f(- (d) ImG(l, l'; o&),

(18b)
where f(oo) = (e" "—1) ' is the I&lanck distribution
function. If we then make the indicated substitu-
tions back into E(l. (16), we find

((S; S)), = — Z A(1, 2)A(3, 4)
1z2ssz4

d(o(o&(z —(d)f(- o&) ImG(1, 4, (d) G(2, 3; z —o&)

+ (do f(- &u) ImG(1, 3, &u) G(2, 4; z —o&) —f(o&) ImG(3, 4, (d) [-m, '5„+ (z —(d)'G(1, 3;z —(o)]

—(d(z —(u)f((o) ImG(2, 3, (d) G(1, 4; z —o&)], (19)

where the easily derived general symmetry with
respect to complex conjugation,

G(l, l'; —z)=G~(Z', l; z), (20)

xTr(im[G((d)]A Im[G(o&)]A]

&8&~ + 1 d
&mr r„,

&
Tr X &m(G(m)jr&

d &m(G(ra)j)

(21)
where in the last term the relation

ImG(l, l', z —v) l, o= — ImG(l', l, o&),
d

(22)

which follows immediately from E(I. (20), has been
used. Now, by the cyclic symmetry of the trace,
we note that

( d
Tr~ A&m(G(rr)jA& &m(G(rr)j)

Trg Im[G(o&)]A Im[G((»)]), (23)
1 d

d(d

so that, after an integration of the last term in
E(l. (21) by parts, we find that E(I. (21) becomes

d ~ ~ 2P8 &d (G

Im((S; S))s I s*o =
z

d~
(e»» I)o

+' F00

has been used to handle the negative-frequency
correlations. We, however, according to the ener-
gy current formula (13), only need evaluate the
derivative of the imaginary part of E(I. (19) at
zero frequency, z = D. This quantity, with the use
of the antisymmetry X(1, 2) = —X(2, 1) as inferred
from E(I. (14), simplifies Eg. (19) considerably as
the terms collect together to give

Im((S; S)), l (,
= — do&—

~ aOO

x Tr{A Im[G((o)]A Im[G(o&)]) . (24)

Thus the dc thermal conductivity (11) is

d(d
28 p (»8
L Sir (

»o(r) 1)3

x Tr{A Im[G((d)]A Im[G(o&)]] . (25)

III. APPLICATION TO DISORDERED SYSTEMS

The discussion and results of the last section
would apply to any particular system of masses
and force constants providing only that the forces
are harmonic and the displacements of the atoms
from the regular lattice sites are small. This
assumption was necessary to allow the decoupling
of the two-phonon Green's function in E(I. (16), and
to neglect the higher-order terms in the energy
current operator as in the derivation of formula
(14).

We now wish, for simplicity, to limit our calcu-
lation to the simple model of an isotopic, binary
alloy where the force constants Q o(l, l') in E(l. (1)
are assumed to be the same regardless of the
types of atoms on the sites and where the only con-
figuration-dependent term in the Hamiltonian is
the mass m& of the atom at each site /. For a
single impurity mass (or only a few impurity
masses) in an otherwise perfect, infinite chain,
the physical properties can be calculated exactly.
But for finite concentrations of impurities the exact
calcolation becomes hopeless and analytic progress
can be made only by the taking of an ensemble
average over all configurations of the impurities
on the lattice.

First we consider the configuration average of
the one-phonon Green's function (G) within the
coherent-potential approximation to set the nota-
tion. Iterating E(l. (3) gives

G o(l, l'; &u) = P o(l, l'; (d) + Z P „(l, n, (d) V„P&(n, l'; o&)
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+ Z P „(l, n; &u)V„P„,(n, m; (d)V P,~(m, l', &o)+. . . . (26)
ff y fit y gs 6

This equation can be exactly rewritten by collecting together all successive scattering by the same site to
form the equation

G(l, l') = P(l, l')+ Z P(E, n) t„'P(n, I')+ Z P(l, n) t'„P(n, m) t'„P(m, E')

+ Z P(l, n)t'„P(n, m) t'„P(m, x)t'„P(r, l')+ ~ ~ ~ . (2'I)

ti N

1 —V„P(n, n; a&)
(28)

includes all successive scatterings by site n.
The essence of the coherent-potential approxi-

mation (CPA) is to assume that the unperturbed
propagator I' is modified to include a, self-enexgy
Z (ol' coherent potelltiRl Rs i't 18 cRlled in tile
electronic calculation) or that P is replaced by

where the Cartesian indices have been absorbed in-
to the site index and where the single-site t matrix

I

self-consistent single-site-scattering diagrammatic
approach. For our calculation, we choose ~o
=mz, or the A-atom lattice is the unperturbed
lattice, so that

Vs=m~ss~2 = (mg-ms) ()1

so tllR't Eq. (32) sin1plif les to tile eqllat1011

(1—c )Z c (Vs —Z)
1+ Zc'(n, n) 1- (V, —Z)a'(n, n)

c'= p(I- zp)-'. (29)

In terms of the new unperturbed propagator, Eq.
(27) becomest Bftel' rearrangement RI1d conflgllra-
ti ae agi g,

{a{E,I))=a'{I, I')+Z a'(I, n) {tea'(n, l')

+ Z Go(l, n) (t„ao(n, m)t )Go(m, l')+ ~ ~ ~,
(30a)

where the single-site t matrix is

1 —(V„-Z)G'(n, n; ~) '

since V„- Z is the new perturbation relative to
6 . If the self-energy Z were the true self-ener-
gy, than G would be (G), or the second and higher
terms in Eq. (30a) would be zero. The best ap-
proximation with a site-diagonal self-energy Z~
= 5~2 is that obtained by setting the average single
site t matrix {t„)to zero;

(1—c)(V~- Z) c(Vs- Z)(t.) =
1 —(V —Z)a (n, n) 1 —(V —Z)ao{n, n)

eP~
1- (Vs- Z)a (n, n)

which must be solved simultaneously with Eq. (29)
to find 6 . As has been discussed pxeviously, the
value G obtained from Eqs. (29) and (31) is inde-
pendent of the unperturbed mass mo so that the for-
mula can equally be viewed as a perturbation for-
mula about mo=mz, the A-atom lattice, mo=m~,
the 8-atom lattice, or ma= (m), the virtual or
mean crystal. Thus the formula is an interpolation
formula of use at all. concentrations.

Ho%every oul main pux'pose hex'e was to cal-
culate the average thermal conductivity which,
from Eq. (25) requires knowledge of the average
of

Trg 1m[a((d)]k 1m[a(&o)])

= 4»{&[a(&)-G*((d)]A [G*(~)—G(~)1& (34»

where G~(&o) is the complex conjugate or advanced
Green's function. This requires averages of two
Green s functions such as

Tr{AG(&u)AG*(u))) . (34b)
and neglecting all higher nonzero terms in Eq.
(30). Such a calculation has been made and dis- The expansion of G{&)in terms of G (&o) according
cussed by several authors and is equivalent to the to Eq. (30), but before averaging, yields

Z {A(E, n)G(n, m)A{m, p)a(p, I)) = Z A(E, n) a (n, m)+Zao(n, 1)t,a (1, m)
l

+Et:t(tt, ()ttat(tt, ()t,G'((, R)t t:t(2, ttt) - )A(ttt, tt)

tt Gt(tt, t)tZGt(t, (')ttat((', t)+ 2 (.".(tt, )')tt t"'((', 3')4G'(2', t)+ )), (&t))

2

l'cps



LATTICE THERMAL CONDU C T IVIT Y IN HIGH- CONCENTRATION. . . 2301

&GG& &G)&G&

PIG. 1. Diagrams appearing in the expansion of the
two-particle Green's function within the CPA, where the
dashed line represents the t matrix for all successive
scatterings of the two phonons off a lattice point.

ZG (ff, m)A(m, p) G *(p, n), (3V)

since the last scattering from the left-hand G must
be by the same site m as the first scattering on the
right-hand G. But the quantity in Eq. (37) is zero
in any crystal with inversion symmetry, since
then G would be even under inversion and A., be-
cause of the x, —x,. in Eq. (14), is odd. Thus all
of the vertex corrections in the CPA contribute
nothing to the thermal conductivity and the average
factors into Tr[A(G)A(G*)]. The argument follows
likewise for the other terms in (35a), so that the
average conductivity from Eq. (25) becomes

x Tr[A(imG'(~))A. (ImG (w))] . (38)

This result holds because the isotopic defects and
the CPA allow only s-wave scattering; whenever
either extended defects or pair or higher scatter-
ing is included, the vertex corrections contribute.
This formula reduces to that of Woll for low con-
centrations.

The evaluation of (f&) would seem routine; now
that G3(&u) is known, Eq. (38) is simply evaluated.
However, there is an infrared divergence in Eq.
(38) which must be handled before a numerical
calculation can proceed. This low-frequency di-
vergence appears in systems of arbitrary dimen-
sion regardless of the disorder.

where G' is the solution of Eqs. (29) and (31), and

where the average of a single (t) is zero Th. us,
in the spirit of the CPA, and consistent with the
appropriate Ward identity, only terms with an
even number of t's are assumed to survive the
average in (35) and then only the average (t„) is
kept, so that averages decouple in a nested fashion:

(tft2t3 t 2t 1 t„)= (t, (t2(t3 ( ) t 2)t f) t )

(tn) 51,n 52, n 153,n-2 '
~

(36)
This is equivalent to having summed the diagrams
shown in Fig. 1 for (GG). When this decoupling
is sandwiched with the A's in Eq. (35), there is
left, as the middle term in the average, a quantity
of the form

A(k) = ifff, «f2v2 - jm2v, &u„. for small k, (40b)

with v, being the speed of sound. To sort out the
nature of the infrared divergence we shall study the
low-frequency ~ limit, which in turn means that
the contribution to the sum in (39) will occur at
small &. Hence, to evaluate Eq. (39) we need

—Z (v, &o2) (Im[(&u —&o2&- ReZ —i ImZ) ]}

N w&o
~IOO

der'&u' p(&u')[ImZ(u&)]'

([m3uP-m ~"-ReZ(&d)j'+ [ImZ(&d)]2}' '

(41)

where p(&o') is the perfect-lattice density of states.
For small (d, the imaginary part of the self-energy
from Eq. (33b) is also small, namely,

ImZ(co)- c vff ImG («f) - &2&d tu for small e,
(42)

where d is the dimensionality of the system; this
property is general in that the lifetime of phonons
due to disorder scatterings diverges as v- & '"' '

at low frequencies. The long-wavelength phonons
do not see the disorder.

In the contour integration of (41) about either
complex ~' half-plane, two of the four poles of the
integrand at

&d' = + [&o'- ReZ(&o) fff3+ i ImZ(&o) fff2]1~2 (43)

contribute. From the vanishing of ImZ(&d) as
(d-0, one can easily see that the divergent contri-
bution to the residues gives

Trg Im[G(&d)]A Im[G(~)]} (44)

so that the integrand of the conductivity formula
(38) becomes proportional to

~3eghap(~) ~3~3 1

(e ~ —I)'ImZ(«f)

regardless of the dimension of the system, where
the limiting behavior followed from Eq. (42). Thus
there is a nonintegrable 1/&d divergence in the
integrand (38) at &u= 0. This divergence is due to
the fact that the long-wavelength phonons are not

The trace in formula (38) can be carried out in
& representation,

Trg Im[G(~)]A Im[G(~)] j = —ZA&» [ImG(k, ~)]',
(39)

since 6 has the lattice symmetry, where the k
index includes any polarization mode indices, and

where, from Eqs. (3b), (14), and (29),

G(k, &o)= [m3u&2-fff2~2 —ReZ(&o)-i ImZ(ur)] ' (40a)

and
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scattered by the disorder and because they move
at the speed of sound. A similar divergence does
not appear in the corresponding electrical conduc-
tivity problem, ' since low-frequency electrons
move slowly. [The vanishing vf in A(k) kills the
divergence. ]

The existence of this divergence is clearly physi-
cal; it is removed in real systems by other phonon
scattering mechanisms, such as boundary scat-
tering or anharmonic phonon interactions. The
effect of these other mechanisms (at low concen-
trations) has been discussed extensively in the
literature. For the purposes of providing some
insight into the concentration effects by doing a
numerical calculation, we limit the divergence
somewhatartificiallyin two ways. First, we follow
the approach of Woll and limit our calculations to
a finite sample by cutting off the integral (38) at a
low frequency,

V,w
min—

the minimum nonzero frequency for a system with
periodic boundary conditions of the linear dimension
L = Na, where N is the number of atoms along this
length separated by a lattice spacinga. The cutoff
in the integral of I/(u produces, for larger, a result

dco, anN+ m~n (47)

so that for a linear chain the thermal conductivity
diverges linearly with N, the number of atoms in
the chain. This result differs from that of other
approaches ' where an N' divergence is found.
We can only speculate at this point that perhaps
the exponent depends strongly upon the boundary
conditions of the chain. Calculations of z with this
cutoff are presented in Sec. IV for one-, two-,
and three-dimensional systems.

Second, for a three-dimensional system, we
add empirically an umklapp anharmonic phonon
scattering term, via a Matheissen's rule, to as-
certain some of the effect of anharmonicity,

1 1 1
+ (48)7t.t(&) &a.(&) ~.~(~)

This addition, when included in the self-energy,
gives

ImZr(&u) = ImZ(~) +
T (d

where 7((u) is chosen to be the low-frequency high-
temperature form

~(~) = X/uP . (50)

For three-dimensional systems ImZr(~) now
vanishes only as ~, rather than the &u' in Eq. (42)
and the divergence is removed.

IV. NUMERICAL RESULTS

P(0, 0; ~+is)= 1
PEO (0(&d —(do) i (52)

where duo= 4$/mo is the maximum phonon frequency
of the perfect lattice. The simultaneous solution
of Eqs. (33b), (51), and (52) was then easily done
using Wegstein's iteration method' generalized to
a function of a complex variable which converged
very rapidly (in less than ten iterations in all
cases) provided we began at low frequencies using
Z(e) = cmoeuP as the first guess.

The trace in Eq. (39) was evaluated in reciprocal
space, where it takes the form

Tr(A (ImG) A (lmG))

IF k (53)
g [mooP —mon„'- —ReZ(co) —i ImZ(&u)]'

With a sufficiently small grid size this formula
was approximated, within each cell, as

In this section we show the result of calculation
of formula (38) for one-, two-, and three-dimen-
sional systems. These results are compared with
those from the computer experiments of Payton
et al.

Since the self-energy Zopf(4&) is independent of
k, it is easily seen that

GcpA(&) = &(&[I—ZcpA(&)/mo~ ] ' ), (»)
or the alloy Green's function on the real & axis
is the perfect lattice Green's function evaluated at
a complex frequency z = (u(l —Z/mon )' . This
equation must be solved simultaneously with the
CPA equation (33b) to obtain Gcz,„.

A. One Dimension

For a perfect, harmonic, linear chain with only
nearest-neighbor forces, the diagonal part of the
one-phonon Green's function is

2 2
Vk 40k

[~aP —~~& ' —2&up rrqV&up k- ReZ(&u) —i ImZ(cu)]' (54)

where uk is the value of +k at the center of thatko
cell. This integral was then carried out analyti-
cally within the cell. This procedure is that of

Gilat and Raubenheimer. ' The size of the grid
was taken to be 0. Olm/a in the calculation here.

The final frequency integration was done using
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produced by different shapes of the density-of-
states curve when there are low-frequency reso-
nant modes. A higher-order calculation, with non-

vanishing vertex contributions, should show that
these modes actually are fairly localized in space
and hence that the thermal conductivity is reduced
even more than that given by the density-of-states
effect here and hence that the curve is more asym-
metric than this CPA calculation indicates.

B. Two and Three Dimensions

PAY TON

1 0
A

I I

02 04 0.6 0.8 1.0
8

FIG. 2. Thermal conductivity of a harmonic linear
chain of 100 atoms a,s given by Eq. (38) versus concentra-
tion of B atoms (soli.d line) in units of 54.2cook~a, and the
computer experimezttal results of Ref. 1 (dashed line) in
their units.

Simpson's rule with intervals of 0. 01+p where,
because of the infrared divergence, the integra, l
was cut off at low frequencies at & &„ the lowest-
frequency phonon:i. n the chain of N atoms as dis-
cussed in Sec. III. The infrared divergence could
also have been removed by adding an empirical
boundary scatteririg term to the self-energy which
presumably would have given similar results.

The numerical ~."esults are shown in Fig. 2 for
a disordered chain with m~ = ~3p and N= 100 in the
high-temperature limit. The results are plotted
versus concentrati. on from 0 to 100%%uo and compared
with the computer experiments of Payton et al. ,
which had precisely the same Hamiltonian and were
also for a 100-atom chain. The qualitative agree-
ment with the conc entration dependence is reason-
ably good. The the, rmal conductivity for this work
is plotted in units of 54. 2(dpk~a. This choice of
units was chosen tc fit the over-all magnitude of
this calculation to that of Ref. 1 on the graph in
that reference. The formula given in Ref. 1 for
conversion of their result to mks units differs
from this work so f;hat this calculation is larger
than theirs by an u&iexplained factor of 10.8 for
N = 100. This difference could conceivably be real,
coming from the different choice of boundary con-
ditions in this peculiar system.

The principal qu;clitative feature common to both
curves of & is the a.symmetry about c = 0. 5. This
asymmetry, which reduces the conductivity for
small concentration, . of the heavy atoms, must be
due to the presence of low-frequency in-band reso-
nant impurity mode, s which, due to the low-frequen-
cy weighting, is esI)ecially effective at reducing
heat flow. In this (,",PA calculation this effect is

In higher-dimensional systems there does not
exist such a simple analytic form for the perfect-
lattice frequency spectrum or Green's function.
Nevertheless, the frequency spectrum is known

numerically either from various experiments or,
as in this case, from a model dynamical matrix
calculation. Therefore the analytic continuation
(51) of the perfect-lattice frequency spectrum p(co)
to the complex frequency plane is carried out
numerically by the integral transform

1 p(co )d(d

CPA ~P

The frequency spectra used in the calculations
here were determined by diagonalization of the
appropriate dynamical matrices with only nearest-
neighbor forces on a grid of points within the irre-
ducible part of the Brillouin zone using the numeri-
cal integration method of Gilat and Raubenheimer. '
Our resulting frequency spectrum p(ur) is shown,
for illustration, in Fig. 3 for the fcc structure.

The thermal-conductivity results, Eq. (38), for
a simple square lattice in the high-temperature

&cc PERFECT
I ATTICE FREQUENCY

SPECTRUM

0 02 0.4 0.6 0.8 1.0
QJ/td&

FIG. 3. Phonon frequency spectrum of a fcc perfect
lattice with nearest-neighbor forces.
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FIG. 4. Thermal conductivity of a 100 && 100-atom,
harmonic, simple square lattice as given by Eq. (38) ver-
sus concentration of B atoms (solid line) in units of
27. 1~0@~, and the computer experimental results of Ref.
1 (dashed line) in their units.

limit are shown versus concentration in Fig. 4 for
a 100&&100-atom sample. These results (solid
line) are plotted in units of 2V. 1u&oks and are
compared with the results of Payton et al. (dashed
curve) in their units. These results are larger in
over-all magnitude than those of Ref. 1 by a factor
of about 5. 4.

The concentration dependence, while asymmetric
about c = 0. 5, is less asymmetric than that of com-
puter experiments. It should be pointed out that
this asymmetry is a function of the size of the
sample chosen; a larger N leads to less asymme-
try. This behavior follows from the infrared di-
vergence in the integral (38). When the low-fre-
quency cutoff ~ « is small (large N), the very-low-
frequency modes dominate and these long-wave-
length modes are less affected by impurity scatter-
ing. The point here is that if the mean free path
of phonons is very long (due to boundary scatter-.
ing, phonon-phonon-phonon scattering, etc. ) for
the long-wavelength phonons which do not see the
disorder, then these modes dominate the heat
transport. Calculations were performed for X
= 2000 and showed a quite symmetric curve.

Qualitatively similar results were obtained for
a three-dimensional fcc lattice alloy in the high-
temperature limit. These results are shown in
Fig. 5(a) for a simple 100 atoms in linear dimen-
sion, where a' is plotted in units of 2V. 1&uoks/a
for comparison with the other graphs. Unfortunate-
ly, no computer experiments exist for comparison
for the fcc lattice.

In real systems at high-temperature, phonon-
phonon umklapp scattering is the dominant scatter-
ing mechanism. This scattering will also remove

o4 — (
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I'"IG. 5. (a) Thermal conductivity of a 100 x 100 && 100-
atom, harmonic fcc lattice as given by Eq. (38) versus con-
centration of Batoms; (b) thermal conductivity of a fcc lat-
tice with the modification of an extra scattering term
(50) like that from umklapp phonon-phonon scattering.

the infrared divergence. In Fig. 5(b), we plot
the results of additively including an extra scatter-
ing time v((u), given by Eg. (50), where X was
chosen so that the extra scatteriizg term Z„„(e)
was as large as +cpg(~) at the previous cutoff
~ „(N= 100). The effect of this anharmonicity
is to flatten and thus make more symmetric the
thermal- conductivity curve.

V. CONCLUSIONSI

We have developed a formalism for calculating
the thermal conductivity of a hig. h-concentration
alloy in the harmonic approximation (the impurity
resistance). Comparisons with computer experi-
ments performed within the same model show rea-
sonable agreement with the concentration depen-
dence but give a conductivity srI~, aller in over-all
magnitude than that calculated J&ere within the
CPA (by a factor of about 10. 8 a,nd 5. 4 in the one-
and two-dimensional cases, respectively).

A most interesting challenge remaining in this
problem is to calculate the effect of adding an-
harmonicity to the model where Payton et al. have
observed an increase rather than a decrease, in
the thermal conductivity in their simple systems.
This increase would seem to be due to the allow-
ance of an extra mechanism wh&, reby localized-
state phonons, which were unab:l. e to participate in
the conduction in the harmonic model, can hop
from localized state to localized state via virtual
decay into two- or more-band phonons when an-
harmonicity is added.
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Auger-Plasmon-Satellite Intensities versus Depth —A Means for Determining Adatom
Concentration Pro61es
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Exit-angle-dependent and angle-integrated Auger-plasmon-satellite intensities are calculated as a function
of depth of the Auger emitter into a (Jelbum) metal substrate, and as a function of Auger-line energy.
The use of measurements of such intensities is proposed as a means of determining the concentration of
adatoms versus atomic layer in adsorption experiments.

I. INTRODUCTION

Gne of the main obstacles to the development of
a reliable surface crystallography is that there is
usually no way of breaking a surface-structure
analysis into a gross part and a detailed part.
Questions which are easy to resolve in the case of
bulk crystallography, such as the number of atoms
per unit cell, are completely nontrivial in the case
of sux'faces.

Gf the gross structural properties that are im-
portant in understanding adsorption experiments,
we focus here on the adatom concentration versus
depth. Typically, in performing an adsorption ex-
periment, after adsorbate gas is admitted to the

vacuum chamber, one heats the substrate to bring
the system to equilibrium. During this heating,
however, adatoms move not only laterally, but also
penetrate the surface, assuming some favorable
(unknown) distribution in the direction normal to it.
In principle this distribution can be determined via
an analysis of low -energy-electron-diff raction
(LEED) I Vcurves taken-on the adsorbate-sub-
strate system. However, such LEED data are no-
toriously difficult to analyze. The author's gener-
al approach, therefore, has been to investigate the
possibility of determining adatom concentration
versus depth by observing decay processes whose
probability of occurrence is sensitive to adatom
position relative to a surface.


