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Using the conventional exchange Hamiltonian JC .5, together with an additional model Hamil-
tonian which provides a source of lattice relaxation for the conduction-electron magnetization,
the coupled local-moment—conduction-electron transverse dynamic susceptibility is calculated.
Feynman temperature-ordered Green’s functions are used and are “dressed” with self-energies

which are correct to second order in interaction parameters.

A pair of coupled vertex equa~-

tions are constructed which includes all diagrams correct to second order in the interaction

parameters.

In order to obtain the desired two-particle characteristics of the response func-

tion, some new manipulative and mathematical methods are introduced. These enable the ver-
tex equations to be reduced to a coupled pair of linear equations which determine the coupled
susceptibility. At sufficiently high temperatures the Kondo ‘g shifts” and the weak frequency
dependence of the self-energies can be ignored. These linear equatlons are then equlvalent to
the 11nearlzed version of the following Bloch equations: d/dt M =gl [M x (H ext+ A AN~ (1/Ty,)
[~ x (Hext+)\M) +(€g/8eTes) [Ny = XJ (Hexth ), d/dt Me= ge[M X(Hext+)\M )]-—-(1/T +
1/Tg) [V, —x0 (Hext+>\M M+ g,/ Tse) [Mg—x Fope+ A M)+ D VZ[M — XY (Hege + AM,)], where
Tse, Tes, and Tg are the relaxation times for the local-moment—conduction-electron-spin, the
conduction-electron-spin—-local-moment, and the conduction-electron-spin-~lattice systems.

The diffusion constant is D=

3 v} T;, where T; is the nonmagnetic-impurity scattering time,

and M’e and 1-\7[3 are, respectively, the conduction-electron and local-moment magnetizations.
The spin-orbit scattering in the presence of large-potential-impurity scattering results in re-
laxation effects identical to those obtained above with the model electron-lattice Hamiltonian.
H,y¢ is the external static and rf field, x} and x{ are the conduction-electron and local-moment-
unenhanced (by the s-d exchange) susceptibilities, and g, and g, are the respective g factors

(77 and pg have been set equal to unity).

These Bloch equations show that the relaxation destina-

tion vectors are those appropriate to the total internal field. The presence of the g-factor
ratios are consistent with the fact that JCg transfers spin, rather than magnetization, from the
conduction electrons to local moments and vice versa. For temperatures k2T <w,, where wg is
the local-moment Zeeman energy, these equations fail, the self-energies become frequency

dependent, and there are modifications to x .

Most important, the electronic self-energy be-

comes dependent on the magnitude of the electronic momentum, so that a single equation for

the total electron magnetization cannot be written.

balance condition is given.

i. INTRODUCTION

On a phenomenological basis, Hasegawa1 pro-
posed a pair of coupled Bloch equations which de-
scribe the motion of the magnetic moment of the
local-impurity and conduction-electron system in
disordered dilute magnetic alloy. A similar pair
of equations is displayed in Eqs. (4.10)-(4.11).
Hasegawa discussed two possibilities for the
“destination vectors” which appear in relaxation
terms of these equations: relaxation to the ther-
mal equilibrium value of the magnetization appro-
priate to first, the average internal field, and sec-
ond, the instantaneous internal field. Cottet e al.?
later provided arguments in support of the latter
form for the destination vectors. These authors
also showed that for positive absorption, there
must exist a so-called “detailed-balance” condi-
tion relating the conduction-electron and the local-
moment relaxation rates and their unenhanced sus-
ceptibilities.

There have been several microscopic calcula-
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A microscopic derivation of the detailed-

tions of the various quantities involved in these
Bloch equations, and some calculations of the cou-
pled dynamic sysceptibility in attempts to validate
their general form.

Starting with the s-d Hamiltonian, and introduc-
ing the electron-lattice and local-moment-lattice
relaxation in a phenomenological way, Orbach and
Spencer® used the decoupling method and obtained
a denominator correct to the second order in the
exchange interaction constant J, which is consis-
tent with either of the destination fields considered
by Hasegawa. Very recently, using the method of
Kadanoff and Baym, Langreth and Wilkins* synthe-
sized the Bloch equations in the form proposed by
Cottet ef al.? They limited themselves to equal g
factors and high temperatures and ignored the fre-
quency dependence of the relaxation times. Go&tze
and Wolfe® used a method which assumes that the
susceptibility is of the form of a certain regular
analytic anzatz, and obtained results which are
also consistent with either type of the destination
vectors. Sasada and Hasegawa® begin with the
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Anderson model” and used diagrammatic methods.
They conclude that the unenhanced average equi-
librium magnetizations are the correct destination
vectors.

The present calculation uses the s-d Hamilto-
nian and spin-orbit scattering to induce electron-
lattice relaxation. Feynman diagram techniques®
are used, and a fermion representation® of the
spin operators is introduced in order that the
fermion Wick theorem may be used. The mathe-
matical and manipulative methods developed in
this paper enable the analysis to be performed for
arbitrary temperatures. The susceptibility (a
two-particle propagator) is calculated by solving a
pair of coupled vertex equations which are written
in terms of dressed single-particle propagators.
The results are obtained in a straightforward way
and display the characteristics expected from the
two particle quantities, For example, the argu-
ments of the single-particle self-energies which
appear in the susceptibility can be simply inter-
preted in terms of the energy conservation require-
ment for the two particle processes to which they
correspond. Inhomogeneous terms appear, which
are appropriate to the propagators associated with
the intermediate states involved in the self-ener-
gies, With this method, there is an exact corre-
spondence between the spin-flip scattering ampli-
tudes calculated by Izuyama ef al.'® and the cor-
responding spin-flip local-moment self-energies
calculated by the present methods.

All relevant two-particle quantities appropriate
to the evaluation of the dynamic susceptibility are
calculated to the second order in the interaction
parameters. The cross-magnetization relaxation
terms in Hasegawa equations® arise from the
“scattering-in” terms in the coupled vertex equa-
tion, They are treated on equal footing with the
“scattering-out” relaxation terms, arising from the
true self-energies. The detailed-balance condition
is discussed and shown to be dynamic in nature.

It is weighted by the g factor ratio squared, which
reflects the fact that it is the spin rather than mag-
netization which is conserved. The results for the
dynamic susceptibility are reduced to, and com-
pared with, the Bloch equations, and also with the
existing microscopic theories. Since the present
methods of solving the coupled vertex equations are
believed to be new, they will be described in some
detail in the text and appendices.

Besides the known frequency dependence of the
relaxation rates, a frequency modification of the
susceptibilities in the destination vectors is found,
and a momentum dependence of the two-particle
electronic self-energies arises., The magnetiza-
tions are found to relax towards their thermal
equilibrium values in the internal instantaneous
local field. At high temperatures (2T<w,, wq,
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the resonant and external frequencies), or, rough-
ly speaking, for the large spin, the momentum de-
pendence of the conduction-electron self-energies
is weak, and the two coupled equations which de-
termine the dynamic susceptibility are obtained.
Apart from the Kondo logarithmic terms and the
frequency dependence mentioned above, these
equations are equivalent to the phenomenological
Bloch equations in the form displayed by Cottet

et al.,? except that the ratios of g factors should
appear in front of the cross magnetization relaxa-
tion rates, demonstrating that it is the spin rather

than magnetization which is involved in this trans-
fer. This is why Cottet et al. obtain susceptibil-

ities x:"(0) and y:~(0) which do not reduce to their
real static values, as they should.

At low temperatures (FT<< w;, w,) and for spins
of small magnitude, it is not found possible to
write a single equation for the fofal electronic sus-
ceptibility because of the strong momentum depen-
dence of the conduction-electron relaxation, al-
though an equation may be written which involves
that part of the susceptibility which comes from
the conduction electrons with a given momentum.
In the present calculation where the interaction pa-
rameter in the s-d Hamiltonian is assumed to be
momentum independent, this momentum dependence
arises solely through the arguments of the single-
particle self-energies (two-particle self-energies
are of the form of the single-particle self-energies
with definite arguments), and for this reason it is
possible to write a closed form for the total sus-
ceptibility in terms of appropriate integrals.

Although it would be possible, using the methods
presented in this paper, to evaluate exactly the
single-particle self-energies and similar quantities
involved in the evaluation of the vertices to any or-
der in perturbation theory by using the dressed
propagators, the authors make the approximation
of using undressed propagators. This is justified
for sufficiently high temperatures (the quasiparti-
cle regime), where £T is much greater than the
single-particle widths., In the opposite limit, the
self-energies should be evaluated self-consistently,
since the self-energies must be written in terms
of propagators which contain the self-energy itself
(a formidable task, especially when the self-ener-
gies are frequency dependent).

The plan of the paper is as follows. In Sec, II
the model Hamiltonian, the method of representing
the local-moment spin operators in terms of
fermions and the method of performing the con-
figuration averages are described, and then the
resulting additional rules for evaluating Feynman
diagrams are introduced. Section III contains the
calculation of the dynamic transverse susceptibil-
ity, and in Sec. IV the approximation that the mo-
mentum dependence of the conduction-electron
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self-energies is weak is made, and a pair of
coupled linear equations are obtained, which de-
termine the transverse susceptibility. These
equations are then related to the Bloch equations.
In Sec. V the so-called detailed-balance relation-
ship is discussed and a new relationship between
the real second-order self-energies is obtained.
Finally, in Sec. VI some additional discussion is
given and the present results are compared with
those of previous calculations.

II. MODEL AND FORMULATION
The s-d Hamiltonian is defined by

3 =15Cy +3Coq 5 (2.1)

where 3¢, represents the noninteracting Hamiltonian
and ¥C the electron-localized-spin exchange cou-
pling. The Hamiltonian 3¢, is given by

1
Jcl):wsz.; S?"'; €5,005,0%%,0 »
i ho

(2.2)
where w, =g 1 gHy, the €; ; are the one-electron
self-energies,

— 1 —
€5,0= €+ 30w, , We=8eMpHy,

and where H, is a static magnetic field applied in
the z direction. a3, and a; , are the usual electron
creation and destruction operators for electron
with momentum P and spin o (we have not included
band indices, ¢ may be the arrows 4 or ¥ or nu-
merically +1 for the electron spin “up” or “down”).
S% is the usual spin matrix for the spin moment at
the jth site. The electrons will be assumed to be
“free-electron-like,” except when numerically
evaluating self-energies and thermal averages.
Then we shall assume that the electrons occupy a
half-filled square band of the total width 2D.

The exchange Hamiltonian is given by

3Cyq==(J/N) et G - 5y, (2.3a)
a4 J
with
Ga= 20 db, 4.090,00A30¢ » (2. 3b)

where the G, are the Pauli spin matrices for s
=4 and N is the number of lattice sites.

The interaction has been taken to be a § function
in coordinate space. First, because the interac-
tion is believed to be short range in nature, and
second because it considerably simplifies the cal-
culations. It will be indicated where a ¢ depen-

dence of J would be important.
It is also desired to investigate in what way the

electron-lattice coupling enters our results. This
consists of a spin-independent interaction, the so-
called impurity potential scattering, and the spin-
dependent interaction. It is well known, that the

potential scattering does not directly contribute to
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the relaxation rates for the magnetization. How-
ever, it can have certain interference effects. It
is currently popular to take the spin-orbit scatter-
ing as the source of the electron-lattice relaxation.
The exact form of this coupling brings mathemati-
cal complications, especially if the magnitudes of
the potential and the spin-orbit scattering were
comparable. Therefore, a simple rotationally in-
variant Hamiltonian will be included here as a
model Hamiltonian for the spin-dependent part of
the electron-lattice interaction.

The electron-lattice Hamiltonian is then written

3, +3C,, = — (A/N) 2 ak, 3008, 0€" 13 Ry
1,d,0
~(H/N) Db et R, 2.4)
i,d

where A is the magnitude of the potential scatter-
ing, and the vector h; is a dimensionless random
variable associated with a scattering center i,
which is assumed to be in a thermal equilibrium
with the lattice. The averages ((1*)") are defined
by

(Y= [77 0 pn®) an®

(2.5)

where the distribution function p(#®) is normalized
to unity. The averages (n*)=0 for w=x, v, 2.
Because of its rotational symmetry, the vectorial
field Ei adequately represents the s-wave compo-
nent of the scattering that is due to the spin-orbit
interaction in how it invokes the relaxation effects
in the present problem. Furthermore, large-im-
purity-potential scattering redistributes vectors
of the electronic momentum over the Fermi
sphere, surpressing the directionally dependent
components of the spin-orbit scattering. This is
a common assumption in most relaxation theo-
ries.!! For the present purposes, the two scat-
tering Hamiltonians, i.e., the 3¢, in Eq. (2.4) and
the true spin-orbit interaction Hamiltonian, are
then fully equivalent, as is shown in Appendix D.
The form of the model Hamiltonian [Eq. (2.4)] dis-
tinguishes longitudinal and spin-flip contributions
to the relaxation rate, and furthermore is mathe-
matically simple.

The field-theoretical methods® involving Feyn-
man diagrams will be used. Such methods are de-
pendent on the availablity of a Wick-type theorem
for spin operators. A fermion representation of
the localized moment operators® is used here and
the fermion Wick theorem. In this paper only S
= 4 will be considered. An extension for S > % is
straightforward and will be presented elsewhere,?

The spin operators are defined in terms of
fermions by

- -
- ]
Si - E Cissss'cis' ’
s,s’

(2.6)



2166 S. E. BARNES AND J.
k.o k,o
| )
(a)
k,o ktoo k.o
\;4 o \\)(/ (ii)
—_—
A < ko  ktow ko
— e
X x (i)
(b) (c) (d)

FIG. 1. (a) Propagator C. (iv); (b) propagator Gp?,,
(iv); (c) e-s vertices; (d) conduction-electron—lattice
vertices.

where §ss, are the Pauli spin matrices.

The fermion operators obey the usual anticom-
mutation relations. We shall refer to these fermi-
ons as spin fermions to distinguish them from the
conduction electrons. This representation of the
spin operators obeys the spin commutation rules
between the states In,=1, n,=0) and |#n,=0, #n,
=1), corresponding to the spin states |S,=4%) and
| S,=—4), respectively. The unphysical states
[n,=0, n,=0) and |n, =1, n,=1) have no spin
equivalents. However, only thermal averages of
combinations of the spin operators [(S;S; - )
=(Z,) "' Tr(e"#§,S; .. .), where Z, is the true spin
partition function] will be calculated. Spin opera-
tors have no matrix elements between these un-
physical states. Thus, the only mistake in taking
the thermal average with respect to the spin-fer-
mion states, as compared to that one taken in the
spin space is in that the partition functions are
different, which is easily corrected for by multi-
plying by the ratio of the partition functions.

The two unperturbed propagators associated with
the spin fermions are (7c!(7)c,); s(s=+1) is the
spin index obeying the same convention as the elec-
tron-spin indices. In complex frequency space
these are

CUiw)=GGsw, —iv)?, S=x1, 2.7)

The superscript indicates that this is the unper-
turbed propagator. iv is the conventional imagi-
nary fermionlike complex frequency. Diagram-
matically, they are represented by directed wiggly
lines shown in Fig. 1(a).

The corresponding electron propagators
(Tdk,(T)az, ), o=+1 in frequency space are

Gf;,,(iV)=(s,,,u—z'u)" , o=%1, (2.8)

and diagrammatically represented by a straight
directed line in Fig. 1(b).

There are two types of electron-spin vertices
[Fig. 1(c)] implied by the 3C,,. The longitudinal
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one has a factor 30s(J/N) connected with it, where-
as the transversal one has a factor (J/N). The
electron-impurity vertices arising from iC, are
illustrated in Fig. 1(d).

The representation of the spin operators as for-
mulated so far is not a convenient one. Consider
a system which contains a single local moment;
then the usual definitions of a self-energy apply.
Consider the spin self-energy shown in Fig. 2(a).
Evaluating the propagator C,(iv) using just this
self-energy, we obtain

Cs() ={(3sws = ) = [I?/ (3sw, — iv)]
x (3" wg) (3wl (2.9)

where

I= (J/N)Z(P E f;,a "fE’,u

b
p.0'y0 Sp0 T o

the Fermi factors f, ,=(1+ o)l (x)
=(1+¢*")™ and ® means the principal part.

Thus C,(iv) has two poles, and therefore so does
the transverse susceptibility y*~(iv). On physical
grounds, this seems unreasonable for S=3. This
and similar terms arise from the presence of the
unphysical states with the total fermion occupation
number at a single site bigger than one as inter-
mediate states, as is implied by inspection of rele-
vant diagrams. These exist because we choose to
work with the one-particle propagators, and, as a
consequence of the diagrammatic methods, at in-
termediate steps of the calculations the expectation
values of operators which are not spin operators
can be present, and hence contributions from the
unphysical states can arise.

Some other problems may also arise. The lo-
cal-moment susceptibility for a single site is cor-
rected by only a single factor of the ratio of the un-
physical tophysical partition function and this appears
inthe susceptibility numerator. Consider the self-
energy diagram of Fig. 2(b). This and similar types
of diagrams, involving only a single site, yield a
contribution proportional to 2. s’f*(3s’w,). For a
system with only a single site this quantity repre-

(a) (b)

FIG. 2. Unphysical contributions (a) a fourth order,
(b) a second order.
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sents a self-energy contribution, and since it will
then appear in the denominator of the susceptibil~
ity, it must represent a physical spin expectation
value. However, it does not represent any physi-
cal spin expectation value. Therefore, it is not
possible to write the total susceptibility in terms
of only spin expectation values as one must be able
to do for obvious physical reasons.

One can remove the above mentioned difficulties
by making the contributions to the thermal aver-
ages involving the unphysical states indefinitely
small. To do this, one adds to the 3, a projection
Hamiltonian 3¢, ,

Jszhz (chiepr+clicy), (2.10)
1

where 2 is a constant much greater than 27. With
X positive, a factor e~ will appear in that con-
tribution to the trace of the spin-fermion operators
which involves a state with a fermion occupation
number x#. The unphysical partition function then
becomes unity. The propagator C,(iv) is modified:

Cow)=(\+ 3sws—w)t, s=x1. (2.11)

Both of the unphysical “self-energy-like” contri-
butions of Fig. 2 are now proportional to e~ ® and
therefore do not contribute. By inspection one
finds that any diagram with more than one spin-
fermion loop at the same site does not contribute.
Hence, in what follows, these types of diagrams
will be discarded. It is believed that such trouble-
some self-energies are removed to all orders,
typical topologies up to J* order have been ex-
plicitly examined.

In the usual diagrammatic methods for evaluation
of correlation functions, the “vacuum-polarization
diagrams” cancel the partition function (appropri-
ate to the full Hamiltonian) which appears in the
thermal weighting. Owing to the above restriction
upon the number of spin-fermion loops, this com-
plete cancellation no longer is obtained. In order
to correct the thermal averages, to the first order
in the concentration, the following rule is found:
include a factor &8/ Z for each distinct lattice
site, where Z, is the full many-body partition func-
tion for a single local-moment site, divided by the
unperturbed conduction-electron partition function
[the unperturbed Z,= Z2= (e #¥s/2 + ¢fs/?)"1], The
Hamiltonian 3¢, thus projects out the unphysical
states with the fermion occupation number »
greater than one.

At finite concentrations one must sum the Feyn-
man diagrams over all possible local-moment-site
labels., To facilitate this, label each spin-fermi-
on loop with a site index, discard all diagrams with
two or more identical site labels. Multiply each
diagram by an additional factor

MN2Ng =« n,,s(ew/Zs)"s , (2.12)
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where the 7, are unity if the {th lattice site is oc-
cupied by a local moment and zero otherwise, and
where %, is the number of spin-fermion loops in-
volved in the diagram.

One now performs the sum over the site indices.
Consider, as an example Fig. 3(a)(i), where i and j
are the local-moment-site indices. The value of
the diagram is

Y (8 Emymy (/NP et BanRp (g i)
1,481 ® @2.13)
where ¢, j run over all lattice sites. Even in the
absence of the restriction i#j, the sum over ¢ and
J would not produce a § function, since 7; and 7,
are random variables. The easiest way to bring
about the necessary translational invariance is to
perform a “configuration average.” This method
is well known in the theory of the electronic struc-
ture of highly disordered alloys and involves an
averaging of a given diagram over all possible ar-
rangements of the occupied local-moment sites.

It can be shown that this average equals the sum
over all 7 and j in the limit of infinite number of
the occupied sites (that is for an infinite system
of finite concentration), This averaging makes the
sum over lattice sites much easier to perform.
The only quantity in Eq. (2.13) which is depen-
dent on the configuration is the product 7;n;. Their
configuration average is

(2.14a)
(2.14Db)

(mn;y=<(my) (n)=c?, i#j

(mmyy=(my)=c, i=j.
Using the Eq. (2.14a), Eq. (2.13) becomes
T T (S, P /NP i E 0 s Fam Ry (g, - i)

TS
(2.15)
Now one can use explicit form of the § function.
Adding and subtracting the restriction (;# j), one

4 \\ )\/\
{a) (b)

FIG. 3. Configuration averages: (a) (i) A second-
order self-energy; (a) (ii) a second-order term due to
the first-order self-energy; (a) (iii) second-order self-
energy; (b) off-diagonal coupling.
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obtains finally a value of the diagram 3(a)(i):

IR (8, ) (€y, =)t ~ BTE (S, ) % 2 (& o= iv)t .

¥ (2.16)
These two types of contribution will be repre-
sented by two separate diagrams. The first is il-
lustrated in Fig. 3 (a)(ii) and the second in Fig. 3
(2)(iii). Notice thatnow they are not labeled by the
local-moment-site indices. This convention for dia-
grams allows the usual definition of proper self-
energy’s part to be re-established: A diagram
may not be reducable by breaking a dotted line, Thus
the first term in Eq. (2. 16) is second-order con-
tribution appropriate to the first-order self-energy
¢J (&, ) in the Dyson equation. The second term
does represent a self-energy contribution.

This configuration average must be performed
upon each diagram and not only self-energy dia-
grams. Thus Fig. 3(b)(i) yields the contributions
‘denoted by Figs. 3(b)(ii) and 3(b)(iii). One cannow
formulate the additional final rule necessary to eval-
uate diagrams involving spin-fermion loops.

The configuration-average rule. With each dia-
gram with 5, spin-fermion loops, associate a num-
ber of crosses (less or equal to "s)- Join each loop
with a single dotted line to a single cross, sum
over all possible numbers of crosses and arrange-
ments. Do not label them by site indices. Dis~
card arrangements in which any cross has no
dashed line attached to it. Associate an additional
factor Cu, (- 1)"*! (¢Ne/ Z,)" with each cross,
where 7, is the number of the fermion loops at-
tached to the cross 4, n,=2;n;, and Cy,; is a con-
stant, C;=1, C;=1. The total momentum change
at the vertices of the loops attached to each cross
must be zero. Allow X to become indefinitely
large. Typical types of diagrams and the addition-

=3

ZITKOVA-WILCOX

~
-7
!

2

-c*e®z,)
FIG. 4. Some examples of con-
figuration averages.
A
ce® Zs)

al factors are illustrated in Fig. 4.

This configuration average has a restriction that
no two site indices can be the same, There is
another type of configuration average which enters
the problem, associated with the vertices that are
due to the 3C; and 5C,. It is of the type encountered
in the electronic-band-structure problem, and has
no such restriction on the site indices. In our con-
vention, the configuration average yields the value

(" (Y~ ", ) (H¥/N) 2 (€, = i)
-

for the longitudinal contribution of Fig. 1(d)(ii) and
(0¢’)? (n, Y*(e, — iv)* will obtain for the longitudinal
contribution of Fig. 1(d)(iii). The last contributionis
again a second-order contribution appropriate to
the first-order term in Fig. 1(d)(i); the 1(d)(ii) is
a new self-energy contribution. The additional term
here, ¢’ (iZ), arises because of the absence of the
restriction mentioned above. The factors intro-
duced by the configuration averages for diagrams
which appear in the vertex equations will be simi-
lar to the factors obtained for these self-energy-
type diagrams.

III. CALCULATION OF DYNAMIC RESPONSE

The transverse susceptibility y*~(¢) is equal to
a retarded response function 76(#) (1/N) (M*(¢),
M~(0)), where M*=g g2, S;+ 38,1150 5o, M*(2) is
the Heisenberg operator. The Fourier transform
¥*"(wy) of this response function is equal to the
analytic continuation of the imaginary frequency
transform of the corresponding temperature-or-
dered function (1/N) {(TM*(u)M ~(0) ).

The present diagrammatic calculation will make
use of the one-fermion propagators. The degree
of accuracy will be (J).
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A. Single-Particle Propagators

The appropriate self energies are evaluated up
to the second order in J and at least to the lowest
order in the concentrations of both localized mo-
ments and the lattice scattering sites for the elec-
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FIG. 5. Spin self-energies:
(a) first order; (b) second-order
longitudinal; (c) second-order
spin flip; (d) concentration-de-
pendent second order.

(d)

illustrated in Figs. 5(a)-5(d). The corresponding
algebraic expressions are, using “bare” propa-
gators,

2(1)

Se,

= a(J/2N) 20 {ny,0 )= al3) Loln, ),
o, b o

trons. The local spin-fermion self-energies are (3.1a)
]
Zéin(ll/) (z > Z) f* (K+ TOWg )fﬁ+q of po+f" (>\+2aws)fp+a.of? [ (3.1b)
"o N, bra,0 € g0 €pu+>‘+a2ws_w
E;i:;( V)= ( ) Z} b (- zaws)fp+q.aft,-m+f -3 20w )fmq o:fﬁ. o (3.1c)
N/ »e €pig 0™ ep,_a+7\—2aws—w
f
381, C(i 2 (S » Fiea=fho power of J, [ and ¢ are the lo-ngit.udinal and t'rans-
& N 210,60 Spra,0 = b0 verse character of the contributions, and c is the
(8.1d) local-spin’s concentration. All other symbols

In Eq. (3.1), =+, — for the local spin 4, ¥, re-
spectively. The superscripts 1, 2 designate the

were defined in Sec. II.
The algebraic expressions for the electronic

x ¥ ¥
s ! 1
S S
,Q, g Fra-o o
FIG. 6. Electronic self-ener-
-s gies: (a) first order; (b) second~
order longitudinal; (c) second-
(a) (b) (c) order spin flip; (d) potential scat-
tering; (e) spin lattice; (f) (c)?
/)\\ dependent.
X N
a /N s s'
/7 A\ / \
-’4/—’——\—3—, -»——é——»—\—\o—h
PsT p*q,0 p,O P,C ptq,-0 p,C PO P*q, P,O

(e)
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self-energies illustrated in Fig. 6 are
28, =c(30) e/ Z,) E @ Co(iv) = co(zd)(ng —ng.) ,
(3.2a)

D& () =c(J (3.2b)

g2\ (1 1
(2t) I N (= S S —
Z/es o(ll/) C(N)<2 Z €,+q,_°+0ws—il/

q

2/N) (S2) 2i(ep, q =),

+0<5>Eﬂ1&.—_ﬂ_f_ﬁm> , (3.2¢)

a €prg,-0tOWsg—W

Sa,o(@) = (A/N) 20 (€, 0,0 =), (3.2d)
&)= ¢ (HYN) () = ¢ (D) T (6 gro = )L,
' (3. 2¢)

28 w) =" (HY/N) () + (N2 (g, q — i),
! (3. 2f)
2 & ()= AI/N? (S, >27(e,,+q, w)yl.  (3.2g)

The self-energies (3.1) are as yet unprojected, but
the appropriate projection factors in the sense of
Sec. II have been used in Eq. (3.2). Using one of
several metheds® 3 it is possible to show that the
factor in front of the first term in (3. 2c¢) is in fact
the spin S= 4 value for ((SZ)+(S2)). It has been
assumed that J is not q dependent and hence the
electronic self-energies are not momentum depen-
dent. If this is not the case, J must be replaced
by J(q) and D will label the now momentum-depen-
dent self-energies.

In what follows, ¢ () will be defined as the
sum of the longitudinal and the spin-flip contribu-
tions (second order in J) to the self-energy of the
spin fermion with the spin label a. 2, ,(iv) sums
both first and second order in J contributions. The
self-energies (3.1d) and (3. 2g) are not of the low-
est order in the concentration, and hence will be
omitted until the end of this section.

B. Dynamical Response

For S=3, there are two types of fully dressed
coupled vertices appropriate to the evaluation of

t A T Y
+
T T PEDY oy
| } Vb e 4 el
pt pt pt ptat pt pt

}’)@X}*

pi pi pi
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p+qt pid pi
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the transverse susceptibility, the localized-spin
and conduction-electron-like vertices, illustrated
in Figs. 7(a) and 7(b), respectively. In Fig. 7(a),
the full vertex on the left-hand side represents the
sum of all diagrams which begin with a pair of in-
coming spin-fermion lines, and end with unspeci-
fied external-field vertex. Closing the vertex, and
multiplying by the factor (g,/V2) (1/N) appropriate
for the incoming spin-fermion external-field ver-
tex, and then summing over the internal frequency
iv, yields the spin susceptibility y; (ivq) = &g (o)
+xio(ivg). For S>3, the factors would also contain
the matrix elements appropriate to the coupling to
the external rf field. The first term y? (iv,) rep-
resents sum of all diagrams coupled to the exter-
nal rf field by the local-spin—external-field ver-
tices on both ends; the latter has the last exter-
nal vertex of the electronic type. The x; ~(iv,)
=xts(ivg) +xis(iw,) is obtained in a similar way from
the full vertex of Fig. '7(b), replacing g, by g, and
summing over the additional electronic momentum
label P.

On the right-hand side of Fig. 7(a), the first
term is the simple outgoing vertex. The second
term represents vertex corrections to the full ver-
tex. Up to the second order in J and the lowest
order in the concentration, there are only longi-
tudinal-like vertex corrections, none of the spin-
flip type. The third and the last two terms de~
scribe off-diagonal couplings (i.e., coupling of the
local-spin—conduction-electron bubbles in the ver-
tex equations), which transfer spin excitation in the
coupled system. The third term represents a di-
rect, spin-flip coupling of the first order in J and
the last two terms represent a transfer via inter-
mediate states in the second order in J. The latter
coupling enters the vertex equation through a pair
of exchange vertices, one of them always longitudi-
nal, the other one transverse.

The terms in the electronic vertex in Fig. 7(b)
are interpreted in a similar way; the vertex-cor-
rection diagram represents the effect of corre-
lated scattering of the particle-hole pair off the
same local-moment site; and the last term in

pi

FIG. 7. Vertex equation for
the coupled susceptibilities.

t pi ptaid
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FIG. 8. Identity of the partial fraction.

Fig. 7(b) a similar vertex correction for both the
impurity scattering, and the scattering from the
inhomogeneous vector field describing electron-
spin-lattice interaction that is due to the Hamil-
tonian 3¢,. In Figs. 7(a) and 7(b) all propagators
are dressed by their self-energies, and all dia-
grams have been included up to the second order
in the interaction parameters and to the lowest or-
der in the concentration. Formally, to this de-
gree of accuracy, any vertex correction or off-
diagonal coupling diagram can be associated with a
corresponding one-particle self-energy by com-
paring the propagators, cut by intersecting the cen-
tral part of the diagram.

The dynamic susceptibility is obtained by solving
these coupled vertex equations. The susceptibility
is a two-particle response function and should be
given in terms of quantities which display certain
J
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two-particle properties. For example, two-parti-
cle character of the self-energies associated with
the physical processes involved can be inferred by
the examination of the denominators of these guan-
tities.!* 1t is also desirable to treat the contribu-
tions which arise from the vertices and the self-
energies upon an equal footing.

To perform the sum over the internal frequen-
cies and momenta, a few algebraic rearrangements
will be used which transform terms of Figs. 7(a)
and 7(b) into a2 more convenient form, The identity
illustrated in Fig. 8,

C,(iw +v4)) C, () = (wg = ivg){C, () = C,(i(v +1vy))

+ (B0 (i + 1)) = D, ()) C, (i +v))C, (i)}
(3.3)

is used for the product of all incoming pairs of the
dressed Green functions (both fermion-spin or
electronic) in all terms of the diagrammatic equa-
tions [Figs. 7(a) and 7(b)]. Using the algebraic
rearrangement of the various terms, as shown
diagrammatically in Fig. 9 and algebraically in
Appendix A, it is possible to rearrange all terms
in such a way that they may be written exactly
solely in terms of the self~energy-like quantities.
The following equations are then obtained:

(wg = o) X ~(ig) = (wy — o) 2 c(e®/ Z5) (g5 /V2) Ayliv, ilv +vy))

=2 ((-%gi) c(e™/ z) [Cw) = Cliw +vo))] +(e®/ Z )2 5o (i + 1))~ Do () ](5 cge) A liv, i +v9))

+(e®/Z)[ZEVGW +vy)) = Z V()] (3 cgy) Agliv, i(v +vy))

—(85/8) 20 [ .G + ) + Z G +v0)) = o 0. () =2 ()] (g, /NV2)A, (v, iy + uo))> ,
»

where A (v, i(v +vy)) is the full vertex on the left-
hand side of Fig. 7(a), and similarly, A, (v,

iv +vy)) is an electron contribution to the full ver-
tex of Fig. 7(b), labeled with the momentum p.

(3.4)

Use has been made of the fact that the internal fre-~
quency v involved in the summation is a dummy
variable. For the electronic vertex one obtains

2
(we = wo)xs (o) = (w, = ivy) 2 (g./V2) Ay Giv, i(v +vy)) =2 {%& [Gpi (@) = Gy (i +v9))]+[ 2 o (i + 1))

+2 0G0+ ) +Z o, G + 1)) - Z o (i) - Zel.(z‘v)-ze“(iy)]g-\/f—z- A G, i(v +vg))

1, 2/ P A2 g2y 1 1 &e L
+N(cJ (SZY=c'A°+ c"H*(n)) i) G- 11;} \/—EA,(W, i +vy))
B 2 + 1 * - - 1 - +
8 L cNgs &\ (i _Be e (i) 1 E(f O+ 2w ) o far +F O+ 3w ) fonfar
gs N ?U {1y ) V2 ZSAS(ZV’ ilv +vo)) gs Zs \N/ 27, €pr — €q1+ At 3wy — iV +vg)
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=3

é‘ws)fi'f;. +f-()\- éw;)f;rf;a

€ = € + A+ 3w — iV +vg)

A 2ws)farfpt +f (= 3w farfa

€5 —€q‘+)\—%ws—i(u+yo)

L0 fa T = swd i fa

(" €p‘+h——

_L- zws)fqtfpr+f A= 3w)farfs

- iy +vg) €= €t A —

1 A
Twe =W

SOt 0 a0 sw) S fer

€qr = €1+t N = Fws — IV

1 .
pr — € A+ Zwg =W

L0 20 ) Fi S - O+ zws)f"'fp') —754 A G, z(u+vo))j| , (3.5a)

€q = €1 F A+ By — BV

(we = o) X% ~(ivg) = (w, ~ o) 2 (g, /NVZ) A (v, i(v+v9)) =23 ((gf/ZN)E [Gyi (i) = Gy (i (v +1y))]
bov v »

+27[Z ol +10) + 2 0, (W + 1)) + ) (i +v4)) + = EV(iw + vy))

- % o ()

est

=D (@) =& (i) =2 & ()] (g, /NVZ)A, (v, v +vy))

~(g,/8,) €™/ Z) [Z 41 (i + o)) + ZEV (i(v +vg)) = Ty (i) = ZEV ()] (cgy /V2 A (iv, ilv + Vo))) . (3.5b)

Equation (3. 5b) is the sum over the p labels of
Eq. (3.5a). The self-energies =, or =, will be
assumed to contain both first- and second-order-
in-J contributions, unless specified otherwise.

Xs “(avg) = (1/N) 2, x;™(iv,) is the electron susceptibil-
ity per lattice site.

In Eq. (3.4), the first inhomogeneous term is
a contribution from the first simple outgoing vertex
in the vertex equation in Fig, 7(a). Itwill give riseto
a static magnetization in the numerator of the dy-
namic susceptibility., The second term has con-
tributions from all of the vertices. The third
term has arisen from the vertex correction dia-
gram, and it adds,®® for S=3, to the longitudinal
one-fermion true self-energy which appears in the
second terms because the exchange interaction is
spin dependent. The last term is the result of the
off-diagonal coupling. Its first part of the first
order in J will give rise to the local-field terms in
the Bloch equations. Note that the off-diagonal
coupling of the second order in J contains the
longitudinal self-energy doubled. Apart from the
momentum dependence, the same description holds
for the analogical terms in the electronic equations

T (+o) (+o) §

f

(3. 5) plus the direct electron-lattice coupling
terms., The self-energies that are due to the spin-
independent potential scattering were cancelled by
their corresponding vertex correction.

Thus, apart from the g-factor ratio, terms of
the second order in J which are equal in magnitude
appear in both the electron and local-moment equa-
tions. In the local-spin equation, the terms = ’s
(the one-fermion true self-energies and vertex
correction) and the terms (g,/g,)Z,,’s (the off-
diagonal spin transfer) represent scattering-out
and scattering-in processes for the local-moment
magnetization. In the electronic equation, the re-
verse is true, However, it should be noted that the
terms ¥ ’s in Eq. (3.4) are proportional to the
product of two different matrix elements, for ex-
ample to (31S*1 - 3)(315%1%), while the true elec-
tron self-energies in Eq. (3.5) are composed from
terms proportional to the matrix elements squared,
for example | (31S,14)12 as is expected from the
“golden rule.” This general algebraic equality is
a consequence of the mathematical symmetry (ro-
tational invariance) of the interaction Hamiltonian
3C,s. Had not it been the case (e.g., J,#J,) this

' 4

n/,V |(1/+1/ )‘0'
(ws -iyo) ) + Z(i(vﬂ/o))—z‘(iv)] poe!l p+qO

<

(=o) 4 o)

ptq,o

= (-)[@ 3} zn(m

PsC pta,o ¢

v ‘

FIG. 9. Algebraic rearrange-

ment.
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equality would not have obtained.

The equations (3.4) and (3. 5) are exact rear-
rangements of the original vertex equations in
Figs. 7(a) and 7(b), provided that dressed propa-
gators (by both the exchange self-energies and
the lattice self-energies) are used for evaluation
of the self-energy-like quantities, obtained by
their rearrangements. This would require the
self-consistent evaluation of these self-energies.
Only the first-order self-energies, used in this
paper, will be dressed. Evaluation of the second-
order self-energies can be done to finite order in
perturbation theory, by the methods presented in
this section. However, this is very complicated
and will not be considered here. In what follows,
their undressed values given in Egs. (3.1) and
(3.2) will be used. This simplification is justified
in the high-temperature limit where 27> wg, w,,
w, and the imaginary parts of the self-energies
themselves; since the range of variations involved
in their evaluation is 27, the self-energies must
also be slowly varying over the thermal width 27.
Generally, provided that the total one-fermion
widths are smaller than 27, their frequency depen-

|

(cg,/V2) 22 [(e®/Z)ZE (v +vo))Alev, il +vy))] =280

= (21)

dence remains the same as for the “bare ones.”
At low temperatures, the self-energies become
frequency dependent and the complications con-
nected with the self-consistent evaluation are be-
yond the scope of the present study.

The next step is to evaluate the terms in Egs.
(3.4) and (3.5). They are of the form of the sums:

2 [Baqi i + v Agiv, ilv + vo)].

The self-energies of the first order in J are fre-
quency independent, so that they can be factored
out of the summation, It is obvious from Egs.
(3.1) and (3.2) that the general form of the self-
energies second order in J or H is such that they
have frequency dependent denominator, in a very
similar manner to a propagator. The identity
(3.3) will then be used with advantage for the prod-
uct of this denominator with that Green’s function
contained in A with the opposite spin label to that
of the self-energy. .
The reader is referred for more detailed deriva-
tion to Appendix B, all of the summations are of
the same general form. The following is a typical
term: :

(A= 3ws = Zgai(€py g = € + X+ 2wy — i) + i)y ™ (ivg)

=B DN 3wg = Dgei(€py g = €+ X+ 3w — ) +ivg) (1 + Ay~ (ivg))

+clg,/V2) (2

where A=2J/g, g,, and

x 2 {[Z®, W +v,)) - & @) A, G, i +vy))},
.5

W +ve)) =) A liv, i +v9) + (g, /2.) (g, /V2)

(3.6)

E;ii) ()\ __(,_;_5_ + iV0> - ce‘”‘g 23 E [(J/zN)z E <f+(x+ %‘Us)f;+ anf;1<’+f-()\ - %ws)f;+ me;N) C,(Z(V + V[)))

2ZS byay0 v

In Eq. (3.6), the first term on the right-hand
side is a product of the self-energy-like quantity
with the fixed arguments times the spin suscep-
tibility x:-(ivy). A comparison of Eq. (3.6) with
Eq. (3.4).tells the meaning of this quantity; it is
a two-particle self-energy, a contribution to the
relaxation rates in the denominator of the local-
moment susceptibility. The second-term in Eq.
(3.6) represents both the inhomogeneous and the
off-diagonal term in the linear equation for
x%=(ivy). They involve the quantity designated =;
its value is given by Eq. (3.7). The off-diagonal
term is the product of the inhomogeneous term
times the direct spin-flip coupling of the spin and
conduction-electron “bubbles.” It produces the

1 .
€prq,0 = €pyot A+ 3w, = 1V +Vp)

x(e,,ﬂ,,fe,,,,ms—iuo)-l] . 6.7

[

local-exchange-field term in the Bloch equations.

The superscript (4) on quantities such as =)
means that they are of the fourth order in J. Some
of these terms are explicitly displayed in Appendix
B. Their form shows that they can be interpreted
as fourth-order processes which arise from the
overlap in time of the séatfer-ing processes occur-
ring to each of the two par;ticl'es involved in the
two-particle propagator, from the overlap of the
vertices with the self-energies of the particles,
and also from the overlap of the vertices with
themselves. The interest of the present paper is
to evaluate the fwo-particle quantities up to the J2,
It is argued in Appendix B that it is consistent with
the declared degree of accuracy to omit these
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fourth-order terms.
Again, the lowest-order approximation when

evaluating quantities =® and =® is to ignore =,
in their arguments and to replace propagators
C.(i(w +vy)) by CO(i(v+vy)) when evaluating =@,
Also, at this point, it is convenient to perform the
final projection by letting A — «, Notice that as a
result of the algebraic rearrangements above, the
|

ZITKOVA-WILCOX 7

> and E contain X as an argument, which cancels
the X which appears in the single-particle self-
energy, so that the only dependence on X which re-
mains is the one in the fermi functions in the nu-
merators of £’s and %’s. The spin characteristics
are obtained from the one-fermion quantities.

With the above approximation, the following ex-
pressions are obtained:

2 - +
lim 5 29 (x—%ﬁ+iu0> =(§_> 2 [orgolbw (3.8)
oo N/ pyay0 €pra,o = €p,0 T Ws ~ Vo
lim=e) () -Ys =‘_g_: > c(J/2N)? [0 (f 3+ a0 =F 3,0)/ (€p+ 010 = €p,0)] (3.9)
rew o 0 2 a0 €1 q,0 = €p,0 TWs Wy ’

where #%, = ¢ #¥s/2/7 . An examination of both of
these quantities and especially of the denominators
of the expressions (3.8) and (3.9) justifies our ef-
forts. They have two-particle-like character asso-
ciated with the corresponding excitations of the
spin system and they are of a form to obey the en-
ergy conservation requirements for the process.
The numerator of the term = ® resulted from
the frequency summation in the numerator of Eq.
(3.7). It is the first-order contribution to the ex-
pectation value (4}, , ,a,,,S", S°]) and the whole
term =@ is then a contribution to the inhomoge-
neous term in the equation of motion'® for the prop-
agator (7dq},, ,a,,,S*(T)S™). In turn, the last prop-
agator appears as an intermediate state via which
the transition in the local spin system proceeds in

the equation of motion for the propagator

= (21)
—get

(A—%ﬁ +w0+is) = ReEéﬁf’(A-—%i +wo>

7\2
+in<——~) 25 (s g0 = €p,0 + s = wo

2N,

2,4,0

=Rexz 2

~iget ()l - %(.Us + (J)g) +ZIm[

where

Xor = (cg3/22,) [(et@s/ = @08 = o= (ws/208) /() — )],
(3.10D)

and where the § function has been used in the last
step.

In exactly the same way the rest of the terms
entering the spin equation, and all terms in the
‘electronic vertex equation, are derived. Their
general form as well is the interpretation and iden-
tification of contributing processes and is similar
to that one of the term exemplified above, For

@1
Z:set

[

(TS*(r)S") with the factor of proportionality J.
The form of the inhomogeneous term =2 is thus
seen to be appropriate to the propagator
(Ta}, 4 +0,,5'(T)S™) which is associated with the
intermediate state involved in the local-spin self-
energy 28, In this particular case, the transi-
tion (towards equilibrium) is due to the exchange
interaction; the electronic excitation are longitudi-
nal-like. The self-energy =% is expressed in
terms of the one-fermion self-energy with argu-
ment appropriate to the energy conservation of
this process.

The quantity =’ is then continued into a com-
plex plane by letting ivy— wy+és and then is sepa-
rated into its real and imaginary parts with the re-

sult

) Cngf(z ;*- 2,0 _f;‘f’)

€va,0 ~ €p,0

(- %ws+wo+is)] Xgr s (3.10a)

[

derivation see Appendix B.

In the spin equation, there will be two resulting
susceptibilitylike quantities x3,, x% connected with
the self-energies Z,, or I, , respectively. The
same situation arises in the electronic equation;
there, the additional index p must be added to label
contributions of a single electronic momentum p.

In what follows, the separation into the real and
imaginary parts of the Z quantities will always
have been made and hence Re= will be written
simply as =. The superscript and subscript con-
vention of =’s will be exactly the same as that one
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for = terms. The net result of the above approxi- placements for the sums involving products of self-
mations and rearrangments are the following re- energies and vertex functions:

22 [/ Z3) 2 3o (i +v4)) (g, /V2) Aav, iw +v0))] =3 IME 40y (A = S +wo + i)

X {xt (o +178) = X2 [1+ 1% “(wo+18)] } + ReZ 500 (X = S, +wo) X5 (wo +28) = Eger (X = 3w+ wo) [1 +Ax2 “(wo +45)] ,
(3.10c)
22 [c(€®/ Z)% 40 (i) (g4 /V2) A(iv, i + )]~ 4 IMB 5o, (A + s = wo = i8) {x2 ~(wo + i8) = X% [1+ Ax ~(wo + 48)]}
14

+ Rezsel (7\ + %ws - wo)X§ -(wﬂ + is) - Eseb()\ + %ws - wO) [1 + )‘X; -(‘UO + ZS)] ’ (3- 113)
where
Xg‘ - (cgi/ZZs) [(e(ws/zm _ e'[(“’sl 2)-“’0]6)/(“)3 _ wo)], (3' 11b)

and for the electronic vertex functions

20 [Z oo (v + 1) (g, /V2) A, (v, v +v9))] = i Im3Z g, (€, +wo + i) {x; “(wo +15) = X3 [1+ Ay} “(wo +48)]}

+ReZ (€ +wo) Xp “(wo+8S) = Eog ,p (€ +wo) [1+ A% (wo+is)], (3.12a)
where
Xg' = %gﬁ {[f+(€pa + wo) _f +(€pe)] /(we - wo)} ) (3. 12b)

and

E [Eesx(iy) (%ge)Ap(iV’ Z(V + Vo))]" iImEes‘(ip, O is){x; -(Q)o + is) - Xg; [1 + Ax; '(w0+ ZS)]}

+ Rezest(eln - wO)XZ-(w0+ is) - Ees ,pc(Epy - 0)0)[1 +7\X;-(wq+is)] N (3. 133.)
where
Xg» = %gs {[f +(€pa) -f+(€pt - wo)]/(we - wo)}' ) (3- 13b)

and where the various = terms are listed in Appendix B. The T (iv) self-energies in the electronic equa-
tion describe the electron-lattice relaxation and their rearrangements yields equations which are exact
analogies of Egs. (3.12) and (3.13).

From Eq. (3.4) and (3. 5) it is obvious that the vertex correction contribution will always add to the self-
energies., Also, the arguments of all terms have now been fixed, and so some new definitions will be made.
Using the above results, Eqs. (3.4) and (3. 5) become, after the final projection and continuation (v,

- W +18),

(wg = wo = i8) ¥t "(wo +i8) = 3cg 2 (ng, —ng, ) + Rlwy +1is) , (3.14)
(w, = wo = 28)X5 "(wo+ is)= %g'ﬁ (Mg = Mgy ) — (ge /gs)R(wo +1s)

+(1/N)224ImZ,,,(p, wo +1is) X ~(wo+4s) = X3, [1+2x; " (wo +48)]}
»

+(1/N2 iImZ g (p, wo+18) {X5 ~(wo +is) = x5 [1+ x5 ~(wo +5)]}
»

+(1/N2 Re[Z,, (P, wo) +Z 4. (P, wo)] x5 “(wo+i8) = Eoylwo) [1+ Ayt ~(wo+is)], (3.15)
»

where

Rlwg+18)= i ImZ (o + 48) {X% “(wo + £8) = X% [1 + My} “(wo+is)] } + i ImZ,, (wp + i)
x{x i (wo+8) = x% [1+2x% “(wg +i8)] } + Re [Z 40 (wo) + Zgei (wo)] X5 (o + 58) = Egolwo) [1 + X5 “(wo+15)]
~(gs/g.N) ? iImZ ., (p, wo+is) {x; “(wo +i8) = Xgr [1 +Ax% "(wo+25)] }

- (gs/geN)? i1 g, (P, wo +i8){x; “(wo+s) = x5, [1+ Ay} ~(wo +28)]}
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- (gs/gaN)§ Re[zes t(p’ w0)+zest(p, ‘-UO)] X;-(w()"'is)"' (gs/ge) Eles (‘-‘-’0) [1 +)‘X;-(‘UO+ is)] , (3.16)

and where the newly defined quantities are

Zgerlwo +18) =lim [Ese.< - ’—*z’i +wp+ is) + z;§£’<x —‘—‘2’4& +wo+ zs>]

o
JYEGZ firaofh o Thearfs ), (3.172)

=g<nev_net>+(_ 2 N N
N/ s o €pigo—€potWs =W —IS € g1 = €y ~wp 1S

Do (wo +is) = lim [-zse,<>\+“’5ﬁ - wo —is) —z;§5’<x+‘—;—& —wo—is>]

A

J>2 E(l 5 fraefie o Shrar S ) , (3. 17h)

:g <ne,"'ne‘>+(ﬁ 3 - "
by a Spra,0 T €poTWs T WO TS g T & TWo LS

— T — w . —(21) We . r Ws : — (21) Wg :
Egelwe) = 1im [Lse.(K——i+mo—zs>+:se, (7\-— 5 twotis) = Hge A+ —we = 1S | = g A+ = we =18
Ao

2
___Cgas (i>z E(l Z} S b+ ay0 _fg,u‘ . z(ngrf!;w'f;‘ _ngff;w'fl;t) )
2 \N/ ,\2, (44,0 = €0 T ws = w0 = 18) (€ps 4,0 = €,0) (€psqr = €ps = w0 = 15) (€pugs = €1 —wy) )
(3.17c)
, . , cJ
Ees,({),(po+zs):Ees'(g,,+!4)0+ZS)+E(62;3(€P,+w0+ls)="2—<7’ls,—7ls,>
2 + _f
+£J— (2(82)2 1 - +<S:+S§>E 1 - +—-‘—<S>Z Sorar =fhra: .>,
N ¢ €prqr T & T wWo IS ¢ Sprqr T €T WsTwo TS 2§ G T Guitws—wo s
. (3.18a)
. , Ly C
Ees;(p,wo'*'is):“'zes.(@,f—wo_ls)_ze(szf)(ipf—wo—ls):?<”s'-nss
e J 1 P
4-55—(2<S§>E — +(82+82) 2 L __{S) 5y Sha —Soea .>,
N 2 €pt = €pygqi —wo— S ¢ €1~ € TWs—wo— IS 2 € — €t —wo— 1S
1 1 (3.18b)
Hes ((00)=‘ﬁ ? Eos (D) wo)=}\; ? [Eeosi(ep +awg) + EZ (€, = wo) = Ees.1(€pr = wo) —E;i',’(e,,, = wo)]
2 + +
g (g) 22<<35>E Siea0=Ibo
2 \N pra o (€i>+ a0 = €p,0 T We (‘)0) (EP,G = € q.v)
++' — + ++ [t - + ~+ +
- (Sf+Sf,>( Sforar fg)f( ;- <Ss>( Soras i1 )f{ of 31 ) . (3.180)
€prg— € +ws—wo) (€ . g — €1 + w5 €puq— €t ws—wo) (€, 50 = €y +w)

HZ s~ (2" () = ' (1, )?) ¢ (He+h%) )
) = . 1) To) = § Z Z.
Z a1 (D, wo+is) Z}el(ep, +wot+is)+Zy (sl,, +wg+ES) N (Epw. - €y — wo— 1S +€p+"‘ —€ —wo—1is/) ’ (3.19a)

HE ~(20"((12) = ¢! (. )?) c' (ng + 1) )
)= ) (e R -
Zers(Py wo+i8) = =T oy (€1 ~ wo = i5) = T (€, 1 — wg — 25) 7 ?(EP'_ o — w5 +€N Py B
(3.19b)
~ 1 s . 1 . - _ _
Z o1 (wo) o %/ Z o1 (P wa) =5 ? [Zo (€, + wo) + EE (€, + wo) = Eeopi (€51 — W) = Eepu (€51 — wo)]
___CI (H/N)ZT(( hz - (n 22 f5+q,<7"fi;,0 - 712+h2 f;»rq.a'f;,c' ) .
g 1:.: (e ¢ z>)cr (G0 € —wotwe) (€ = €4, ) s y>(€p+q‘€p‘wo)(€o+at_€m)
(3.19¢)
[
Equations (3.14) and (3. 15) are a set of linear tion terms in Eqs. (3.15) and (3. 16) is of the form
coupled equations which describe dynamical be- of the relaxation towards the local instantaneous
havior of the local-spin—-conduction-electron sys- internal field, which was evaluated up to the first

tem at all temperatures. The form of the relaxa- order in J.
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All quantities in Egs. (3.17)—(3.19) are of the
same general form, and their interpretation goes
along the same lines as for the exemplified term
&V, They are written in such a way that their
first part represents a term of longitudinal charac-
ter, and the remaining part a term of transversal
(spin-flip) character; each contains relevant con-
tributions from both up and down fermions., The
electron-lattice terms, the = ;’s and =,’s, are due
to the model Hamiltonian used, and are exact anal-
ogies of the electron-local spin terms.

The evaluation of all of these quantities is
straightforward. For a square-band model of the
width 2D, in the high-temperature limit (27> w,,
wg, wo); the following explicit formulas are ob-
tained?8;

T ge,0(wo+18) = (3J) (1gr = m,, ) + 2(pJ)?
X[ (wo = 3ws) In(yD/TET) + 3w, In2
~20DIn2 +47kT], (8.20a)
Egelwo) = (382) 4c(p)? (S, ) In(yD/7RT) , (3.20b)
T os1(D; wo+8) = (3¢I) (Mg = 15, )
+cpd? (S, )2 n(nkT/2yD)
+im tanh((w, = wo = &.)/2%T)]

+imepd? (2(S2y+ (S2)+(S2)),
(8.21a)
T oss (D, wo+18) = (3¢d) (g — g, )

+cpJ?(S, ) [2 In(rkT/2yD)

+im tanh((ws —wot € r)/sz)]

+imepd 2 (2(S2Y+ (S2)+(S2)),
(3.21b)

oo (wo) = = (322) 4c(pJ)? (S, ) In(yD/ 7k T) ,
(3.21c)

Eel,(p, w0+is)=ze“(P, w0+is)

=inc' pHE[2((R2 ) = ¢/ (ny2) + (hZ+H2)] ,
(3.22a)

E (wo) =0, (3. 22b)

where p=1/¢, is the constant one-spin density of
states close to the Fermi surface, and y=0.58 is
Euler’s constant. The imaginary parts of the ex-
pressions X ., and T g, are in fact valid at all tem-~
peratures. Their momentum dependence, which
is due to a part of the transverse contribution, is
explicitly displayed. At high temperatures, the
ratio of the momentum-dependent part to the mo-
mentum-independent contributions is wy/k27. In
the low-temperature regime and for general spin,
this ratio can be roughly considered to bé 1/2§5.1
The low-temperature evaluations are done in the
same way and are listed in Appendix C.

C. Higher-Order Concentration Effects

The diagrams which would have yielded higher-
order concentration effects, were dropped from
the beginning of this calculation. However, they
are useful in the interpretation of the longitudinal
electronic self-energies. The diagrams in ques-
tion include electronic self-energies proportional
to ¢® in Fig. 6(f); their corresponding vertex cor-
rections are illustrated in Fig. 10(a) and localized
moment self energies in Fig. 5(d). The localized-
moment self-energies do not have any correspond-
ing vertex corrections, but rather the series of
diagrams illustrated in Fig. 10(b). Again, as ex-
pected for regular self-energies, the electronic
self-energies 6(f) have corresponding off-diagonal
coupling illustrated in Fig. 11(a) and the spin self-
energies 5(d) are associated with diagrams in Fig.
11(b).

Inclusion of the conduction electron self-energies
6(f), their corresponding vertex corrections, and
off-diagonal coupling diagrams results in only one
algebraic correction in the expressions for the
electronic self-energies; namely, the factor c(Sf}
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diagrams 6(f) and 10(a); (b) the off-diagonal coupling
associated with diagrams 5(d) and 10(b).

in Eqs. (3.2f), (3.18), (3.21), and elsewhere is to
be replaced by the factor ¢({(S2)-¢(S,)®. Com-
paring Eqs. (3.18) and (3.19), it can be seen that
the longitudinal electronic self-energies may be
interpreted as the result of electron scattering off
the microscopic inhomogeneous fluctuating mag-
netic field produced by the local moments, giving
rise to the so-called “frequency modulation” con-
tribution 1/7y to the relaxation rate. Note that
for concentrations c¢=1, the above contribution is
identical to the usual scattering contribution by a
thermally fluctuating magnetic field of the local-
moment system.

The changes corresponding to the diagrams
associated with these higher-order spin self-ener-
gies consist of adding the following term contain-
ing two self-energy-like quantities to Eq. (3.14):

(2557 o+ 18) + 25" (wo + i8)] Xz "(wo +85)
(3.23a)

where
. 1 .
Zs(il'“(wg +is) = Es(zf’C) (X = Swg+wp +is)
J

(ws = wo = i8)xs (wo +1s) = gM% — Ego(wo) [1+ x5 “(wo+is)] +

+ (85 /8) g M%
- {)\gsM z

Set

+4ImZ g, (wo + is) {x: “(wg + is)

- l(gs /ge) Im [Eesr(w[) + ZS) + Zeso, ((Uo+ lS)] {X; -(Q)g + ZS) -

(wg_OJO_iS)X;-(CUO+iS) gejv —"—‘es((uﬂ)l.1+)\)<s (w0+l8 ]+(ge/gsE

BARNES AND J.

- Re[Z 8 (wo) +Z & wo) 1} xi " (wo + is) + i ImZ ., (wo + i5) {x 2 “(wo + is) =

|3

ZITKOVA-WILCOX

2 L .
=28 (N + $wg = wg — 1S)

-~ (5.3 ) 3 Lirwo=fhio (3.23)
20,0 €pra0 ~ €py0
and
) J\? fhrat =fhs
@t,c) o) =2 LAY brat _J 2 .
Zse ((;)04‘28) C<Sz><N> p:;l €p+qv—€pi—w0_is
(3.23c)

The self-energy 327 (w, +is) is real, and hence
enters the equations in the same way as the other
real terms. However, the quantity = {&4¢)(y, +s),
which is not real at finite frequencies, does not
enter the equations in the same way as the other
self-energies which represent the effects linear in
c. The meaning of this quantity is not understood.

IV. TRANSVERSE SUSCEPTIBILITY
A. Susceptibility

In order that Egs. (3.14) and (3. 15) may be
written in terms of x} ~(wy +is) and x; ~“(wq +4s) only,
and to identify explicitly expressions for the re-
laxation rates, the sums over momenta p must be
moved to the right of the electronic self-energies.
This is justifiable in such a regime where over a
region of the width 27 around the Fermi surface,
the dependence of the electronic self-energies on
the argument ¢, is weak as is the case, e.g., for
high temperatures and/or for large local-moment-
spin magnitude. At very low temperatures and
small spin, Eq. (3.5a) rather than (3. 5b) would
have to be summed over the internal frequency iv.
By comparing Egs. (3.5a) and (3. 5b), the result
of this sum can be inferred from Egs. (3.14) and
(3.15). The result, though formidable, is quite
straightforward, and would represent the solution
of the given Hamiltonian to the declared degree of
accuracy.

In the high-temperature or large-spin limit, the
momentum dependence of the electronic self-ener-
gies can be considered weak., There is no such ap-
proximation necessary for the spin self-energies.
In this limit, Egs. (3.14) and (3.15) will reduce to

(85/80) Eos(wo) [1+Ax% ~(wo +25)]

-Re [Eés' (pFﬁ {J-)O) +Ees l(pF ’ wﬂ)]}Xe (w0+ ZS)

X% [1+ax “(we+is)]}

= X3 [1+2x; (wo + is)] }

N1+ ax;(we+is)}, (4.1)

(wo) [1+ 2z ~(wp + 2s)]

+(ge/gs {Agsﬂ/' -Re [2(2)(0)0)+Esei(’1)0)]}Xs (‘UO"'ls) {)‘geM —Re [295 Dps (UO)+Eesl(pF7 ‘00) }Xe (w0+ls)

set
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+i1m[2es'(pF’ w0+is)+zesl(pF ) w0+is)+ze1x(pF} {Uﬂ+is)+2eli(PF, w0+is)] {X;-(w0+is)

01+ 22 (wo+ i8)]} = (g, /) 1 IME g0 (wo + 1) {x3 ~(wo + i) = X5+ [14WX5 “(wo +is)]}

- (ge /gs) iIstex(wo + is) {X§ -(w() + is) - Xgl [1 + )\X; -((t)o"‘ lS)”’ s

where X=2J/g, g, is the molecular-field constant
and where the two-particle self-energies have been
decomposed into their first- and second-order con-
tributions, the superscript (2) designating the
latter quantity. They are expressed by Egs.
(3.17)=(3.19) in terms of the one-particle self-en-
ergies. The approximations y2, ~yJ, ~x?, the con-
ventional Pauli susceptibility, and =, =0, ReZ
=0 have been made, all of which are valid for
[RT, wos wss wes Im(Ees +Eel)] K €p. Xgr and Xg:
as given by Egs. (3.10b) and (3. 11b) represent
modifications of the static spin susceptibility ap-
pearing in the relaxation to the internal field terms
at temperatures which are not large compared to
the external frequency w, and the resonant frequen-
CY wee ME=3g,(my =1 ) @0d M= 508(ng =161 )
are, respectively, the electron and local-spin
magnetizations per lattice site in the z direction.
Before going to further approximations, the dif-
fusion term in the presence of a large impurity po-
tential scattering will be introduced. Its deriva-
tion requires rederivation of the equations of Sec.
T for the §# 0 susceptibility x* “(d, wo). For IJ]
small, the present mathematical framework is
used with the substitution ¢,, ~ ¢,, ., and the addi-
tional replacement 2, (fp = fys qr) = (fos =1, )
- o(D - §/m) everywhere it is relevant. Spin dif-
fusion is associated with the electronic density
transport represented by the vertex correctionlike
diagrams for finite § and thus determined by the
largest scattering cross section for the process.
A more detailed derivation is contained in Appen-
dix D. If the usual approximation (well satisfied

2)

(4.2)

[
in practice) that the single-particle impurity-
scattering cross section is big, namely, that
IImZ,; | > 2, ey lwe—wgl, 1d- Kpl, is made,
it is seen that Eq. (D15) for the susceptibility aver-
aged over the directions P, is the same as Eq.
(4.2) except that the diffusion term ; Dg® has been
added to the right-hand side of Eq. (4.2) every-
where the self-energy Z., appears and where the
diffusion constant D=[1/3%,(wg+is)] 0%, vp=pp/m.
Owing to its large cross section, the impurity-
scattering time appears in the diffusion constant,
though it does not directly contribute any relaxa-
tion rate for the magnetization. The diffusion
term as it appears in Eq. (D16), and consequently
in Eq. (4.2) for §#0 susceptibility, is again of the
form appropriate to the instantaneous local field.
Collecting then the terms in Egs. (4.1), modi-
fied by the diffusion term Eq. (4.2), and making
the high-temperature approximation that the sus-
ceptibility ¥, =~y?, ~ xY, the local-moment static
susceptibility, the following two equations for the
coupled dynamic susceptibility are obtained:

(4.3)
(4.4)

(€ = wo)xt ~(wo+1s) = &s X3 ~(wo+is) =1 ,

(€ = wo) x& “(wo+is) = LoXs "(wo+i8) =1, 5
which have the solution

x " (wo +18) = x5 " (wo + i) + X5 “(wo + i5)

- (gi_ (Uﬂ)ns +EMe + (is - (J)O)ne + &8N
(<s - ‘UO) (69 - (UO) - 2segs

)

(4.5)
where

€= Ws+ g M: - Es(e (w0+ is) - )\(gs /ge) [ilmzes ((1-’0 + iS)Xg+ Eles (wo)] ’

o= AME = (8,/8)2 8 (wo+is) = A [ ImB (wq + i5)xs + Egelwo)] 5

Ne=gsM?% = Egolwo) + (85 /80)E o5 (wo) = 1 IMI (o + is)Xs + i g5 /)T o (wo +is)xS

(4.6)

€= Wet }‘geMi - Z;i) ((UO +is) = E(el("‘)()'+' is) - i[U}zT/3Ei(w0 + 7'5)] qz - )‘(ge /gs) [ilmzse(wﬁ"' iS)Xg*‘ Ese(wo)] ’

& =ge7\M§ = (ge /gs)zs(? (‘UO+ is) = X({Z Im [Zes (wO +is) + z;el(‘*’() + ls)] + i[vﬁ-/32i(wo + is)]qz} Xg +Eos (wo)) ’

Me = geMg — Ees(wg) + (ge/gs) Eige(wo) — {l Im[zes(w()'*' is )+ Loy (wo+is )]

where the various two-particle self-energy contri-
butions have been combined according to
Zesi(pF , Wot i)+ Ees'(pF , Wot is)= Z)es(("’()"' is). The

. . 1) . .
+i[0%/32(wo+15)]a%} Xo + 1(86/8s) IMZ o(wo+48) XS ,

I
combination of the spin self-energies has been per-
mitted owing to the high-temperature (FT > wg) ap-
proximation, In the opposite temperature limit,
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a similar set of equations can be written with xg,

# x;‘. . The form of the diffusion term, such as in
Eq. (4. 6), is dependent upon a strong potential scat-
tering and small [§!.

B. Bloch Equations

In order to compare Eqs. (4. 3) and (4. 4) with
the phenomenological Bloch equations, it is neces-~
sary not only to consider the high temperature
limit 2T > wy, wg, but also the second-order log-
arithmic terms must be unimportant. Then
Eqs. (4. 3) and (4. 4) are equivalent to a pair of the
Bloch equations:

51, g, [, X (e + 2 5,
= (1/T go) [My = X¢ (Hexe + AM,)]
+(85/86 Tos) [Mg = Xg (Hoge + AM)] wn
W= g, [N, (L)
= (1/Tes + 1/Toy= DV?) [My~ X (Hoxe + A M,)]
+ (86/8sTse) [My = X3 (Hexe + AM,)], (4.8)
where

l/Tse = 4i7f(pJ)2kT ’
1/T s = 2imcpd?[SS+ 1)+ (SD],
1/Ty =2imc’ pHA[2((h2) - ¢’ (h)?)+ ((hE)+(H3N)]

D=4T;v%, 1/T; = 2inc'pA?. (4.9)
These equations are identical to those proposed
by Cottet et al., 2 except the scattering-in terms
are multiplied by g-factor ratios, thatis, 1/T
in the spin equation by g, /g., 1/T,.inthe electronic
equation by g./2s. The diffusion term is included.
It is trivial to show that the static limits of both
X5°(0) and x;7(0) are individually real. The pair of
the Bloch equations (4. 7) and (4. 8) has solutions
Egs. (4. 3)-(4.6) with the real second-order terms
omitted. Consistent with the molecular-field
approximation, the unenhanced susceptibilities
may be rewritten

Xo = 8 M5/ (we + Ngo MY)
and
X = &eME/ (g + g M3) .
Then the static (wy=0) limit yields

Xe7(0) = g M5 /w, = x5 (1+Ax0)/ (1= A x0xd)™

and

X3(0) = g MZ/wy = xJ(1+xx3)/ (1= Xx$xD),

which are the molecular-field results.

ZITKOVA-WILCOX
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C. Local Internal Field

The relaxation terms in Egs. (4.1) and (4. 2)
have the form of the relaxation towards the local
instantaneous internal field. Since there is some
controversy over the inclusion of the molecular
field in the destination vectors, it is of some im-
portance to show from where it has arisen. Below
a brief demonstration is given for the high-tem-
perature limit, and ignoring logarithmic Kondo
terms.

If instead of the full vertex equation shown in
Fig. 7 only the first diagram of the right-hand side
(the simple outgoing-spin external-field vertex)
were included, then the result would contain only
the first and second terms on the right-hand side
of Eq. (3.4); that is

(=~ wo—18) X~ (wo+18)=gs Mg+ i Im[Z go(wy + 25)
+ Zges (w()"'is)][X;-(wO’*is)_ Xg]

+Re [Eset(wo) + Ze:el(""o)] X;'("-’o** is)- Ese(wo) .
(4. 10)
Ignoring the second-order real parts, which is
equivalent to a molecular-field approximation, the
result for x*"(wy+is) would read

x+-(w ) = Xg[(l'*')\Xe) ws"i/Tse]
s 0 (1+>‘Xe)ws—i/Tse' wy—1is ’

(4.11)

where (1/Tge)= IM[Z go1(Wg+iS )+ Zgei(wo+is)], and
where the molecular-field result g, M? = x%(w,

+ A g M2)= wx%(1+ Ax,) has been used. The sum of
the first-order self-energies, that is, the “Knight
shift” would equal in this case Ay,w,. Equations
(4. 10) and (4. 11) are of the form of the relaxation
towards the instantaneous external field, i.e., the
destination field does not include the internal field.
Equation (4. 11) trivially produces the expected
static result that xi™(w,=0)=x2.

The third term in Fig. 7 represents the direct
spin-flip off-diagonal coupling. Its value is equal
to the first term in Fig. 7 times \x; (wg+1%S), where
X is the molecular-field constant 2J/g.8,. In-
cluding this term, instead of Eq. (4.11), the follow-
ing is obtained:

[we(1+ Axe) = wo=is ] X3 (wg+is)

= X1+ Axe) [1 4+ Ax3 ™ (wg+135)]

+ 6/ T ) { X (ot is) = X§[1+ Axg (wo+ )]} .
(4.12)

This equation is of the form of relaxation towards
the local instantaneous field, including the internal
exchange field, and it has arisen from the inclusion
of the direct spin-flip coupling of the spin and elec-
tronic bubbles. To obtain the resonance condition,
one has to solve a paiv of coupled equations such
as (4. 3) and (4. 4).
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D. Static Limit

The static limits of each diagram in the vertex
equation in Fig. 7 must be real. If the so-called
strip integration method (integrations along dis-
continuity cuts of the analytically continued inte-
grands into the complex v plane) for the evaluation .
of the diagrams were used, a value of the integrand
for each diagram would reduce at zero external
frequency to a sum of complex conjugate terms,
that is, a real quantity,

Thus, the static limit of Eqs. (3.4)-(3.6) are
exactly real, This implies that the static limit of
the bracketed term {x}"(wg+is)— x3[1+ A (wg+is) ]},
and of all similar terms in Eqs. (3. 14)-(3. 16)
(they describe the relaxation destination) should
identically reduce to zero, However, in the re-
placements (3.10)—(3.13), the internal field is
evaluated up to the first order in J only, that is,
the second-order off-diagonal terms of the vertex
equations have not been included in the evaluation
of the relaxation destination vectors. Hence, the
bracketed terms will reduce to zero only up to the
first order inJ. For these terms to vanish exactly,
and hence for the static limits of each diagram to
be manifestly real, it is necessary to evaluate the
relaxation destination terms to higher orders in J,

As is shown in Appendix B, this can be done by
applying the present methods to the above mentioned
second-order off-diagonal terms. This would yield
an additional second-order (in J) frequency-depen-
dent contribution to the relaxation destination vec-
tor, which is necessary for a correct analytical
behavior of Egs. (3.14)-(3.16). For the sake of
simplicity, however, these missing terms (they
are of the “overlapping” type of fourth order dis-
cussed in Appendix B) have been omitted here.

This is consistent with the declared degree of
accuracy, since the aim of the present paper is a
comparison with the phenomenological Bloch equa-
tions. When this comparison is made, even the
second-order real terms must be dropped since
they have no simple interpretation in terms of these
equations. In this case, the correct analytical
form is again recovered.

However, this work does show that, in general,
in order to obtain the correct analytic properties
for the susceptibility, the destination fields ave as
equally important as the self-enevgies themselves
and should be evaluated to the same degree of ac-
curacy as the real parts of the self-energies, the
2’s, and the inhomogeneous terms, the Z’s. I this
is done, one obtains the physically correct result,
that is, the relaxation bracketed terms in Eq.
(3.14)-(3. 16) vanish identically in the zero-frequen-
cy limit. It is then simple to determine the static
values of any of the susceptibilities x; (0) and
Xs (0), for example, from the pair of Eqs. (3. 14)-
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(3.16). Upon adding any such pair of equations in
the zero-frequency limit, one obtains a simple
result for the total static susceptibility, that is,
X+_(0) = X;-(O)"' Xe_(0)=gs M:/ws “"geM:/wes where
M7 are the magnetizations “dressed” with their
self-energies.

V. DETAILED-BALANCE RELATION

In connection with the discussion of the phenom-
enological Bloch equations several variations of
the so-called “detailed balance” condition have
been proposed.!”

Dividing the high-temperature (kT > Sw;) ex~
pressions for the exchange widths in Eq. (4.9) one
obtains directly the ratio

Tse/Tes = C[S(S+ )+ <Sa>]/2ka geXs/gs Xe ’
(5.1)

where x0=3g%p and x2=c g% S(S+1)/3kT are the
high-temperature values for the unenhanced static
electronic and local-moment susceptibilities, The
relationship given by Eq. (5.1) contains the ratio
of the g factor squared. This is because spin is
conserved rather than magnetization, and conse-
quently [see discussion following the Bloch equa-
tions (4. 7)-(4.8)], the scattering-in terms are al-
so modified by the g-factor ratio.

However, there do exist more general relation-
ships between the exchange widths, and also the
real parts of the second-order self-energies. Fig-
ure 12 shows the four simplest diagrams involved
in the off-diagonal coupling. By rearrangement,
each of them can be shown to be equal to that one
obtained from it by a rotation about 180°, including
all matrix elements at diagram vertices. For
evaluation, use is made of the identity (3.1), or
one can compare the above diagrams with Figs.
7(a) and 7(b) and Eqs. (3.4) and (3. 5).

For the sum of these four diagrams one obtains

(ws = ivy) 12 & GEW+v) + ZEGW+vy)

DEV(v)]Coli(v+ve)) Guliv)

- Zegiliv)—
: (5.2)

and for the sum of the rotated ones:

(we = i) (™ Z, )Z [Z&GW+vy)
+ ZEP(w+vy)) - 28v)
'y Ak A I
v v,k v v, k

FIG. 12. Off-diagonal transfer of magnetization.
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NCYWi(w +vy)) Cov) . (5.3)

Performing the sum over the interval frequency
|
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in the same way as in Sec. III, and then equating
Egs. (5.2) and (5. 3), the following exact relation-
ship is obtained:

[l/gi(ws - wy— 1S )]?{Z Im esf(p’ Wo+ 1S )} [Xp(w(r‘” is)- XgJ + 1 Im[Eg’.(p, wo+1S8 )] [Xp(w0+ is) - ng]

= [l/gf("»’e - Wo— ZS)]{Z ImEs‘ii(woMS) [Xs(wo+is) -

where the definitions of Sec. III have been used,
and where

Xf:(wo"'is) (de) fps f;f /(w - wo) (5- 53-)
XS(w0+Zs (gs/ZZ (e Bos & eBws/z)/(ws_ wO) .
(5. 5b)

Equation (5. 4) represents a general relationship
between the second-order self-energies. Again,
for sufficiently high temperatures (€z>>kT > w,,wy)
the following two equations for the real and ima-
ginary parts are obtained:

[1/g2(‘*’s - Wo— is)] Ing)(wﬁ is) [Xe(wo+1s) - Xg]
= [1/g¥

We = wo—is)]

XImZ & (wy+1s) [xs(wo+is) - x7, (5.6)

[1/g§(ws - Wo— is )} [Reztgi)(wo) Xe(w0+ iS) - Ees(wo)]

= [1/gi(w, = wo~ is)]

X[Rezéi)(wo) Xs(w0+ is ) - Ese(wo)] ) (5 7)

where

Xe(w0+is)= Xg we(we - Wp— is)nly

Xs (Wo+ 8 )= X§ W (Wg = wo—i8)™

and where all other quantities have been defined
inSecs. IlTand IV. Now, the difference X(wq+s)
- xJ gives the transient part of the dynamic trans-
verse susceptibility,

Xe(Wo+1iS)— Xe = Wo XS (wg = wg—1s)7%,

and for sufficiently high temperatures the same
holds for the local moments

Xs(Wo+18) = Xg= woXg (0 - wo—is)™!

Equation (5. 6) reduces then to Eq. (5.1). However,
the general relationship (5. 4) is valid even at low
temperatures.

It is seen that the so-called detailed-balance
relationship for the relaxation rates is a dynamical
relationship [at wy= 0 both sides of (5.6) reduce to
zero]. The diagrams in Fig. 12, from which the
relationship has been calculated, have associated

Ees(wo)}

X%

+ Re[Z&p, w)+ 2D, wo)]xp(wo+is)

Xg'] + ImZézef(wM is) [xs(wo+1is) -

+Re [Zs(et(wo) + Z;s(el(wo)] x.s(w0+ ZS) - Ese("‘)l))} ’ (5- 4)

r
with them one longitudinal and one transversal ver-
tex in each diagram. Longitudinal or transversal
vertices alone ave not sufficient for these off-diag-
onal second-order-in-J couplings in the vertex
equations. This detailed-balance relation is thus

a relation involving the full relaxation rates, both
longitudinal (S% 0%) and transverse (5%, 0¥, §%, ¢*).

V1. DISCUSSION AND COMPARISON

It is easy to identify standard contributions to
the relaxation rates according to the spin matrix
elements involved in appropriate vertices. The
frequency modulation part 1/T% of the localized-
spin-resonance linewidth as calculated by the Red-
field formalism based on the evaluation of the rate
of change of the density matrix'® yields, at high
temperatures,

1/T4 = [(S[5es [S) = (S = 1]3es|S = 1)[?

~ 2im(pJ PRT[(S]8, |8y ~(s-1]8,| s-1)[2.
(6.1a)
The vertex corrections to the spin susceptibility
correspond to the crossterms in the expression
(6. 1a), while the one-fermion self-energies give
rise to those contributions to Eq. (6. 1a) which con-
tain the matrix elemente squared. The spin-flip
part of the exchange Hamiltonian 3C,s contributes
to the self-energies only, and give the transverse
contribution 1/T" to the linewidth,
1/T = |(S]30es|S = 1) |2+ | (S = 1]3C,,|S) |2
~in(pd PRT([(S|8 S~ D[+ [¢s-1]57[s)[*) .
(6. 1b)
In Egs. (6.1), the levels IS) and |S~- 1) are those
between which the resonance experiment is per-
formed.
The replacement of the spin levels in the above
expressions by the conduction electrons levels
|k,) and |&,), respectively, will give a similar ex-
pression for the conduction-electron counterpart.
Thus, for S=3 after summing over all electrons,

/T4 = impd®[ (4|8, [ - (¢ [8.[9) | (6. 2a)

and
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/T, =~ (3impd?®) (| (4|8 [¥) |2+ |(+|E"

3.
(6. 2b)
These identifications become more involved for

the higher spin magnitudes. For the local spin
S= 3, vertex corrections are found to double the
longitudinal self-energies, yielding high-tempera-
ture rotational invariance of the relaxation rates
1/T, and 1/T,.

The resonance condition is given by the denomi-
nator of the coupled susceptibility, Different reso-
nance roots are found according to whether one is
in bottlenecked or unbottlenecked limit. ** The un-
bottlenecked region is characterized by the in-
equality (1/Tes+1/Tse) <(1/To;, or |wg— w,1); i.e.
the time associated with the coupling between the
two spin systems is relatively long as compared
to the electronic-lattice relaxation and to the rate
of dephasing (owing to the differences in the Zee-
man energies) between the localized and conduction
electrons, In this limit, the conduction electrons
relax rapidly to the equilibrium polarization and
two resonance roots are found. The width of the
commonly observed resonance root associated with
the local-moment magnetization is 1/7T, (the
Korringa width) which is proportional to kT at high
temperatures. For 1/T¢; > 1/T . + 1/T, the reso-
nance frequency is wy(1+ Axg), plus the relevant
Kondo terms. This resonance is observable at
liquid-helium temperatures for suitable alloys.

In the strong bottlenecked limit where 1/7T .
+1/T5e>>1/Te or lw,— w,l, a single sharp reso-
nance is found with a width which may be substan-
tially less than Korringa width 1/7T,. In the ex-
treme bottleneck, i.e., for w,=w,; and 1/T;= 0,
the resonance becomes a 0 functionat w, regardless
of the temperature region, as can be seen from
Eqgs. (3.14) and (3. 15). The Knight and Kondo
shift are suppressed by the bottleneck.

2

&G+ vo) :<.£_)2

Do =

where b* is the usual Bose function, b*(x)= (e®*— 1)1,

The appropriate arguments for the fwo-particle
self-energies are obtained as a result of the alge-
braic rearrangements described earlier in Sec.

IIT and Appendix B. Owing to the final projection,
the singularity of the spin propagator [first term
in Eq. (6.4)] has vanishing residue, so that for the
transverse contribution to the relaxation rate one
obtains

Im[ZED(\ = fw,+ wy+is) = BEV (N4 w, — wy - is)]

=2 (/N 2(e ™0~ 1) Im[x}"(g, wo+is)
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It is claimed that the present methods correspond
to the two-particle character of the response func-
tion, and represent the local moments correctly.

In support of this statement, the fluctuation-dissipa-
tion theorem can be rederived using the present
methods and shown to be of exactly the same form
as presented by Izuyama et al. ® The denominators
of the two-particle self-energies (consistent with
the energy conservation requirement for the pro-
cesses involved in the relaxation of the system)
are identical with those obtained by Orbach and
Spencer3 for corresponding quantities, using the
direct equation-of-motion approach for the two-
particle propagator.

The cross section for the spin-flip neutron scat-
tering as calculated by Izuyama et al. '* is essen-
tially the spin-flip contribution to the local-moment
relaxation rate. Their result can be recovered and
the longitudinal equivalent calculated by expressing
the appropriate integrands in a different way. The
“electronic bubbles” corresponding to the §-depen-
dent electronic transverse susceptibilities x3™(q, wg)
and x;7(q, w,) are involved in Fig. 5(c). The local-
ized self-energy for the spin-fermion with the spin
label S= 3 can then be written in the following form:

@) _ 2 Xe (g, —iv’)
Z:set (Z(V+ VO)) - (J/N) q§;’ A — %ws - i(l/+ Vot VI) ’
(6.3)

and a similar expression involving the susceptibility
X' (@, iv') for the self-energy of the spin fermion
S=- 3. Evaluation of these self-energies can be
easily done using the strip-integration (i.e., the
integration along the discontinuity cuts of the
analytically continued integrand into the complex
frequency plane) method. ?° Integration around the
singularities of the integrand involved in summa-
tion in Eq. (6. 3) yields, then,

+o PRTAN +- _
2 [—f* <>x— —(‘2)—3>XZ'< q, i(V+vo)—>\+—wzi)+%J do br(w Jmx;" (@, - Hs)}
Q

A=z wg—i(V+ vg) — W +1is

(6. 4)

+ X:(q) 0)0+7:S)] 3 (6' 5)

which is exactly the result obtained by Izuyama
et al. [Ref. 10, Eq. (10), Appendix I]. This agree-
ment confirms the correctness of the two-particle
character of the relaxation rates as well as the
projection method.

The corresponding expression for the longitudinal
self-energy is

2 Im[zs(if)(l— %ws+ 0)0+iS) - Eéif’()\-}- %ws - Wo— ZS)]

= 3 (/NP2 e @oes) - 1)
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XIm[ZXZ(q, Wo— ws+i8)} 3 (6- 6)

where x5(¢, w,) is the longitudinal electronic sus-
ceptibility.

There is a numerical error!® of factor 2 in the
Orbach and Spencer® expression for the longitudinal
electronic self-energy; also, the spatial averaging
should become ¢ ({52 - ¢(S,)?) instead of their
c((S3 - (S,)?). The present authors believe that
most of the decoupling in their paper can be justi-
fied on the grounds that they are exact factoriza-
tions to that order in the perturbation theory. The
only exception is the decoupling

(STS3(t), Spy=~(SD (Sj(t), SP)) for i=j .
If instead the S=% result that
{(SE83(t), Spyy==3(S;(), S}

is used, the structure of their equations remains
the same and their self-energies appear to agree
with those obtained here. Their electronic self-
energies are also momentum dependent. They

do not obtain terms equivalent to the =’s of the pres-
ent paper, because they evaluated the expectation
values of operators which form the inhomogeneous
terms using the unperturbed Hamiltonian,

Spencer13 has omitted self-energies correspond-
ing to diagrams 6(f) of this paper and vertex cor-
rections diagram 4cii of his paper. Upon inclu-
sion of these omitted diagrams,“ his self-energies
would agree with those in this paper. The only
discrepancies which remain are those appropriate
to the localized-spin self-energies at very low
temperature. This is believed to be due to his
using a method where the singular self-energies
of the form discussed in the Sec. II cause trouble.

Langreth and Wilkins have derived a set of Bloch
equations, limited tothe case of equal g factors and
the semiclassical regime, where time and special
variations are assumed to be slow. In this regime,
and if the second-order real Kondo terms are ig-
nored, their equations do agree with the present
equations. However, the Kondo terms obtained
here contain terms (which are nof small) propor-
tional to the rf frequency. Owing to the semi-
classical nature of their method, the frequency
dependence of these terms could not be determined
by Langreth and Wilkins, although they chose “en-
ergy shells” in such a way that their shifts agree
with ours at the resonance.

The low temperature problem associated with
the momentum dependence of the electronic self-
energies is suppressed in the work of GGtze and
Wolfe® owing to their Ansatz for the susceptibility,
and their calculation was not carried to sufficient
degree of accuracy to determine whether the des-
tination vectors contain the molecular field.

In summary we wish to emphasize the following
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points.

(a) Without assuming slow time and spatial vari-
ations, and without a priori restrictions that the
temperature be high, we derive a set of S=13 spin
transport equations which are sufficiently accurate
to be compared with Hasegawa’s phenomenological
theory. In particular, care is taken to include all
of the terms which represent the “destination vec-
tors” in the relaxation terms, including the inter-
nal-field term.

(b) The transport equations are derived by the
well-known method involving the evaluation of a
set of vertex equations. In connection with this
method we have developed some new mathematical
and manipulative techniques which we feel con-
siderably simplify the construction of this type
of theory, especially in the nonclassical regime.

(c) For equal g factors and sufficiently high tem-
peratures (kT >w,) and in the absence of the sec-
ond-order real Kondo terms, the spin-transport
equations reduce to Bloch equations designated by
Hasegawa as “case B.” When g+ g,, the present
theory differs from that of Hasegawa and Cottet in
that the scattering-in term in the local-moment
equation, which is proportional to 1/T,s, must be
multiplied by the ratio g,/g,, while the scattering-
in term in the conduction-electron equation must
be multiplied by the ratio g,/¢,. This reflects the
fact that the exchange interaction conserves spin
and nof magnetization, and has the important effect
of recovering the correct static limit for the in-
dividual susceptibilities x; (wg=0) and X3 (wg=0).
Because of their structure, the “Kondo g shifts”
cannot be incorporated into the Bloch equation in
any simple way.

(d) At low temperatures (R7T < wy), it is found
that it is nof possible to write a single linear equa-
tion for the total electronic susceptibility. This
is because at low temperatures the strongly energy-
dependent electronic spin-flip relaxation rate pro-
portional to (S,) is comparable to other, energy-
independent, terms, and thus a separate equation
must be written for each contribution to the elec-
tronic susceptibility that comes from electrons with
a different momenta.

(e) In the low-temperature regime modifications
to the semiclassical Bloch equations occur. For
kT <w,, the radio frequency, the local-moment
susceptibility xJ which appears in the destination
vectors, but not elsewhere, is modified. It is
replaced by

Xor = 28200, — ndy)(ws— wg)
or
0 0 0 -
Xs+ = %g.sz (nsl - ns,eﬁwo) (ws_ wo) ! ’

depending on which contribution to 1/7T, the relax-
ation term involves. :
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The well-known low-temperature frequency de-
pendence of the widths and shifts, indicating re-
tarded relaxation and non- Lorentzian absorption,
are displayed. These widths are evaluated using
undressed propagators, justifiable for sufficiently
high temperatures such that 2T is greater than the
single-particle widths. In the limit of low tem-
peratures, the self-energies must be evaluated
self-consistently, and the reported dramatic non-
Lorentzian shapes of resonance lines?! at very low
temperatures seem questionable to us.

(f) The algebraic equality of the scattering-out
and the cross-magnetization relaxation rates in
the pair of Bloch equations (4. 10) and (4. 11) is
dependent upon rotational symmetry of the interac-
tion Hamiltonian, as discussed in Sec. III. If the
exchange were to reflect the axial symmetry, then
it would be of the form

—(A/N) 2 TR [7,8%67 4 L7, (S70; + S707)].
asd
Then the local-moment scattering-out rate is given
by
(l/Tse)out = 217[(pJ.|.)2 + (pJ")Z]kT ’

the expected result. However, the corresponding
scattering-in term in the electronic equation is
given by

(1/Tse)in = 41Tp2JLJ“kT .

Clearly, (1/Tso)out and (1/T o)1, are equal only if
Jy=dJ,. In order to recover the simple form of the
Bloch equations, the relaxation rate (1/7 g)ou must
be replaced by (1/7s)1n and a contribution

2mp2 (J,—J )2 kT
is added to the spin-lattice relaxation rate 1/T,.
Similar modifications must be made to the elec-
tronic relaxation rates. These modifications re-
flect the fact that the total magnetization commutes
with the isotropic exchange interaction, and thus
for the nonisotropic case, and even in the absence
of other relaxation processes, the well-known
bottleneck result that the exchange effects exactly
cancel no longer obtains.

(g) For the first time a microscopic method for
the calculation of the detailed balance relationships
is given. In the high-temperature region the de-
tailed balance reduces to the relationship

ggx.g/Tse = gsxg/Tes .

Also, for the first time a relationship between the
real parts of the second-order self-energies is
given.

(h) In the text the conduction-electron-lattice re-
laxation is introduced by adding to the exchange
Hamiltonian a term representing a random spacial-
ly inhomogeneous magnetic field. In Appendix D
it is shown that the spin-orbit-scattering amplitude
iB[kxk']* & leads to an exactly similar term, but

only if the total electronic-impurity-scattering
cross sectionis much larger than that which arises
from the spin-orbit scattering alone. This re-

sult is not new; however, the present calculation
does show clearly the reason for this restriction,
namely, that the large impurity scattering is re-
quired to rapidly redistribute electronic momen-
tum vector over the Fermi sphere, thereby averag-
ing out the directionally dependent components of
the spin-orbit scattering.

(i) As mentioned in (b), some new diagrammatic
methods have been developed in this paper. Using
these methods (cf. the earlier methods used for
example in Refs. 8 and 20), it is possible to show
the following:

i. A set of coupled vertex equations may be
exactly reduced to a set of coupled linear equations.

it, It is possible to deduce exactly the arguments
(“energy shells”) appropriate to the self-energy
expressions which appear in the susceptibility
functions. The resulting “two-particle” self-en-
ergies reflect correctly the energy conservation
requirements of the two-particle processes towhich
they correspond.

iii. These two-particle self-energies are in one-
to-one correspondence with another set of terms
(here called “inhomogeneous”). It is argued in the
text and appendices that these terms which arise
in a completely natural way are typically of the
form corresponding to an inhomogeneous term in
the exact equations of motion for the susceptibility
function,

iv, It is possible to cast into the same form the
problem of evaluating the terms involving self-
energies and leading to scattering-out terms, and
the terms arising from the last two diagrams in
the vertex equation illustrated in Fig. 7 which
couple the local-moment and conduction-electron
vertex equations, and lead to scattering-in terms.
The vertex-correction terms can also be treated
in a similar fashion. This not only halves the work
involved, since only scattering-out terms need be
evaluated, but also demonstrates in a very clear
fashion the well-known result that, although both
spin-dependen: and spin-independent scattering
broadens each level, the spin-dependent vertex
correction doubles the longitudinal-spin relaxation
rate, while the spin-independent correction exactly
cancels the spin-independent relaxation rate.
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APPENDIX A

The most formidable expression resulting from
the first step of the algebraic rearrangement seems
to be that in Eq. (3.5a), which has arisen from the

|
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second-order-in-J off-diagonal coupling in the
electron vertex equation in Fig. 7. These, the
fourth and fifth terms in Fig. 7, are represented
by algebraic expressions as follows:

2 {@ee™®/V22)Gpli(v +v0)) G pu(iv) (€ T2/2N) [G prg, oli (v + v0)) Coli (v +v"))

vav? st ?,04a

= Gpagyoli (v 4 v = V') Coli (v + v ") As (@', i (v + vo))}

= (W= ivg) 20 (£0e®/28Z5) T/N[Gu(iv) = Gpyqoli (v + )] [G pug, i (v + V")) Coli (v +v'"))

Vieoo

= G pog, (i (V+ o= V")) Coli (V' + ")) ] (cNgo/V 2) Agi', i(V' + vy))

+ (we— iVo)-l Z [Eest(i(y+ VO)) + Z;eli(i(l/“" V(l)) - Eesl(iV) - z:ell(i”')] { ‘ }' )

Viese

(A1)

where the identity Eq. (3. 1) has been used, and the last parenthesis { - -} represent the starting expression

in the same parenthesis on the right of the summation symbols.

variables iv, v’/ finally yields

& e <i>2 D

gs(we=1ivg) 2Z3 \N/ ,,p0,000,0,0

Summation over the internal frequency

(GG +10) Gpug, i (v + V")) Coi (0 + "))

+ Gpi(V) G pag, oG (v +vo = V")) Coi (V) + 1)) = Gi(iV) G pug, (G + V")) Co (e (V" + 1'7))

= Gpali(V + 1)) G pug, i (v + vo = ")) Co(i (v + v'))]

cg N . ]
%— AV, iV +vy))

L Y Bl ve) + B0+ 1)) = Dessliv) = Bens@)] {-+ -}

+ T
We = Vg Vieos

~ 2, e ( J > f s (f*(M 2009 f1 forgso + A+ 509 fo1 Fragia

T g (W,—ivg) 2Z, \'N,

. f+(>" %Ows)f;m‘i;. +f-(>‘+ % ws)fl-rq,af;l _

vha,0

I e
€pt = €ppq o+ M+ 20Ws — E(V + 1)

L' A+ 200,) f1 frague + [~ N+ 200 £ fhuao

1 N}
€P+q,l7— EP“F A—- 20w — Z(V +V0)

—

A— %ows) f;-m.of;t

T .
€pi = €ppg,ot A+ 30Wg — 11/

L O=300) fhae fr+

€prayo = Epr+ A-3

2

—
wg — iV

where, for summation purposes, the dressed prop-
agators have been replaced by their “bare” values.

The first bracketed term in Eq. (A2) is the ex-
plicitly written out expression in Eq. (3. 5a) in the
text, and the second terms, a contribution to the
full vertex A,@iv, i(v+vy)), is incorporated into the
second term on the right-hand side of Eq. (3. 5a),

After an additional summation over the momenta
label and the spin 0, the first term of Eq. (A2)
reduces simply to

[~8e /8s(we—ive)) 27 €%/ Z,)
X [Z&E(w+ve) + ZE (G + vy))
- 28&(iv) - Z&V3v)]
X (cNgs/V2) Asliv, iv+vy)), (A3)

which is the expression in Eq. (8. 5b) in the text.
Thus, proceeding either algebraically or, fully

g, 80 vo) + (@0, i) Z L)
(A2)

[

equivalently, diagrammatically as pictured in Fig.
9, all terms in the vertex equation Fig. 7 are ex-
pressible exactly in terms of the self-energy-like
quantities solely. Had the summation been per-
formed over the dressed propagators, the self-
energies would have been dressed, i.e., evaluated
in a self-consistent manner.

APPENDIX B

By the second step of the algebraic rearrange-
ment, resulting in replacement equations (3. 6)-
(3.13), the self-energies of a two-particle charac-
ter are factored out of the summation over inter-
nal frequencies appropriate to the dynamic suscep-
tibility, They are expressed in terms of the one-
particle self-energies with certain arguments,
which can be interpreted in terms of the energy
conservation requirements for the two-particle
processes. They correspond to the believable ar-
guments of the two-particle self-energies as ob-
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tained by direct calculations by Orbach and Spen-
cer.® The inhomogeneous terms which arise are
appropriate to the propagators associated with the
intermediate states involved in the corresponding
self-energies.

The summations to be carried out involve terms
of the type

(cgse®/V22) 2 {Z&0 (v +v0) Asliv, i+ vo))} .
v (B1)
In general, the second-order one-particle self-
energies [Eqs. (3.1) and (3. 2)] display frequency-
dependent denominators, such as
NE)
€pyo+ M+ 30— i(V+ V)’
(B2)
where N(Z£V) stands for the appropriate combina-
tion of the Fermi functions in the numerator of self-
energy =@ A similar expression to Eq. (B2) is

DEiwvy)) = L

prase Epraso —

|

cgse™ NEE)

1+ 24,,(Ev)C.(v)

2187

written for all other self-energy contributions.
The vertex function in Eq. (B1) can be written

Ay, i(v+vg)) = Coi(v + 1)) C(@v) Ts(iv, i(v +vy)) ,

(B3)
where
Ls(iv, i(v+vg)) = 1+ (J/N) Z) AEv', iV +vg))
+ /NP () (B4

and where the last term on the right-hand sideis of
the order J2 and represents the vertex correction
and the second-order off-diagonal diagrams.

The two-particle character of the self-energies
is obtained by applying the identity (3. 3) to the
product of the denominator of the self-energy in
Eq. (B1) and the propagator in Eq. (B3) which has
spin opposite the self-energy itself. The particu-
lar exemplified term above then becomes

- C,(iv) -
ﬁzs viprase Eprgyo = Ep,ot Ws— 1V (

= cgse? {L‘zz,’(w A= 3w 2 Ay, i(vevg) = 2o
«/—223 se 0 S » S ’ 0

X C(i(v +vy))

Al

_1- .
€praro = €po+ M+ 3Ws = iV + V)

)c.(i(w vo) Taliv, i(v + )

NEE) 1+ 24..6v)C (V)]

T s
VeDr@s0 (€p+q,o - Ep,o + We— 7'V0) [Epw.o_ €p0 t A+ 2Ws = Z(V“" VO)]

2J Z gg API(Z‘V,, i(V'+ VO))+ (%{]—)2 (. .o )]} . (Bs)

gegsN »*

For a single v, p, g, and 0 one now transfers the common denominator from the right- to the left-hand side,

@1)

and after using again the identity (3. 3) for the product of the denominators of the self-energies Zgs, (((v+ vy))

and 2 one then obtains
Bx 21
. gse N(Z%e) L.

€ - -
( prarg = €pyo + Ws ivg) 2z, (€p+q,u— €50t Nt 10, — iV 1 Vg) A(iv, i(v +vy))

. 28 C.G , LGy i 2.,

- Cgse N(Eﬁif) As(l.l/, l.(V-i-VO)) - f(l(v"' VD)) [1+ (ZJ/gegsN)EP (ge/\/—él)A (“} ’ Z(V + VO))+ (J/N) ( )]
V2Z, €pigyo— €pyo + M+ 2Ws = L(V + V)
N@E &)

(1)
_[ st +
€piay0~ €pyo + Atz 2Ws — i(v+ Vo)

2'1at 0 Eptagtyor = Eptyot — Ws— €pugot €p,0t LV

Yy - 1 .
Nt 3Ws+ €ppg o= €p,6— (Y + V) €poaqt ot — €pr gt + A= BWg — IV
2t
> NEE) < 1 1 _ 1 )]
ptyo! EP'+Q’A - eplg— ep,,q'g'F ep'0+ ZVO A+ 2Wg + Ep $3,0 EP,U (V+ Vo) e?'+a'* - €p'f+ A+ 2Ws— 1tV

On the right-hand side of Eq. (B6), a contribu-
tion involving the self-energy 2/ with a fixed ar-
gument, that is,

o 1
Zgei(— Vg + €puq— €p+ At 3 W)

X Ag(iv, i(v+ Vo))} - (B6)

r

can be identified. First, these terms are trans-
ferred to the left-hand side of Eq. (B6), which
yields a bracketed term

. . i
[E.M-q,a ~ €pyot Wy =1V +Tgei(= iVg+ €pyg— €+ Nt Zws)] ’
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and secondly, the whole bracketed term is trans- and rewriting the self-energy numerators explicit-
ferred back to the right-hand side. Then, upon ly, one obtains
performing final summations over v, p, ¢, and 0,
J
(€g.e™/N2Z,) 20 [2ERW+vo) Agliv, i+ vy)]
14
B ¢
- LA Z(ex?elf)(lyﬂ" %ws + A= Z;set(_ i%"' €pg— €p+ A+ %ws))z g-s As(iyy i(V+V0))
z, v V2
_ e 5 (—J ) PO = 30) o 50t S Ot 309 o oo
\Fézs praro\ 2N €prayo = Epyot Ws — Lo+ Zges(=ivg+ €pug— Ep+ A+ W)

Crliw+ Vo)) [1+(2J/8,85 N) 5pe(80/V 2) Mpeliv’, (v +v))+ I/NY(. .

3]

x %3 [ (gs/V2)

€P+q o

— €0+ Mt W5 — L(V + V)

(J/ZN)z [ﬁ(?\— %ws)ﬁ’w',o'f;',a' +f-()\‘ %ws)f;'bq’,u'ﬁ'.u'

) (
P‘ Yq'DO'

1
(A~ zw5+ €prag? ot = €pt 50

(J/N)? [f(x+ ’é‘ws)f;:,qxf;t +f (A + %ws)fl;-mtf;;t]

= 8V) (€progp 00 = €pt, gt = Wg = €ppq o+ €p, ot LV0)

I .
(At 2Ws+ €prpqrs = €pry— iV)

which is Eq. (3.6) in the text.

The interpretation of the second-order terms,
as well as the products of the third order in J, is
given in the text.

From their explicit form, as displayed for some
of them in Eq. (B7), it is possible to infer the
meaning of the fourth-order terms. The numera-
tor and denominator of the very last fourth-order
term in Eq. (B7) can be identified with the energy
conservation requirements of the overlapping (in
time) scattering processes, occurring to each of
the two particles involved in the two-particle propa-
gator, as illustrated in Fig. 13(a). Such a dia-
gram can be interpreted as an “indirect” fourth-
order two-particle self-energy, similar to the
“direct” two-particle self-energies which arise
from the single-particle self-energy illustrated in
Fig. 13(b). Since the latter self-energies were
not included in the analysis from the beginning, it
is consistent with the declared degree of accuracy

|

>As(z'z/, i(u+u0)):, , (B7)

(€pt1qts= €401 = €paqyo+ €p,0+ IV0)

[
to omit these fourth-order terms.

The fourth-order terms which arise from the
overlap of the self-energies and second-order off-
diagonal vertices [therefore contributing in Eq.
(B7) a term proportional to (J/N)*A(iv, i(v+vy)),
which is not explicitly displayed, but hinted by the
parenthesis /N .. )], if evaluated, would make
second-order contributions to the internal field.
Overlap of the scattering processes, represented
by the vertex corrections and the self-energies,
gives effects in exact parallel to those arising from
the overlap of two self-energies, displayed in Eq.
(B7) and discussed above.

Following the same procedure for all other terms
analogical to Eq. (B1), the corresponding equations
similar to Eq. (B7), are derived. Upon taking
limit A= and using the approximations as de-
scribed in the text, the replacement equations
(3.10)—(3. 13) are obtained, where the values of the
inhomogeneous terms involved are as follows:

»

(J/ZN s,u (f}:-a-q.o’ f;.u')/ €prgyot Ep,u')

5 (22)
=sey0

sgno 25

bras0”

(1= 0 (b, = ivg) - L5

= (28)

’
€P+q'al €p, o0 + W — ZVD

(J/N) (fpx-qtf;l st_fm-affp‘ s*)/(emq'_ 60,— w )

sgno 20
b2X'4

'-'se,c(x— 0(%‘% - iVO)) =

cg?
2

cglJ?
2N

= (21)
Fiesypy0

(€p,-g+10Vg)= sgn

= (28)

€prgt— €Epi— ZVD

0'<52>Z> (f"U f;m,o)/(emq—q’

ePl - ZGVO

’
€1>+a,0

2) (f;); [+ fpi-q,-cr) Sgn0<sz> ( Dy o‘fl»q, -u+fp.cf;+q, =0

. Ja sZ S
Hes,p,a(eg, -U+ZUV0): ZN > ( (ep
a Qg

oo™ €p,g+ TWs )[ep-m_ €#+0(w —ivg)
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~ geH (<hz> C,(hz>2)(f;,o fma.o)/ €pig,0~ e).o)
E&, o(€p,m+10V) = oN sgnoz €pra, 0= €p,mg — L0V ’
-y C'goH? s~ (24 1) (0= Fosgs=o)/ (€psgsma = Eny0)
B i00(€p,ma+ 10V0)= ON Z e €y iovy . (B8)

All other quantities in the replacement equations
(8.10)—(3. 13) are defined in the text.
Interpretation of the terms =’s and Z’s goes
along the same lines as for the terms =& and =&
in the text. The longitudinal parts of the local-
spin self-energies have associated with them as
an intermediate state the propagator (a;,fq'(,a,,(I
XS8*(7)S"), the transversal parts the propagator
(@} .04, S%(1)S7). Similarly, for the electronic-
local-spin self-energies, the intermediate states
I

8D (wo+is)= (I [(we— ws) In | D/ (wo=w) | + (2D = wp+ W) In2 + im(wy~

set

associated with the longitudinal and transversal
contributions are characterized by the propagators
(S%%(1)07) and (S*0i(1)07), respectively. Finally,
for the electronic- lattxce terms the propagators
(ho0y(1)07y and (h'0%(T)0") are relevant,

APPENDIX C

Low-temperature evaluation (w,, w, <ET) of the
quantities appearing in Eqs. (3. 20)-(3. 22) yields

(-05)/(1 _e-B(mo-ws))] ’

28 (wy+is) = (pJ)? [weln |D/wg+ (2D = wo+ w,) In2+imwy/ (1 - e ™90)] ,
ZED(wo+is)= (pJ)? [(wo=— ws) In|D/wg = w| = (2D = Wy + W) In2+im(ws ~ W)/ (1 - eP@s™0)] |

TED(wy+is)= (pJ)? [weln |D/wg| = (2D = w, + wy) In2 - imwe/ (1 - e@0)] ,

ZEV0P, woris)=

Z50(D, woris)=2incpd® (S3)

DENp, wo+is)=cpd?[- 2(S,)In|D/(wo— ws+0€,, )| +im(S% + s2) = im(S,) tanh(3(wg— w,+ €,,))] ,

Zel,c(p: w0+z's)=i1rc’H2 [2((hi>_ cl<hz>z)+ (hozr + h32:>] )
Ege = c82(0J)22(S,)/ (ws = wp) [wsln |D/w, |- weln |D/wy|— (ws— wp) 1n2] ,
Bos = C8H0I)22(S,)/ (W, — wg) [wIn|D/wg| + (wg= wg = p) In|D/ (g = g = w,) |+ (w, - wo) In2] ,

Il

APPENDIX D

The aim of this appendix is twofold. First, it
shows the equivalence of the spin-orbit scattering
Hamiltonian and the model Hamiltonian ¥C,; intro-
duced in Sec. II in the way it invokes relaxation
effects in the present problem in the presence of
large-impurity-potential scattering. Second, the
diffusion term which was introduced in Sec. IV is
derived, The two calculations are combined not
because they are interrelated but because of the
mathematical similarity of the two problems.

The amplitude of the impurity-potential scatter-
ing and the spin-flip scattering due to the spin-
orbital interaction is given by"!

-~

W, K)=Ak, &) 1+iHE, &) [kxk’']- &, (D1)

where 1 is the unit matrix, the 0’s are the Pauli
matrlces for the electronic spin, a=x, y, z, and

k and K’are unit vectors of the electromc momen-
ta. The scattering amplitudes A(k, k') and H (k, k')
will be assumed to be independent of k and k’,

el=0.

[
first, because in practice the interactions are ex-
pected to be short range in the configuration space,
and second, for mathematical simplicity.
The corresponding Hamiltonian is written
¥or = (A/N) 24 al . oagoe'ia'ﬁi

4 -
i,0,k,Q k

kel
+

o

.

p+a,0  p' A

p'A PsO p'+q’ ¥
W\W
3 v v

(a) (b)

:W<

{1

2
Q

!
N

D
o
o

FIG. 13. (a) Overlapping self-energies; (b) fourth-

order one-fermion self-energies.
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FIG. 14. Noncontributing vertices.

+ (H/N) Z*{[(cosesine’e"’“"
iykyq

- sinfcosb’ e™%) 35, + c.c. ]

+ i[sinf sin’ sin(@’ - 40)]55} e, , (D2)

where the vector § is given by =k - k’ and where
the spherical cogrdinates for the vectors k and k’
have been used [K= (sinfcos¢, sindsine, cosb)].
All other quantities have been defined in the text,

The Hamiltonian (D2) gives rise to self-energies
and various vertex-correction-like diagrams. By
induction, none of the iterated spin-flip type ver-
tices shown in Fig, 14 contributes to the suscep-
tibility. The self-energies and those vertex correc-
tions which do not flip spin are similar to the self-
energies and the vertex correction diagrams in-
duced by the rotationally invariant model electron-~
lattice Hamiltonian, Eq. (3.4) in the text. How-
ever, owing to the matrix elements involved, the
spin-orbit vertex scattering is found to be angular-
ly dependent,

]
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13

In order to investigate the diffusion term, the

d # 0 susceptibility x™(w,, ) must be calculated.

It will be assumed that |§[<« kj and that |3 - Kz

<« (the total single-electron scattering rate),

which includes all spin-dependent and spin-indepen-
dent contributions.

The rederivation of the equations of Sec. III is
then straightforward. The modification needed
to evaluate the d-dependent susceptibility using
the present mathematical framework is the
substitution €3,~ €3,3, everywhere it appears in the
vertex equations. For small |§], this replace-
ment is approximated by €3,~ €3,+V,* J cosa,
where v,= |Pl/m and a is the angle between the
vectors p and 4. It is convenient to define suscep-
tibility x;7(q, ive; 0, ¢; @) as the total susceptibility
of the electrons with a given direction, i.e.,
summed over all lengths P! of the electronic mo-
menta, It should be noted that « is not an indepen-
dent variable; for a fixed § it is a function of 6 and
¢. For simplicity and to avoid lengthy equations
in this appendix, use will be made of the reader’s
knowledge of Sec. III. It will be then assumed that
those parts of the exchange self-energies which
are functions of the || are unimportant and they
will be evaluated, as well as some other terms ap-
pearing in the resulting equation on the energy
shell €. The real parts of the self-energies will
be incorporated into the single-particle energies.
The off-diagonal electronic-local-spin terms re-
main unchanged. With the understanding wy— w,
+1s, the following equation is then obtained:

(o= wo) Xa(d, wo; O, @; @)= (2/8T) ((1es) = (non) = vpGeosa{xi (@, wo; 6, @, @)~ (1/4mxg[1+ 2" (wg)]}

+4Im[Z ;4 (€p+ Wo) + Desr(€p+ Wo) = Z44(€p — Wg) = Zogi(€p — Wp)]
x{x3"(@, wo; 6, @; @)= (1/4m)xS[1+ A X3 (wo) [} = i Im[Z (€5 + wg) = B2 (€5 + wy) - Zi(€p— wo) + 28 (€5 — wy)]
x (1/4m) 92 {x2°@, wo; 6, @5 @)= (x3/4m) [1+ X x3(wo) I}

’w'

+i Im{ [§(1 + cos®6)] [Eéﬁ)(ezﬁ wg) =% (ezlts)(eF— wo)]+ [5(1 - cos?9)][Z (e?llf)(EF+ wo) = Z (ezlts)(ep - wy) ]t

X {Xe(fl’, wO; 9; (ﬂy (Y) - (1/477) Xg [1 + )‘Xs-(wo)]}

+ 1 Im sin0 [2 & (€p + wg) - B &) (€5~ wy)](1/4m) 9‘2 sin®6’ sin®(@ - 0" ){x:"@, wo; ', ¢'; ')
le

where
Zi,0(we) = (A%/N) 22 (€prgyo = o)L, (D4)

Ee(?,l;(wo): Zii,-q(w()) = (HZ/N)E (€b+q,c"' w(])-l 3’

’ (D5)
and where the remaining quantities are defined in
the text. The approximations ReZ, ~0, E, =0,
and = = 0 have been made, all of which are valid

~ (1/4m) X1+ (w0 JH+- -+, (D3)

r
for w,, wy, RT <€p. The first term in Eq. (D6)
is the inhomogeneous term, the second term is the
diffusion term. Its form is again that appropriate
to the local instantaneous field, and it has arisen
by making the approximation

21 (*(€p) = S*(€psar)) = (1/47) [(nes = na) +p ¥ +
151 (D6)
in both the simple outgoing electronic vertex and
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the one coupled by the direct spin-flip to the local-
moment vertex. Since the principal contributions
to the summed equation come from around the
Fermi sphere, the usual approximation has been
made that ¥, Vz. The third and the fourth terms
in Eq. (D6) are the usual self-energy and vertex
correction contributions due to the s-d interaction
and the impurity scattering. In the followingterm,
the factor 3 has arisen from the angular averages
over the vector I?’ involved in the one-fermion self-
energies. The angular dependence of the last
vertex correction term indicates directional depen-
dence of the spin-orbit scattering. The dots stand
for the remaining off-diagonal electronic-local-
spin terms [see, e.g., Eq. (3.5b)].

Consider first the case when §=0. Some simpli-
fications can be made. For a constant density of
states near the Fermi surface

ImZ g1, (€p+ wo) = — IMZ o1, (€p ~ W)

for both longitudinal and spin-flip contributions.
This equality permits the combination of the angu-
lar factors in the electronic-orbital self-energy
term in Eq. (D6), the result of which is no net
angular dependence of this term. By iteration,
there is no dependence on the angle ¢. Hence, the
total angular dependence remaining is determined
by the orbital vertex correction term solely and

is given by the proportionality factor sin®6, The
electronic susceptibility must be of the form

4mx;"(wg, 6)= X" (wo) + 5in0 x57(wg) - (D7)

Substituting this form of the susceptibility into
Eq. (D6), the comparison of the right- and left-
hand sides of the resulting equation yields the
following pair of the coupled linear equations:

= (285) () = (nen))
+ Im[295.+ 28 4 Dt BE,

+9 (Eelt"' Zzeiu) +9 (Zeu'*“ziis)]

X X5 (wo) = Xo[L+ M5 ™(wo) I}

- (24/3)Im[Z u+z’it+2es'+2§ét]x “(wo) +
(D8b)
ihn[zi'+zi'+zest+ Zgst

(we - wo) X;-(

(we= wo) X5 (wg) =
FEE+ 28+ G v ) EEN 2 E)]xe(wo)
+ (@/3) m[Z )+ 2E)]
x{ X5 (wo) = xS [1+ M ()
where
= (1/417)82 sine’ sin(¢ - @)
1ot

and where the self-energies ImZ, and ImZ, stand for

[+ ImZ,(€p+ wg)] and [~ ImZ,(€x — wy)], respectively.

The set of Eqs. (D8) can be easily solved. If

the key approximations,
ImZ; >»>ImZ,, ImZ, |we— w0| ,

i.e., that the single-particle cross section associ-
ated with the impurity scattering is much bigger
than all other cross sections in the problem and
also the difference between the external and reso-
nance frequencies, all of which are well satisfied

in practice, the following results are obtained:
(we - w()) Xe-(wo) = (%gg) (net - net>+ () Im(zes+ Zsl)

X{Xe wo) Xe[l"')\Xs- 0)]}+

(D9a)
X (wg) = (- %Imzi) Im(Z (ez‘z') +2 (ez1lt))
XX (wg) = X0 [14 03 (o) T,
where
ImZ o = Im(Eesf + E(esf + Ees + ¢ est ) )
ImZ,, = ImdEE+2@) G 2@y (D)

ImZ; = Im(Z;,+2;,) .

From Eq. (D9b), it is seen that the angularly
dependent component of the susceptibility is small
as compared to the angularly independent suscep-
tibility; the parameter of small size is the ratio
Ze1/Z;. This result expresses the fact that a
strong potential scattering redistributes the vec-
tors of the electronic momentum quickly over the
Fermi sphere, thus suppressing the directional
dependence of the susceptibility which would have
arisen due to the spin-orbit scattering. The re-
sult (D9a) would have been obtained had it been
assumed a priori that the susceptibility (or vertex
function) were angularly independent, Namely,
it is found that the vertex correction term doubles
the angularly averaged longitudinal self-energy
contribution to the relaxation rate. The identical
result is obtained from the electron-lattice model
Hamiltonian introduced in Sec. II in the text if the
averages involved are defined as

=0, (D10)

- 2
@ey=2(1/am) T cos’o) - §
6s0

for a=x, v, z, This correspondence justifies the
earlier statement made in Sec. II, that is, that in
the present problem the model Hamiltonian C,;
represents correctly the relaxation effects due to
the spin-orbit coupling of the conduction electrons.
The diffusion term vyg cosa is included using
similar methods. For a given g, the vector p can
be thought of as determined by the angles 6 and a.
Hence, apart from the sin®0 dependence, the elec-
tronic susceptibility vertex can be expressed as a
power series in cosa, Upon substituting such a
series into Eq. (D6), an infinite set of equations is
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obtained. Before writing these equations down, it
is observed that the # summations remain unchanged
and that the exchange and spin-orbit vertex correc-
tion terms do not contribute to the diffusion, being
small when compared to the impurity scattering
contribution by assumption. The electronic-lattice
problem may be then solved independently, and
hence for the diffusion problem the model Hamil-
tonian of Sec. II in the text can be used with the
(D10) values for the averages involved. For the
expansion

4m x5 (wo, G @)=X"(wo, @)+ cosa Xy (w,,d)
+eosaxi;(w,, §), (D11)
the following infinite set of equations is obtained:
(we = wo) X" (wg, @)= (282) (Mer ~ Mer)
+1IM(Z o5+ Zop) {X5(wo, §) - Xg [1+ x5 (wo) I}

- (@/3ImZ;) [xza(wo, §)+ %xf;;(wo, Q)+--- ’
(D12)

(we - U-’o) X:«-(w(]’ a) = - qu{X;-(wU ’ a)
= X901+ MG (W) JF+4 ImZ; x5 (w,, §), (D13)
(Wo =~ W) Xpa(wp, @)=~ vpq Xa'(wo, §)

+iImZ; xba(w,, §), (D14)

E. BARNES AND J.
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where only the leading impurity vertex terms
(ImZ; x%) have been kept, the products Im(Z ¢
+Z41) Xo being unimportant for diffusion. Higher-
order angular components are determined by equa-
tions of the same form as Eq. (D14), their small-
ness is given by powers of the ratio vpq/ImZ; .
For

Im21 >>Im291, Imzes, 'we_woly a sz

they are indefinitely small and the leading angularly
independent susceptibility is given by

(we = o) X (Wo, @)= (382) (Nes = ey +iq% %/ (3ImZ;)
+1IM(Zeg+ Zgy) {XQ'(wo , 4)
- xe 1+ (wo) b+ - - -

Equation (D15) is of exactly the same form as Eq.
(4. 2) in the text, except the diffusion term

z‘qu{xe'(wo) - Xg [1+ KX;-("-’O)]}

has been added to the right-hand side everywhere
the self-energy Z.; appears. Its form is again
appropriate to the local field and the constant

(D15)

(D16)

D =v%/(3ImZ;)=$0iT, (D17)

is the usual value for the diffusion constant.

*Supported in part by the National Science Foundation
under Grant No. 21290 and the Office of Naval Research
under Contract No. N00014-69-0200-4032.

'H. Hasegawa, Prog. Theor. Phys. 21, 483 (1959).

2H. Cottet, P. Donze, J. Dupraz, B. Giovannini, and
M. Peter, Z. Angew Phys. 24, 249 (1968).

’R. L. Orbach and H. J. Spencer, Phys. Rev. 179,
690 (1969). T

‘D. C. Langreth and J. W. Wilkins, Phys. Rev. B 6,
3189 (1972).

*W. Gbtze and P. Wolfe, J. Low Temp. Phys. 6, 455
(1972).

X. sasada and H. Hasegawa, Prog. Theor. Phys. 4,
1072 (1971).

"P. W. Anderson, Phys. Rev. 124, 41 (1961).

8See, for example, A. A. Abrikosov, L. P. Gorkov,
and I. Ye. Dzyaloshinskii, Methods of Quantum Field
Theory in Statistical Physics (Prentice~Hall, Englewood
Cliffs, N. J., 1963).

A. A. Abrikosov, Physics 2, 5 (1965).

07, Izuyama, D. J. Kim, and R. Kubo, J. Phys. Soc.
Japan 18, 1025 (1963).

* Mgee, e.g., P. Fulde and A. Luther, Phys. Rev. 175,.
337 (1968).

123, E. Barnes (unpublished).

3. J. spencer, Phys. Rev. 171, 515 (1968).

40ne of the aims of this paper is to give precise ex~
pressions for the relaxation rates, which requires, with
the present one-particle approach the determination of
the arguments of the two-particle self-energy-like con-
tributions unambiguously and the performance of the

summation over the internal frequencies involved in the
evaluation of the susceptibility. The standard methods
(see Ref. 20) for solving vertex equations, which involve
the partial fraction of the product of two Green’s functions
and the appearance of frequency dependent self-energies
in the resulting denominator, the analytic continuation
and complicated integrations, would have required too
many restrictive approximations for the present study.

15The same conclusion has been reached in the paper
by J. Zitkova-Wilcox, R. L. Orbach, and B. Giovannini,
Phys. Rev. B 4, 4306 (1971).

8compare also with calculations of Ref. 3.

17Hasegawa (see Ref. 1) in his original paper proposed
the relationship M,/Tos=M;/Ts., where M, and M, are
Hasegawa destination vectors. Cottet et al. (see Ref. 2)
preferred, as a condition for a positive definite absorp-
tion for equal g factor, relation X3/Tes=x1/Te, where xJ
and X 2 are the unenhanced static susceptibilities.

8A. G. Redfield, TBM J. Res. Develop. 1, 19 (1957);
L. L. Hirst, Phys. Rev. 181, 597 (1969); see also C.
P. Slichter, Pvinciples of Magnetic Resonance (Harper
and Row, New York, 1963).

BFor discussion of the bottleneck see, e.g., Ref. 1
or J. Dupraz, B. Giovannini, R. Orbach, J. D. Riley,
and J. Zitkova-Wilcox, Magnetic Resonance (Plenum,
New York, 1970).

Ngee, for example, T. Holstein, Ann. Phys. (Paris)
29, 410 (1964).

1B, Giovannini and R. L. Orbach, Phys. Rev. B 2,
4517 (1970). -



