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It is shown that Mott-insulator (or semiconductor) state can become unstable to the forma-
tion of Cooper pairs. The transition between the states can be either first or second order.
The ferroelectric instability of the Mott insulator is also discussed and a spin-analog model
is presented that can account for all three thermodynamic states.

I. INTRODUCTION

The strong correlation effects that appear to be
present among electrons in partially filled orbitals
in certain organic substances [e.g., those contain-

ing tetracyanoquinodimethan (TCNQ)] suggest a de--

scription in terms of a Hubbard model.'»? An ad-
vantage of this description is that it incorporates
the Mott insulator® as a possible ground state for
certain organic semiconductors. The simple mod-
el does not allow for electron-phonon or electron-
exciton interactions which may be important in de-
scribing the equilibrium and transport properties
of a particular material. A novel feature of the
organic systems is that thermal promotion of polar
states may occur at reasonable temperatures,?
quite unlike the situation in the transition-metal
and rare-earth compounds.

Given that the Mott insulator represents the nor-
mal state of the electronic system (i.e., the Cou-
lomb repulsion is much greater than the bandwidth
in the half-filled-band Hubbard model), we inves-
tigate the instability of this normal state in the
presence of interactions extraneous to the Hubbard
model. These include indirect interactions via
phonons or excitons, as well as electron-electron
interactions not included in the Hubbard model. A
consideration of these interactions is important in

attaining an understanding of the complex behavior
of these substances, as is indicated by experiment.
Further, the theoretical investigation represents
the first in which the short-ranged Coulomb in-
teraction is treated exactly in a model supercon-
ductor. The principal result is that the Mott in-
sulator (or semiconductor) can become unstable to
Cooper-pair? formation below a certain transition
temperature. It is also found that the phase tran-
sition can be either first or second order, depend-
ing on the parameters, The possibility of a ferro-
electric instability has also been considered, and
it has been found that, within the molecular-field
scheme, the phase boundary between the ferro-
electric and superconductor is independent of tem-
perature. It is also seen that the competing inter-
actions that lead to ferroelectricity, or supercon-
ductivity in a strongly correlated electron system,
can be represented in terms of a spin-analog

model.

II. INSTABILITY TO THE SUPERCONDUCTOR
The Hubbard model® can be written
Hy=52:C},C;,Cl.C, +20 ,,Cl, Cjo (1)
i 1,7

where C,;, destroys an electron on site R; and spin
o and [; and ¢;; are the intrasite repulsion and hop-
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ping strength, respectively. The interaction that
leads to the Cooper-pair instability is written

Hy= - (IZ/N):E; ctl,cl.cc, . @)
Here I,>0 and N is the number of Wannier sites.
The philosophy of writing the interaction in this
form is much like that of the BCS reduced Hamil-
tonian.® Rather than try to give a complete ac-
count of the interactions in the electron-phonon (or
electron-exciton) system, we consider only that
term responsible for the instability in the normal
system. H, can be derived from the BCS reduced
interaction by transforming the latter to the Wan-
nier representation and observing that, in a very
narrow band, many % states are within a Debye en-
ergy of the single-electron energy excitations.
With the familiar assumption that the matrix ele-
ment of the interaction is momentum independent,
one arrives at H,. Another interaction, leading to
a ferroelectric instability, will be discussed later.

The thermodynamics of H; + H, can be obtained
easily for £;;=0. This is partly due to the fact
that H, is exactly treated in terms of the molecular
field.” Consequently, in the Wannier-site notation,
the effective Hamiltonian (or trial Hamiltonian for
the variational principle) is the sum of single-site
Hamiltonians, Since H, is already of the single-
site form, one straightforwardly treats the strong
Coulomb repulsion exactly in this superconductor,

The effective Hamiltonian for the jth site can be
written

sget.=1cl,c,,Cl.C, ~LaCl,Cl +a*C,,Cy)

where o= (C;, C,;,) is evaluated self-consistently
by taking the thermodynamic average (in its defini-
tion) with the effective Hamiltonian. ¢ is seen to

" be the off-diagonal order parameter related to the
Cooper-pair instability.

The effective single-site energy levels (including
the chemical potential term, since we work in the
grand canonical ensemble) are the eigenvalues of
the following matrix:

sty - n(cl e+ clicy)

0 0 0 -DLo*

0 -u 0 0

0 0 -pu 0
-La 0 O

®)

Il—2u

Here the matrix elements are taken in the four
states of occupancy of the single site. If the state
10) denotes an unoccupied ith site, then these
states are 10), C1,10), ci,10), ci,cl10). Other
operators can be cast in this representation as
well. For example,

[0 0 007
0100
CLCit= ’
0000
[ 000 1] @
0 0 0 17
0000
Cy.Cyr = .
0000
[ 000 0|

The partition function is obtained as the product of
the single-site partition functions and the chemical
potential is then fixed to give one electron per site,
on the average. The partition function is

Z=(2eP 4 g B+ 4 g B
where
€= 3L -2p+[(5 - 2p)% +4(0)* o| 212 .

From the eigenstates of Eq. (3) and the matrix
operators of Eq. (4) it is found that (u;, )= (n,,)
=4 for u=4I. The partition function becomes

z={2[1/ 2+ cosh(Bh| o)} .

For I,=0 this expression reduces to the partition

function® of the zero-bandwidth Hubbard model.
The thermodynamic average of ¢ can be found

in the same manner and one finds the condition

A sinh($ pA) %)
— b
I, e™1/%{cosh(ipa) .

where A=2L| al. An upper bound to the free en-
ergy is obtained from the well-known inequality
F<(H=3%e)—kTInZ. In this case H=H,+H,
(with #;=0) and 3C,e, =2;3C%,,. Again the thermo-
dynamic average is with respect to the equilibrium
ensemble with 3C,,. (If we treated ¢ as a varia-
tional parameter in 3C,,, then formal variation of
« leads to the condition o =(C,,C;,), i.e., the
definition given above.)

Numerical analysis of Eq. (5) yields the solu-
tion A =0 as well as nonzero solutions for certain
values of the parameter. The former solution
corresponds to the thermodynamic state of the
Mott semiconductor and the latter to the supercon-
ducting state. We determine the state of the sys-
tem as that which minimizes the variational bound
on the free energy.

It is indeed found that the Mott semiconductor is
unstable to Cooper-pair formation. Figure 1 shows
the region of the phase diagram in which a nonzero
solution of Eq. (4) minimizes the upper bound to
the free energy. For large I; the system is a Mott
semiconductor at all temperatures. For I, /I,
<%, there is an instability in the Mott semiconduc-
tor to the superconductor. At larger values of
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FIG. 1. Phase diagram for the superconductor vs
Mott semiconductor. To the (left-) right-hand side of the
intersection of the dashed line and the phase boundary the
transition is (second) first order.

I, /I, the transition is first order and only be-
comes second order below a certain value.’ At I,
=0 the transition is second order and the model
reduces to the zero-kinetic-energy model of a
superconductor studied by Wada and Fukuda.'

We do not expect that small but finite bandwidth
will qualitatively alter these results, at least for
the case kT,>(1/I) 2, t?,. Here T, is the transi-
tion temperature defined on the phase boundary in
Fig. 1. A finite-bandwidth generalization of this
system can be obtained by modifying the Gorkov
Green’s-function equations® to include the Mott
insulator. This is done by replacing the normal
free-electron Green’s functions that appear in the
Gorkov equations by adding a self-energy part to
the former such that for I,=0 the solution goes
over to that obtained by Hubbard® for the Mott in-
sulator. The self-energy part is given by

Z(w) = 3hw/(w - 3h) ,

and the normal Green’s function undergoes the
modification G*~ G*' - Z(w). The detailed struc-
ture of the single-particle spectrum is complicated
by the fact that there are now four poles of the
Green’s function. This is due to the fact that the
Hubbard Green’s function contains two subbands
and the pairing interaction I, mixes states of these
subbands and gives rise to an additional splitting.
The instability of the Mott insulator can be un-
derstood by recognizing that under the condition
pI,>>1, where p is the density of states ~ (band-
width)™!, the superconducting state can exist but

13

that with I;~I,, one has pI;> 1 and the normal
state is a Mott insulator. In this connection, we
note that Little!? showed that if a gap exists be-
tween occupied and unoccupied states in an ordinary
semiconductor, the system can become unstable to
superconductivity if the zero-temperature super-
conductor and semiconductor gaps are comparable.
In the Mott insulator the gap is not due to crystal
structure but electron correlations. One conse-
quence of this distinction is the first-order transi-
tion in the present theory.

II1. INSTABILITY TO THE FERROELECTRIC

We now turn to a discussion of the ferroelectric
instability of a Mott semiconductor. This theory
had been presented earlier by the present author.!
That the electron-charge ordering of Ref. 13 rep-
resents a ferroelectric state can be seen from the
facts that alternating sites along a chain have (in-
cluding the positive ions) opposite charge and that
the lattice distortion accompanying the charge
alternation yields two alternating nearest-neighbor
site spacings. The interaction that gave rise to the
ferroelectric instability was an electron-phonon
interaction., We do not present the details of that
theory and only give the results that are pertinent
to this discussion. In Ref. 13 it was shown that
the interaction that gives rise to the charge order-
ing is of the form

Hy=1I3 2 (n; 1+ my,) (nj'+njl) H
(i,5)
here the brackets denote that the summation is re-
stricted to nearest-neighbor electrons.

We have established that H, + H, leads to Cooper -
pair formation and that H, + H; leads to charge or-
dering (and concomitant ferroelectricity). It is
straightforward to show that the total Hamiltonian,
H=H,+H,+ Hy, will exhibit either instability (or
no instability) and that the phase boundary between
the superconductor and ferroelectric is indepen-
dent of temperature14 (i.e., there is no crossover
of phases with temperature).

IV. SPIN MODEL

Finally, we present a spin analog for H. The
spin formalism is quite similar to that of Ander-
son,15 except that the pseudospin operators are
labeled by site indices instead of wave vectors.
Let
Si=chcl,, S;i=CiCp .
These pseudospin operators satisfy the usual angu-
lar-momentum algebra, but although S% takes on
four values (0, 0, + 1), it is easily seen that the
spin operators do not simply represent the spin-3
system. Also note that (S})?=(S;)?=0, as in the
spin-3 system. In terms of these spin operators

‘{':%(nit"'”is ‘1) ’
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the Hamiltonian is written

H=2I, 25 (852 = (I,/N) 22 SS;
i 1,7

+4I; 25 S7S%+ (I +4lyq) 27 S5+ const
(4,4 i

where ¢ is the number of nearest neighbors. In the
grand canonical ensemble we introduce the addi-
tional term —-2u Y, S%. It is now seen that the
system may be represented by a special aniso-
tropic Heisenberg model. The superconductivity
term is represented by a planar ferromagnetic
interaction and the ferroelectricity term is rep-
resented by an antiferromagnetic Ising interaction.
These two terms compete to give ordering either
in the plane or along the axis. The Mott-insulator
term is represented by single-ion quadratic anisot-
ropy, competing against both of the above interac-
tions. The last term is of the form of an external
magnetic field in the z direction. The strength of
this field is determined by the chemical potential
or the number of particles. Thus, for a half-
filled band, with (S§)=0 one has 2pu=1;+4Lq. The
spin representation allows a simple analog for

the system of strongly correlated electrons.

V. DISCUSSION

It has been shown that the half-filled-band Mott
insulator can become unstable to a superconducting
state, The analysis is based on a Hamiltonian ex~
hibiting strong short-ranged Coulomb repulsion
and a pairing interaction between localized states.
While the former is familiar from the study of nar-
row bands, the latter has been obtained rather
heuristically from the BCS reduced interaction.
Although the range of the interaction in Eq. (2)
has been taken to be infinite, the molecular-field
treatment of the phase transition would give the
same results for a finite-range interaction.

In the small-bandwidth regime, the polarizabil-
ity of the boson field leads to small polaron effects.
Chaikin ef al.!® have discussed this for the case of
the Hubbard model coupled to excitons. The band
is narrowed by a factor e~ 5, where S is the ratio
of the polaron binding energy to the average free-

“exciton excitation energy.

2131

Further, the Coulomb
repulsion I; is reduced by the polaron binding ener-
gy I~ I, - 2E. Inthe present work, we have taken
the bandwidth to be zero, which is consistent with
reduction of bandwidth due to polarons. In addi-
tion, the parameter I, can be understood to be re-
normalized by the polaron binding energy.

It was found that the Mott semiconductor could
also have a ferroelectric instability and that the
phase boundary between the superconductor and
ferroelectric is independent of temperature. Con-
sequently, with decreasing temperature the Mott
semiconductor can become unstable to either of
the above condensed states. A spin model is
used to summarize the interactions that compete
to give the three thermodynamic states discussed
in this paper. This simple model serves to illus-
trate that a strongly correlated system of electrons
(perhaps the 7 electrons of partially filled orbitals
in certain organic substances! ?) that is an intrin-

" sic semiconductor at elevated temperature can

show a second- (or first-) order transition to the
superconducting state.

Lastly, we mention the work of Bychkov ef a
on the possibility of superconductivity in a one-
dimensional system. These authors study the in-
stability of the normal metal in the presence of a
short-range Hubbard-like attractive interaction.
They use a weak-coupling approximation to deduce
that the metallic state is unstable to the supercon-
ductor. They also found a simultaneous Peierls

instability with the superconductor. In compari-
son, we started with an insulating state (not re-
stricted to one dimension) with strong electron
correlations present (strong-coupling limit) and
found conditions for the insulator to be unstable to
superconductivity in the presence of an indirect
long-range interaction. The charge-ordered ferro-
electric resulted from competing inter- and intra-
atomic interactions and the superconductor and
ferroelectric were found to be mutually exclusive.

l-17
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A direct observation of a magnetically induced electric field gradient (efg) at a nonmagnetic Al site in
ferromagnetic GdAl, is described. The efg was determined from accurate measurements of the A7

nuclear-spin-echo envelope-modulation frequency, performed on Al

in a sites for which the magnetization

M and the crystaline efg axis are colinear. Monitored as function of M, it is found that the total efg in

a sites is given by ¢ =q,~(M/M,,,

)4q,,, with e2Q?"q, =4.19£0.05 MHz and ¢*@*"¢,,=0.577 £ 0.05

MHz. The origin of ¢, is as yet unclear, since simple models leading to induced efg will result in A/?
dependence for the transferred induced efg term, contrary to the linear M dependence presently observed.

In recent years there have been several reports
about nuclear -quadrupole-interaction (QI) mea-
surements in which a magnetically induced elec-
tric field gradient (efg) was observed at the nu-
clear site of magnetic ions in solids. 2 In these
ions the electronic wave functions of the unfilled
magnetic shell, and thus the charge distribution
around the ionic nucleus, depend on the state of
magnetization of the ion, which in turn results in
a magnetization-dependent efg. Now, in analogy
with the case of magnetic hyperfine interactions,
one might also search for a process in which the
efg at the nuclear site of nonmagnetic ions in a
crystal is effected by the state of magnetization of
a neighboring magnetic ion. In principle, any
crystal in which magnetic-transferred hyperfine
interaction has been identified is suitable for such
a search provided 7>1, where I is the spin of the
nucleus of the nonmagnetic ions. The search to
be described was conducted on ferromagnetic
GdAl,;, in which the Gd has the role of the mag-
netic ions and the sizable M-dependent Al%" QI
was detected in the nonmagnetic Al ions. We be-
lieve this report provides the first direct experi-
mental evidence for the existence of a transferred
magnetically induced efg in solids. 3

Familiarity with some features of the compound
is essential for the understanding of the present

experiment: GdAl, is an intermetallic compound

of the cubic Laves phases structure?; there are

16 Al ions in the cubic cell (Fig. 1), forming four
tetrahedra, and the point symmetry of each Al is
3m, with the threefold symmetry axes parallel to
the principal diagonals of the cubic unit cell; below
176 °K, the Gd moments order ferromagnetically

Large circles represent

Unit cell of GdAl,.
Gd and small shaded circles represent Al ions.

FIG. 1.



