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The angle dependences of the magnetoresistance of two different isotopic substitdéotresated and
undeuteratexdof the layered organic superconducief{ET),Cu(NCS), are presentetWhere ET is the organic
molecule bigethylenedithig-tetrathiafulvaleng The angle-dependent magnetoresistance oscillat®aiRO)
arising from the quasi-one-dimensional and quasi-two-dimensional Fermi surfaces in this material are easily
confused. By using the Boltzmann transport equation extensive simulations of the AMRO are made that reveal
the subtle differences between the different species of oscillation. No significant differences are observed in the
electronic parameters derived from quantum oscillations and AMRO for the two isotopic substitutions. The
interlayer transfer integrals are determined for both isotopic substitutions and a slight difference is observed
which may account for the negative isotope effect previously reported. The success of the semiclassical
simulations suggests that non-Fermi liquid effects are not required to explain the interlayer transport in this
system.
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[. INTRODUCTION state transport within the bounds of Fermi liquid theory.
As with all the organic conductors in this class, the ET
x-(ET),Cu(NCS), is probably the most popular and best molecules form the highly conducting layers, separated by
characterized material out of all the organic charge-transfelayers of the anion, with the long axis of the ET molecule at
salts based on the ET molecule. Its attraction to experimera small angle to the interlayer direction. In thephase salts
talists lies in its exceedingly simple Fermi surface, whichthe ET molecules associate into pairs, or dimers, each of
consists of two elliptical quasi-two-dimension&2D) pock-  which collectively donates one electron to the anions, leav-
ets and a pair of warped quasi-one-dimensio(@ILD) ing behind a mobile holé.There are two dimers, and thus
sheet$? (see Fig. 1 The prospect of understanding the com-two holes per unit cell, and so, because the dispersion is
plex transport properties of the organic salts seems moreearly isotropic in thebc plane, this leads to a roughly cir-
within reach for this material than for others that show simi-cular Fermi surface which has the same area as the first Bril-
lar behavior but have more complicated Fermi surfaces. louin zone! The Brillouin zone itself reflects the rectangular
Several theoretical models of the unconventional supereross section of the unit cell and the Fermi surface cuts the
conductivity observed ix-(ET),Cu(NCS), and related ma- Brillouin zone boundaries on its long side. At these points a
terials suggest that the superconducting pairing mechanisgap opens up which splits the Fermi surface into the Q1D
may be mediated by antiferromagnetic spin fluctuatibiis. and Q2D section$? The result is shown in the top part of
These models are found to be sensitive to the degree tBig. 1.
which the Fermi surface of the material can nest; the higher The shape of the Fermi surface in thg, plane has been
the nestability, the more likely this pairing is to be successconfirmed by the observation of magnetic quantum
ful. Two-dimensional Fermi surfaces are clearly better ableoscillations® The frequency of the quasiparticle orbits
to nest than three-dimensional ones, and so tests of the dibout the circumference of the Q2D pockets @rbits) is
mensionality ofk-(ET),Cu(NCS), also test these theoretical found to be 600 T which corresponds to about 15%\g§,
models. the area of the cross section of the first Brillouin zone in the
In this paper the low-temperature angle dependence of thie.k, plane® Above 20 T magnetic breakdown is observed as
magnetoresistance in deuterated and undeuterated samplestdiecomes possible for some of the quasiparticles to bridge
«-(ET),Cu(NCS), is studied in detail in magnetic fields sig- the energy gap between the two Fermi surface sections and
nificantly higher than in-plane upper critical field. The pur- make the largg3 orbit, whose frequency is found to be 3920
pose of this is to completely determine the parameters thak.? This corresponds to an area equaldg, to within a few
define the transport in this material, to locate any differencegpercent, as would be expected from the considerations dis-
between these parameters for the two isotopic substitutionsussed above.
that might shed light on the disparity between their supercon- «-(ET),Cu(NCS), has a monoclinic structure and the
ducting critical temperaturésand to address the question of transfer integral between the layers lies parallel toahat-
whether it is possible to describe all aspects of the normaltice parameter which is inclined at an angle of 110.3° to the
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aroundd=0° is sufficient for the effects of magnetic break-
kx \/’—4\/’_ down to be observed and the fast SdH oscillations due to the
B orbit are clearly seen. The slower oscillations due todhe
orbit are seen in both plots and persist to higher angles. The
amplitudes of these oscillations are modulated and they dis-
o appear at certai® angles; these nodes are known sgsn
zerosand are caused by Zeeman splitting of the Landau
levels® An analysis of this effect is dealt with in Sec. V B.
The positions of the features @t angles greater than
B about+70° are seen to be independent of the magnitude of
_—_/\>__./¥ the magnetic field, which reveals them to be AMRO of one
variety or another. Four different types of AMRO are pos-
k sible in the interlayer resistivitya,,) of x-(ET),Cu(NCS),.
These are the Danner-Kang-Chaikin oscillatibhthe third
angle effect? and the Lebed magic angle effetthich all
arise from orbits on the Q1D Fermi surface section, and the
Yamaji oscillations arising from orbits on the Q2D Fermi
surface sectioh*'® In the semiclassical picture all the
AMRO are caused by the degree to which the velocity com-
ponents of the quasiparticle are averaged over the series of
orbits that appear at a certain inclination angle. In particular,
the orbits that are possible in the region of the Yamaji angles
are very successful in averaging the interlayer velocity to-
wards zero, thus peaks are seen in the interlayer
resistancé*°In contrast, the orbits that occur at the Lebed
magic angles are not as successful at averaging the interlayer
velocity towards zero as those possible at the other angles
and so dips inp,, are observed® There are other theories
that can explain the effects observed at the Lebed magic
angles. Lebed’s own argument describes electron-electron
correlations whose magnitudes change when the field is di-
rected along the magic angl¥sAnother theory has regions
f k space where the scattering rate takes a large value
Fermi-surface hotspotsiccounting for the AMRG! How-
ever, such theories are complicated and need only be invoked
when the semiclassical approach fails to account for the ex-
highly conductingbc planes’ This transfer integrat, is perim_ental_observations. It will be sh.own py the simula’_tion;
much smaller than those within the planes and results in ges'cr'lbed' in Sec. V C that the semiclassical explanation is
slight warping of the Fermi surface perpendicular to the di-Sufficient in the case ok-(ET),Cu(NCS).
rection oft, in k space. This is shown in the lower portion of [N the upper plot of Fig. 2, a small peak is observed when

Fig. 1. The validity of this picture of the Fermi surface as athe field lies very close to the in-plane directiofw=90°.
three-dimensional object is discussed in Ref. 9. This is the in-plane peak feature mentioned in Ref. 9. It will

be discussed further in Sec. V D. Arourt=90° in the
lower plot, the in-plane peak is obscured by the large dip that
indicates the onset of a superconducting transition. This oc-
curs because there is a considerable anisotropy in the upper
Figure 2 shows two typica# dependencesvhered is the  critical field of this material, and a field of 27 T is not suffi-
angle between the magnetic field and the normal to the corfient to suppress the superconducting state when applied in a
ducting layers of the interlayer magnetoresistance of nearly in-plane directior?
k-(ET),Cu(NCS), in fixed magnetic fields of 27 T and 42 T It should also be noted from Fig. 2 that the amplitude of
and at an azimuthal angle of 149°. In such high fields all the features in the magnetoresistance increases with in-
whole host of features are observed in an interlayer transpofreasing field, and that the plots are not symmetrical about
measurement ofx-(ET),Cu(NCS),, e.g., Shubnikov-de 6=0°, reflecting the monoclinic symmetry of the crystal
Haas(SdH) oscillations, magnetic breakdown, and Q1D andstructure.
Q2D angle-dependent magnetoresistance oscillations
(AMRO). This means that for a typical rotation, the mag-
netoresistance is rich in features as Fig. 2 illustrates.
The upper plot shows the data taken at 42 T and the lower It has been shown that the measured intralayer Fermi sur-
at 27 T. In the upper plot the field perpendicular to the layerdace ofx-(ET),Cu(NCS), can be reproduced using a disper-

FIG. 1. Top: Cross section of the Fermi surface of
k-(ET),Cu(NCS), in thek,k, plane. The shape is defined by three
transfer integrals in the highly conducting laygsse Eq(1)]. Bot-
tom: The same Fermi surface in three dimensions. The interlaye
warping is defined by the transfer integtgl[see Eq.(6)], and is
exaggerated for clarity.

Il. OVERVIEW OF THE FEATURES OBSERVED
IN MAGNETOTRANSPORT

Ill. PARAMETRIZING THE FERMI SURFACE

174509-2



ANGLE-DEPENDENT MAGNETORESISTANCE OF TH. .. PHYSICAL REVIEW B 69, 174509 (2004

AMRO
0 \
= In-plane
5 L Peak
eI ;
8 | /h
N[42T
| |
B ,/ SZ
27 T a \
i SC
| -90 | -60 | -30 | 0 ' 30 | 60 | 90 |

0 (degrees)

FIG. 2. Typical® dependence of the magnetoresistance-0ET),Cu(NCS),. The data shown is for a hydrogenated sample at 490 mK,
¢=149° (whereg is the azimuthal ang)e27 T (lower), and 42 T(uppe). The data have been offset for clarity. Some representative features
are indicated; SdH oscillations due to the Q2D pockets §nd the breakdown orbitd); spin zeros in the SdH amplitudéS2); the onset
of the superconducting transitig6C); angle-dependent magnetoresistance oscillatid@MRO), whose positions are field independent; and
the resistive peak in the presence of an exactly in-plane magnetic(fieftane Peak The inset diagram is included to illustrate the
measurement geometry.

sion relation derived from a tight-binding model using thethe shape of the in-plane Fermi surface depends only upon
ET dimer as its base umif? In this way the intradimer the ratiosEq/t. andt,/t., wheret, is an average df.; and
transfer integraky can be ignored and shape of the Fermit, 3°
surface depends upon interdimer transfer integtig/st.,, It is possible to obtain values for these ratios by adjusting
tc; and the Fermi energfe. The dispersion found in this them to reproduce the areas of theand 8 Fermi-surface
manner is known as theffective dimer modednd is given  grpits. Once this is dond,, t., and E; can be uniquely
by specified by fitting to the effective mass of ti#eorbit as
found from SdH oscillations, using the expressiéh;/SE
E(k)=2t, cogk,b) =2mmy/#2.'° Note that it also possible to fit to the mass of
o p— the a orbit to obtain slightly different results. However, as
+cos{ 2) \/tC1+t02+ 2ttepcogkyc), (1) the masses are derived from quantum oscillations, they are
orbitally averaged, and so the mass will be dominated by
where the+ and — signs result in the Q1D and the Q2D the extremely pointed regions of the Q2_D pocke_ts. The
sections of the Fermi surface, respectividy. breakdown orbit does not have these pointed regions and
The effective dimer model is used in the semiclassicafhus it is thes mass that is used in the fitting procedure.
calculations of Secs. V C and V D. These do not take ac- The energy gap can now be reintroduced in order to
count of quantum effects such as Shubnikov—de H8ds)  specifytc; andtc,. In the region of the gap, cdgf)=—1
oscillations or magnetic breakdown, and are assumed to b&nd cosk,b/2)~0.5, so thaEy~2(t.; —tc,). From the mag-
in the “low-field” region where breakdown does not occur. It netic breakdownE, is estimated to be 7.8 me\° Any
will be seen that this is a reasonable assumption in botinaccuracies in this value will not lead to errors in the size of
cases. This means that the effect of the energy gap, i.e., thee Fermi surface produced by E(L), but could lead to
difference betweeli; andt.,, can at first be neglected and small discrepancies in the exact dimensions ofdhgocket.
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FIG. 3. Comparison of the SdH oscillations observed in the /B (T)
interplane magnetoresistancehd andd8 «-(ET),Cu(NCS),. (a)
and (b) show the low-field region oh8 andd8, respectively, ata o ' '
temperature of 620 mK. The superconducting transition and the ‘= d8
SdH oscillations arising from the orbit are clearly seenc) and = S
(d) show the high-field region oh8 and d8, respectively, at a -8 M
temperature of 480 mK. The onset of magnetic breakdown is ap-& ‘.
parent in both samples, although the breakdown oscillation seems t¢= | ]
be more dominant in thd8 than theh8. é i R Mo, T— A
| T e ——
The Fermi-surface parameters obtained in this manner areE 10 T 1 20 "
as follows: t,=14.87 meV; t.,,=26.65meV; t. = Y ]
=22.75 meV; andEg= —19.12 meV. Note that these values & b -
of t are effective transfer integrals, and incorporate the ef--§ L ™ 18 . R
fects of electron-phonon and electron-electron interactions as'f:g' B < @
they are derived from magnetic quantum oscillation dsés = R ul " 2a
Ref. 21 for a discussignNote also thaE is taken relative "0 2 ; ooa — Y 08
to the zero energy of the effective dimer model and not the ™ ’ 1/B (T'l) ’ ’
bottom of the band. It should therefonet be quoted as the
Fermi energy ofk-(ET),Cu(NCS),. FIG. 4. The result of fitting the Fourier amplitudeof the h8
(top) and d8 (bottom « frequency(squares and its second har-
IV. EXPERIMENTAL DETAILS monic (circles to the two-dimensional Lifshitz-Kosevich formula

at constant temperature, over a field range of 12—44 T, using the

Four single-crystal samples of-(ET),Cu(NCS), were technique outlined in the text and Ref. 20. This kind of analysis
used in this study, made using an electrocrystallizatioryields values for the scattering time and the magnetic breakdown
method (and references therginAll of the samples are field. The insets show the result of fitting the temperature depen-
black platelets of the order of 0<0.5x0.1 mn?, with the  dence of théh8 (top) andd8 (bottom a frequency amplitude over
plane of the plate corresponding to the highly conductinga constantlow-)field interval. Then8 andd8 data at each tempera-
layers. In one of the samples the eight terminal hydrogens dtire were taken simultaneously and the fact that the insets are simi-
the ET molecules were substituted by deuterium. In whatar is an indication that the effective masses of the two isotopic
follows the deuterated crystal will be referred tod& and ~ Substitutions are also similar.
the hydrogenated crystals BS8. V. RESULTS AND DISCUSSION

The magnetoresistance measurements were made using
standard four-wire ac technique$=50—180 Hz) with the
current applied in the interplane direction=1-20 uA). Figure 3 shows the SdH oscillations observed in the high-

All the samples were mounted on a two-axis rotator in aand low-field regions for both8 andd8 samples at pumped
He cryostat. In this rotator it is possible to continuously ®He temperatures. Using the results of a fast Fourier trans-
change the& angle, the angle between the magnetic field andorm analysis of several SdH measurements, the fundamental
the highly conductingc planes, and discretely change the frequencies were found to be,(h8)=599+3 T; F4(h8)
plane of rotation, described by the azimuthal angleAn =3860t6T; F,(d8)=598+3T, and Fg(d8)=3871
angular calibration technique similar to that described in Ref=10 T—all of which are in reasonable agreement with pre-
22 was used when misalignments of the sample that occwious result$:
during cooling were found to be significant. Temperatures The a mass ofh8 «-(ET),Cu(NCS), has previously
down to 0.5 K are readily accessible. been found to bem}(h8)=3.5-0.1m, (Ref. § using a

A. The Shubnikov—de Haas oscillations
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Lifshitz-Kosevich analysis of the temperature dependence of ' 5 !

the SdH amplitude¥’ Using the same method the equivalent o }

d8 mass ism} (d8)=3.6=0.1 m,. 5 = }{ 1
The Lifshitz-Kosevich analysis can also be applied to the g @ b

field dependence of the SdH amplitudes at a constant tem_ 5 =

perature to find values for the scattering timg) @nd the G

e
3 4 56 6 7 8 9 1011

breakdown field By). Using the technique outlined in Ref. spin zero index j

20 (but correcting the erroneous minus sign that prefixes the® 18
breakdown term in that referencehe measured amplitudes

A are fitted with the function, 10| i
Asinh(y;T/B Tp.i . . !
% =In[Aq]— %.;_m[pnquﬂzj], 2) 40 50 60 70

Yi 0 (degrees)

where A, is a coznstant, Yig (2772,“]* l; k_B)/(ﬁe)v p? FIG. 5. The spin-zero effect as seen in a typi¢alependence of

=exp(—B;/B), andq“=1—p=."" Tp is the Dingle tempera-  the magnetoresistance of(ET),Cu(NCS),. The data shown is for

ture and is proportional to the scattering ramé,z mj*/me, anh8 sample at 590 mKgp=90.8°, and 27 T. The spin-zero angles

m, is the mass of an electrot],is the harmonic index of the 6; are indicated by arrows. The data points in the inset are a sum-
orbit, n; is the number of magnetic breakthrough points onmary of theé; observed at a number of different azimuthal angles,
the orbit, anchy; is the number of Bragg reflection poirits. magnetic fields, and in two different single-crystal samples. The
Note that this is derived from the two-dimensional form of broken line is a straight line fit to these data.

the Lifshitz-Kosevich formula with the magnetic field di- ) n

rected perpendicular to the highly conducting layers. The B. The effect of spin splitting

amplitudes are obtained from the fast Fourier transform spec- The energy levels of a quasiparticle in a metallic system
trum of the oscillating part of the resistance. The field win-subjected to an applied magnetic field are defined by Landau
dow over which the Fourier transform is performed specifiegguantization and the Zeeman effect, and are given by

the value ofB in the above equation such trﬁflz(Bl‘1
+Bz‘1)/2, whereB; and B, are, respectively, the start and
end points of the field windo##

The functional form of theT, and B, terms in the
Lifshitz-Kosevich formula are similar and so to obtain a sat-wheren is the Landau level index angt* is the effectiveg
isfactory fit the amplitudes of the first and second harmonicdactor®® Increasing thef angle reduces the separation be-
of the a frequency must be fitted simultaneou&lyin this ~ tween Landau levels by reducing the field perpendicular to
casen;(a)=n;(2a)=0, n,(a)=2 andn,(2a)=4. Thus, at the highly conducting plane& cosé. WhenB cosé is such
high fields these amplitudes are attenuated as quasiparticlf¥at the spin-up and spin-down sections of different Landau
are able to tunnel across the gap to ferbit. The fits are levels are degenerate, then the separation between successive
shown in Fig. 4 and the values obtained aigh8)=2.3  energy levels is equal thw.. At this angle the SdH oscil-
+0.2 ps; 7(d8)=2.4+0.2 ps; By(h8)=58+9T; and lations having the fundamental frequenBywill dominate,
Bo(d8)=39+10 T. The values of the scattering time ob- taking their maximum amplitude. However, whBrcosd is
tained from the high-field fits are in close agreement withSuch that the spin-up and spin-down sections of different
those obtained from a fit to the low-field data where thelLandau levels are equally spacedsdiw., then the domi-
effects of breakdown may be neglected. nant oscillations will be those with frequencyF2and the

Note that all the results for th#8 sample are the same as amplitude of the fundamental oscillations will be at a
those for theh8 within the experimental errors. The large m'n'mu_m-lo These two situations are known as spin maxima
errors on the values of the breakdown field and the discrep@nd spin zeros, respectively. N .
ancies between these values and those independently ob- It iS easy to show that the conditions for spin zeros and
tained from similar datdBy(h8)=41+7 T, Ref. 20 and SPIN Maxima are given By
even the same datageB,(h8)=41+5T andBy(d8)=30 1 s s _
+57T, Ref. 23 serve to highlight the limitations of the 0" 1aB= | heBcosf | j=3,3,3 ... Spinzero @
Lifshitz-Kosevich formula at high fields, where not only is KB m* ji=1,23... spin max.
there competition between two functionally similar terms,
but also the amplitudes of the quantum oscillations become As has already been mentioned, this effect can be ob-
very large. Despite coinciding at the extremes of their erroiserved as a modulation of thefrequency SdH oscillations
margins, the mean values &, obtained hergand those when a crystal ofx-(ET),Cu(NCS), is rotated in a fixed
obtained in Ref. 2Bsuggest that the breakdown field @8  field. Figure 5 shows a typical section of such a rotation for
is significantly smaller than that f&r8, which would explain  an h8-sample, and several spin-zero angiesare marked
why the breakdown oscillations shown in Fig. 3 appear moravith arrows. The inset shows a plot of (o@;}a*l Versusj
dominant in the deuterated salt. index. This dataset is a summary of a large number of spin-

1
T2

heBcoso 1

E= izg*MBB, ()

m*
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usingw.=eB/m* andug=efi/2m,. So for bothh8 andd8
the ratio of the spin to Landau level splitting is around 2.6,
which results in the energy-level diagram shown in Fig. 6. It
is seen that as well as the energy splittinghes. between
one spin split level and its equivalent from the next highest
Landau level, there exists another splitting, of 84, aris-

’ ing from the difference between the spin-up of one Landau
level and the spin-down of the Landau level three places up.

‘ C. The angle-dependent magnetoresistance oscillations

'.::I:“:If 1. Boltzmann transport simulations

An analysis of the angular effects ir(ET),Cu(NCS), is
complicated by the coexistence of Q1D and Q2D Fermi sur-
faces. The method by which the different types of AMRO
either dominate or superpose over one another is not at all

. clear, depending as it does on unknowns such as the relative
g'usB effective masses and carrier densities of the quasiparticles on
the Q1D and Q2D sections. To further complicate an AMRO
investigation it should be noted that in general Lebed magic
angles and Yamaji oscillations can be analyzed in very simi-
FIG. 6. The energy-level spectrum af(ET),Cu(NCS), at ¢ lar ways. For example, if the resistive peaks that lie between
=0° as deduced from* u}~5.2, measured at 0.5 K in the low-  dips caused by the Q1D Lebed magic angle effect are acci-
field region. There are two splittings, onefod., which results in  dently mistaken for Q2D Yamaiji oscillations, it is possible,
the SdH oscillations of the fundamental frequency, and one ofas will be shown later, to obtain the dimensions of a closed
0.4%w., which at sufficiently low temperatures and high fields Fermi surface pocket that may appear reasonable, but are
will result in the observation of harmonics of the fundamental fre-incorrect. For this reason, when measuring samples whose
guency. Fermi surface is uncharted, the Lebed magic angles and
Yamaji oscillations are best used in conjunction with other

zero positions measured at many different values of the azfF€'mi-surface effects such as Danner-Kang-Chaikin, or
muthal angle, at fields of 27 and 42 T, and in two differentduantum .OSC'"at'onS’ Wh'ch specify e>§clu5|vely the nature of
single crystals. Using the gradient of the straight-line fitthe Fermi surface from which they arise.

: In the sample under review here, the presence of both
shown, the product of the effectivggfactor andu*, where . . . > .
* =m*/m,, is found to beg* u* (h8)="5.22+0.56, Q1D and Q2D sections of Fermi surface is not in question as

_ _ it is demonstrated convincingly by the magnetic breakdown
The dataset fod8 is not as extensive as that f8,  gpserved in the SdH effect. However, in order to make sense
nevertheless a good fit is still achieved, yielding of the AMRO data measured experimentally, some method
g* u},(d8)=5.24+0.65. The values fon8 andd8 are iden-  of separating the oscillations arising from the two sections is
tical within the errors. required. This is achieved by making detailed, semiclassical
The value forg* u* (h8) obtained here appears to be in simulations of the interplane resistivity resulting from the
good agreement with that of Ref. 27, obtained by fitting threeQ1D and Q2D Fermi surfaces. A suite of programs were
spin-zero points from de Haas—van Alphen data. In that reftherefore developed which used Fortraior operational
erence the authors assume th&t=2 and that the mass ob- speed to solve the equations of motion for any specified
tained from the spin-zero effect is renormalized by electronfermi surface and field orientation and use the results of this
electron interactions, but not electron-phonon interactionsto find a numerical solution to the Chambers form{ig. (7)
They then use the difference between this mass and that deelow]. This software was applied to model Fermi surfaces
rived from a Lifshitz-Kosevich analysis of quantum oscilla- and the AMRO results were seen to agree with theoretical
tions to specify the electron-phonon coupling consfant. predictions.
However, as thg* u* values obtained in this manner may It is necessary here to simulate the angle-dependent ef-
not be renormalized in the same way as the effective masségcts observed inc-(ET),Cu(NCS),. To this end an equa-
found from the thermodynamic variation of the quantum os-tion that describes the entire Fermi surface of this material
cillation amplitudes or the factors obtained from electron- throughout the first Brillouin zone is formulated
spin resonance; it is not advisable to sepagdteand u* in kb
this fashion. E(k) =2t, cog k.b) = COS( L)
It is possible, using the experimentally determined value 2
of g* u*, to make a comparison of the spin and Landau level
splittings. The ratio of the splittings #=0° is given by

X \t5 +12,+ 2tegtep cOg kyC)

ﬁ—g)},

6

T
—2t,co kacos( ——)—k asin
g*ugB  g*u* ¢ S{Z Pmzl™%

hwe
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in which the conducting layers of the ET molecules lie in thepossible errors that might creep in is left until the erfitst,

bc- (or xy-)plane, B is the angle between the crystallo- a quasiparticle is placed at point on the Fermi surface and its
graphica andc directions, and the axis lies along the in- velocity components are found and recorded by differentiat-
terlayer direction. The first two terms of the equation areing Eq.(6), according tq,:frlvkE(k)_30 Next, the Lorentz
simply the effective dimer model that was discussed previforce (hdk/dt=—evx B, Ref. 30 for a given inclination of
ously and which is known to accurately describe the intrathe magnetic field is allowed to act upon the quasiparticle for
layer Fermi surface. The last term is a tight-binding repre short time so that it moves to a new position on the Fermi
sentation of the interlayer dispersion. For the purposes of the,rface. Here its velocity components are again recorded and

simulations, the values df,,tc;,tc; and the Fermi energy he process is repeated a large number of times so that a
are set to be those quoted earlier, derived from a considefq i surface orbit is mapped out

ation of experimental results. The transfer integgab set to The time-integral in the Chambers formula is obtained by

.be 0'Q4 ”.‘eV- This i.s the value resulgaré% from a IC)re“mmarymultiplying each value of each velocity component by
mvzztlgaqt:j) ;si%fatrrt]iiklenﬁﬁ/nees F;i?lg sesﬁth e. Fermi surface und ?elxp(—t/r) and adding the like components together. The scat-
the influence of the magnetic field, its component of velocityrﬁgggutrge ;r(;?nczzzen?utrﬁ ?)esc?llgt?okns o;?l]zr L?grhej‘lrz(gutehr?gy

in a given direction will vary as it negotiates the various T o
Fermi-surface contours and corrugatiofits total velocity conductivity measuremeritand the whole orbit is recorded

remaining perpendicular to the Fermi surface at all times Over a timet==8r, by which point more than 99.96% of the
Considering an entire Fermi surface filled with orbiting qua-duasiparticles have been scattered. The time inteft/die-
siparticles it is not difficult to see that the combination of tween points on an orbit was set to be quite sniaéver
these varying velocity components leads to a conductivityarger than 0.016) so that the sum of velocity components
that depends strongly on the nature of the orbits and theight approximate well to the integral in the Chambers for-
geometry of the Fermi surface. mula. Each iteration of the simulation moves a quasiparticle
This argument is formalized in the isothermal solution toon the Fermi surface a tiny amount in a direction dictated by
the Boltzmann transport equation known as the Chamberghe Lorentz force. The velocity of a quasiparticle at any point
formula, on the Fermi surface is perpendicular to the Fermi surface at
that point, and the Lorentz force is always directed perpen-
dicular to the quasiparticle velocif). Thus the simulation
e dfy 0 T moves the quasiparticle in a plane tangential to the Fermi
0ij :ﬁ d kg( - @)Ui(k’o) levj(k't)et/ dt, (M surface. As the displacement of the quasiparticle at each it-
eration is small but not infinitesimal, the quasiparticle can
deviate from the undulating Fermi surface by a tiny amount,
whereg; is a component of the conductivity tensbyg,is the  the deviation accumulating over the course of many itera-
unperturbed quasiparticlé~ermi-Dirag distribution func-  tions. To combat this the Runge-Kutta method of solving
tion, v; and v; are velocity components, and7lis the ordinary differential equations is used to constrain the quasi-
k-independent scattering rétéThis equation represents a particles to the Fermi surfacé.
velocity-velocity correlation function between thth com- The time-averaged velocity components are now multi-
ponent of the initial velocityy,(k,0), integrated over all pos- plied by the relevant velocity component from the start of the
sible starting points on the Fermi surface, angk,t), the  process, i.et=0, and weighted by the density of states and
jth component of the velocity of a quasiparticle averagedhe Fermi-surface area represented by the orbit. This routine
over the duration of its orbit. The exponential term representss repeated for a large grid of starting points that span the
the probability of a quasiparticle scattering from its trajec-entire first Brillouin zone, and the results are summed. In this
tory so that it no longer contributes to the conductivity. way the integral over the Fermi surface in the Chambers
Armed with the Chambers formula and EE), it is now  formula is accomplished, and each component of the conduc-
possible to relate the way in which the program that simudivity tensor is calculated. The results are combined to yield
lates the interplane resistivity procee@sdiscussion of the the interplane resistivity by inverting the conductivity tensor,

2

TxxTyy™ TxyTyx
8

Pzz= .
OxxOyy0 27~ OxxOy70 72yt Ox20yxO 7y OyyOyxT 75t OxyOy 057~ Oy z0yy0 7y

This method can be used to calculate the resistivity at anjation. It is found that ford angles away from 90° a grid of
value of 6, ¢, andB. The Fermi-surface resolution chosen, 100X 100 starting points is sufficient to successfully simulate
i.e., the number of orbits sampled, must be a compromiséhe resistivity. However, close to 90° the orbits are rapidly
between the accuracy of the results and the speed of calcahanging withg, and the interplane resistivity is dominated
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FIG. 8. The¢ dependence of, deduced from the frequency of
the simulated Lebed magic angle dips. The dotted line is a fit to Eq.
(9). The insert shows the polar plot Iq'raxvs ¢ that would result if
the Q1D features were mistaken for Q2D Yamaji oscillations, with
the dotted line representing a fit to EG.0).

1 n 1 1 1 1 00

90 60 -30 0 30 The validity of these simulations can be checked by cal-
0 (degrees) culating the frequency in (taf) ~*, 1/y, of the Lebed magic
angle dips for each value of the azimuthal angle. In this way

FIG. 7. The simulated interplane resistance resulting from solv{j,o ¢ dependence of can be fitted to the equation
ing the Chambers formula numerically for the Q1D Fermi-surface

sheets ofx-(ET),Cu(NCS),, as described by Ed6). The 0 de-

pendences are shown for a fixed magnetic field of 42 T and a se- Y(¢)= X

lection of values of the azimuthal angfe The Lebed magic angle cod p—¢g)’
effect dominates the magnetoresistance, except atdoangles

where the Danner-Kang-Chaikin oscillations are seen aro@éind — 7T
=90°. The asymmetry of the curves reflects the monoclinic sym- AN _/\/w_QO"

metry of the crystal structure.
uay
by a few small, closely spaced orbits. In this case it is nec- MW

essary to greatly increase the Fermi-surface resolution, which
in turn greatly lengthens the duration of the simulation.

In performing these simulations the interest lies in their
ability to reproduce the Lebed magic angle effect and the
Yamaji oscillations, as it is these phenomena that need to be
distinguished from one another. Less important are the
Danner-Kang-Chaikin oscillations and the third angular ef-
fect. Although they too are reproduced by the Chambers for-
mula, an analysis of these effects does not yield a great deal
of useful information. That said, the in-plane peak effect,
which is intimately related to both the Danner-Kang-Chaikin
and third angular oscillations, is of great interest, but will be
dealt with in a different manner in Sec. V D.

Simulations of the angle-dependence of the interplane re- 9 B0 B0 o0 30 80 90
sistivity at 42 T and several values of the azimuthal anfle 0 (degrees)
for the Q1D sections of Fermi surface are shown in Fig. 7. At
¢=290°, which corresponds to the magnetlc field lying FIG. 9. The simulated interplane resistance resulting from solv-
parallel to the Q1D Sheet_s’ the Lebed magl(_: angle effect Cairr\g the Chambers formula numerically for the Q2D Fermi-surface
be cle_arly seen as dips in the magnetoresstance. Aspthe ockets ofi-(ET),CU(NCS),, as described by Eq6). The 0 de-
angle is changed the frequency of the dips also changes. /gtandences are shown for a fixed magnetic field of 42 T and a se-
low ¢ angles the amplitude of the dips drops, anddat |ection of values of the azimuthal ange The Yamaiji oscillations
=0° they are no longer observed. The Danner-Chaikin osdominate the magnetoresistance, taking their maximum frequency
cillations are seen as smaller features néar90° at low  when the in-plane field is applied alogg=0°, which is parallel to
azimuthal angles. the major axis of the Q2D pocket.

0

C)

(arb. units)

F{ZZ
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It is now possible to mark the differences expected be-
tween the shape of the Q2D pocket that results from the
correct analysis of the Yamaji angles, and that from the mis-
taken identification of the Lebed magic angles. The obvious
difference is that the pockets are perpendicular to each other,
with the long axis of the true Q2D pocket lying along the
¢=0° direction. If the samples used in the experiments had
been oriented by optical measurements then this would be
sufficient to distinguish the AMRO. However, this is not the
case. The major axes of the two alleged pockets are similar
to each other, and an experimental error is likely to encom-
pass them both. Thus it is to the minor axis that one must
look to separate the two AMRO effects.

All in all, the simulations agree very well with the experi-

FIG. 10. Left: The data points are the'™* values as obtained mental results of both x-ray scattering and the SdH effect.
from the frequency of the Q2D Yamaiji oscillations in the simulated Nevertheless, it is worthwhile to look more closely at the
reSiSt?nce‘ the_dotted line is a fit to &40), and t.he solid line ?S the  yarious errors that might be introduced into the simulation
resultllng Fermi-surface pocket. Right: A reminder of the |n-planeprocess along the way. The first most general problem to be
Fermi surface of-(ET),Cu(NCS). addressed is that the simulations are semiclassical, and take

o . no account of the quantum oscillations and, more impor-
where ¢, corresponds to the magnetic field lying parallel ;ani1y the magnetic breakdown. As the perpendicular field is
to the Q1D sheet¥: The results of such an analysis are jhcreased to high magnitudes, the experimentally measured
shown in Fig. 8. From the fit the value gf, which is equal  AMRO will become affected by magnetic breakdown, as
to th_ec lattice parameter divided by the interlayer distance,ore and more Q1D carriers tunnel through the energy gap
d, , is found to be 0.86580.0005. This can be compared 44 pecome Q2D carriers. Eventually, the system will re-
with the value ofc/d, =0.861+0.001 obtained from x-ray semple one large Q2D Fermi surface pocket whose cross
scattering measur_emer?ts. _ section in the highly conducting planes is tBeorbit. How-

The inset to Fig. 8 shows the results of analyzing théger, AMRO tend to be the most concentrated nea# to
Lebed magic angles if they were mistakenly taken for Yamaji— gge | fact, the actual experiments were performed at 42
oscillations. The dotted line is a fit to the equation, T, and it will be seen that almost all the important AMRO

features occur af angles of around 70° or higher. The per-

K" p)=[K;co(p— &) +kisir(p—€)]¥2 (100 pendicular magnetic field @=42 T, §=70° is such that

for the d8 sample less than 1 quasiparticle in 14 has suffi-
which is valid for a Fermi surface with an elliptical cross cient energy to bridge the gap between the Fermi surfaces.
section and wherk|"**is the maximum in-plane Fermi wave For h8 this value is less than 1 in 50, and the probability of
vector projected on the plane of rotation of the field and isbreakdown for both types of sample decreases towards zero
found from the frequency of the Yamaji oscillatiorkg. and  as # approaches 90fwhether or not the probability actually
k, are the major and minor semiaxes of the Q2D Fermi+eaches zero a#=90° depends on the relative sizes tgf
surface pocket, respectivelyThis fit suggests the existence and Egy). Thus for the current situation the magnetic break-
of an elliptical Q2D pocket with major and minor axes of down is only a minor consideration.
2.37 nm ! and 0.29 nm?, respectively. If these were ex- The most likely entry point for errors to make their way
perimental results then it is easy to see that in the absence wfto the calculations is via the values chosen to represent the
any other evidence such a Fermi-surface pocket might seerarious physical parameters. It has already been mentioned
quite reasonable. However, the mistake becomes apparethiat the values chosen foy, t., andEg used in conjunction
when the fundamental frequency of the quantum oscillationsvith the effective dimer model reproduce the measured
that would be expected from a closed pocket of this size, 22Fermi surface very well, so attention is turned to the other
T, is compared with the experimentally determined value ofparameters, nameli, andt, . The value of 7.8 meV chosen
599 T. for Eq4 is derived from a measured value of the magnetic

Figure 9 shows the simulated interplane magnetoresissreakdown, which has a large error associated witf? it.
tance that arises from the Q2D closed Fermi-surface pocketdowever, a quick glance at how such an error propagates
at 42 T and variousp angles. It is seen that the traces arereveals it to be relatively unimportar, represents the gap
dominated by the peaks of the Yamaiji oscillatiohﬁf’x can in k space between the Q1D and Q2D sections of Fermi
be extracted from the frequency of the oscillations at each surface, and an order of magnitude estimate of this gap in
angle, and the result of fitting this to EGLO) is shown in  terms of wave vectoAk is given by Ak/kg~Ey/Eg.* Us-

Fig. 10. The resulting Q2D pocket has a major axisof ing estimates forke and Eg,? it is found that Ak
2.476-0.001 nm?!, and a minor axisk, of 0.733 ~0.4 nm ! As the area of the Q2D pocket is well defined,
+0.002 nm*. This would give rise to quantum oscillations any error on the size of the gap would lead to errotg,iand
with a fundamental frequency of 598 T, which is in agree-k., the axes that define the pocket. A generous errdg,an
ment with the value measured from the SdH effect. +0.2 nm Y, or half of Ak, which represents what would
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FIG. 11. The angle-dependent interlayer magnetoresistance of
h8 k-(ET),Cu(NCS), at various values of the azimuthal angte
T~500 mK andB=42 T.

180

happen if the energy gap were allowed to be zero. Fixing the
area, this leads to an error of arourtdd.1 nmi'! on k.
Even with such an uncertainty on the magnitude of the minor
axis, it would still be possible to distinguish between the
results arising from the Yamaji oscillations and those from o
the Lebed magic angles.

The value used to represdnt the transfer integral along FIG. 12. Top: The value of, obtained from the frequency of
the crystallographia direction, is based on a preliminary the resistance dips caused by the Lebed magic angle effect, at vari-
analysis of the in-plane peak effédAs it is quite small, 0.04 ous values of the calibrated azimuthal angleThe dotted line is a
meV, it is likely to have associated with it a significant rela- fit to Eq. (9). Bottom: The values ok["*{¢), obtained from a
tive error. However, the positions of the AMRO features aris-Yamaji analysis of the peaks in resistance, at various values of the
ing from the Yamaji and Lebed effects are unaffected by thealibrated azimuthal angleé. The dotted line is a fit to Eq10)
magnitude of thet, parameter. In the current situation the constrained so that the resulting Q2D pooteetiid line) has an area
amplitudes of the oscillations are of little concern, thus, forcorresponding to the measured fundamental frequency. In both fig-
the moment, neither is the precise vatye ures the squares are the data frbfhsample No. 1, the circles are

the data fromh8 sample No. 2.

210

= h8 #1 |
h8 #2 ~l__ | } 300
270

2. Experiments found thatyo(h8)=c/d, =0.89+0.10, which is in reason-

Figure 11 shows a selection of the measured angle depeable agreement with value of 0.860.001 found from x-ray
dences ofh8 «-(ET),Cu(NCS),, at various values of the scattering.
azimuthal angle, in a field of 42 T and at temperatures The results of calculatingﬁ‘w((b) for the resistance peaks
around 500 mK. In order to analyze such angle dependencestising from the Q2D Yamaji oscillations for each sample are
the position of each AMRO peak and dip is recorded. Thealso combined, and these data, together with the curve ob-
frequency in (tar®) ~* of the peaks and dips at eaghangle  tained by fitting to Eq(10), are shown in the bottom part of
is then found for each sample, and the results are comparddg. 12.
to those obtained from the simulated resistance. The AMRO It is seen that almost all tHeﬁ“aX(qS) data are concentrated
arising from the Q1D and Q2D Fermi surfaces are thus idenaround the region where the magnetic field is roughly per-
tified and the measuredl angle can be calibrated so that  pendicular to the flattish portion of the Q2D pocket—at the
=0° is perpendicular to Q1D sheets. The frequencies of thether ¢ angles, the resistance is dominated by the Lebed
dips arising from the Q1D Lebed magic angle effect for eacheffect. This means that the major akigis ill-defined and it
sample are combined and fitted to E). The result is is necessary when performing the fit to fix the area of the
shown in the top part of Fig. 12. The fit is good and it is pocket so that it reproduces the measured fundamental fre-
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FIG. 13. The result of analyzing all the AMRO as if they were
Yamaji oscillations. The squares are the data flt@rsample No. 1,
the circles are the data fron8 sample No. 2, the hollow symbols
are the data from Lebed magic angle dips, the solid symbols are the
data from Yamaji peaks, and the dotted lines are the fitted curves 150
from Fig. 12. This shows that the Q1D effects dominate when the
field is nearly perpendicular to the sheets, and the Q2D effects
dominate when the field is nearly perpendicular to the flatter edge
of the Fermi-surface pockets.

180

guency of the SdH oscillations. It can be seen from the figure

that this fit is reasonable; and the results obtained are

k.(h8)=0.80+0.05 nm ! andk,(h8)=2.28+0.15 nm L. ;
It is illustrative to calculatek™{¢) for all the h8 data 210 ’ 330

(Lebed angles and Yamaji oscillationand display the re-

sults on the same polar plot. In this way it is easy to see

which Fermi-surface section dominates the resistance at a

given azimuthal angle. This plot is shown in Fig. 13. The ds 270

hollow symbols are the Lebed magic angle dips and the solid

symbols are the Yamaji peaks. The dotted lines are the fitted F!G: 15- Results for theig sample. Top: The value of, ob-

curves from the previous two figures. It is clear that the Q1Di2ined from the frequency of the resistance dips caused by the
Lebed magic angle effect, at various values of the calibrated azi-

o ) muthal angle¢. The dotted line is a fit to Eq(9). Bottom: The
R, (6 =90") (arb. units) values ofk{"{(¢) obtained from an Yamaji analysis of the peaks in
resistance at various values of the calibrated azimuthal anhgle
The dotted line is a fit to Eq10) constrained so that the resulting
Q2D pocket(solid line) has an area corresponding to the measured
fundamental frequency.

Fermi-surface sheets dominate the angle-dependent magne-
toresistance when the field is roughly perpendicular to the
sheets, and the Q2D pockets dominate when the field is
roughly perpendicular to their flatter edges.

In order to shed light on this behavior, Fig. 14 shows the
result of simulating the interlayer resistance at fixed field of
42 T and af angle of 90° over the whole range of azimuthal
angle, for both the Q1D and Q2D Fermi-surface sections.
This is just the simulated third angle effect plotted in polar
coordinates, and is chosen to be representative of the magni-
tude of the resistance at 42 T in the angular rediod° —
90°) over which AMRO are observed. By qualitatively com-

FIG. 14. ¢ dependence of the simulated interlayer resistance aParing Figs. 13 and 14, it is seen that the range of azimuthal
6=90° for both the Q1D and Q2D sections of Fermi surface at a@ngles over which the Q1D Fermi surface dominates the
fixed field of 42 T. This is the same geometry as the third angulameasured magnetoresistance is similar to that over which the
effect. simulatedR,( 6=90°) due to the Q1D sheets is lower than
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TABLE |. Comparison of results derived from the AMRO o8

and d8 «-(ET),Cu(NCS),, and from the semiclassical transport § 1.2} * h8#1 .

simulations. 5 % o h8#2
o)

Xo ko (M) ke (nmY) Sor

h8 0.89+-0.10 2.28:0.15 0.8G:£0.05 c-;x 0.8

d8 0.70+0.15 2.190.35 0.83:0.13 ﬁ ’

Simulations 0.86580.0005 2.476:0.001 0.7330.002 =
S osf
e

that due to the Q2D pockets. The inverse is true for the range @ 04

of angles where the measured magnetoresistance is domi§ " [

nated by Q2D AMRO effects. This observation indicates that ¢

the resistances from the two sections of Fermi surface could& 0.2+ L -

combine in a similar way to resistors in parallel, i.e., the 0 % 180 270 360
overall resistance of the system at a giverangle is domi- ¢ (degrees)
nated by the section of Fermi surface that takes the lowest . . : ] . . .
resistance at that angle. However, the situation away fromg ds
6#=90° is not quite as simple as the parallel resistors sce-® 10F 1
nario, as it is found that adding the simulated angle- §
dependent resistances for each Fermi-surface section usin®
Roota= Roipt Rgap does not successfully reproduce the ex- g 08
perimental results. This result is not unexpected as the magg
netic breakdown, which will become more pronounced away -2
from §=90° and acts to transfer quasiparticles from one ;, 0.6
surface to the other, has not been taken into account. Also th¢$
conductivities of each Fermi-surface section would need to®-
be summed before the conductivity matrix is inverted and the 2 04
resistivity obtained. However, doing this would mean that =
individual features in the magnetoresistance could not be as &
sociated with a particular Fermi-surface section, which is one™ o2
of the driving forces behind performing these simulations. 0
Similar AMRO effects were measured in th8 sample.
The top part of Fig. 15 shows the azimuthal angle depen-

dence of the frequency of the Lebed magic angle dips. The f%f the in-plane peak for h8 (top) and d8 (bottom

to Eq.(9) is reasonable but not nearly as good as that for th‘?c-(ET)ZCu(NCS)Q at B=42 T, T~500 mK. The points are the

h8 Sample_. The value ofo(d8)=c/d, is found to be 0.70 experimentally measured widths and the solid lines are the simu-
+0.15. This can be compared to the value of 0862001 |yieq width with t,(h8)=0.065=0.007 meV andt,(d8)=0.045

90 180 270 360
¢ (degrees)

FIG. 17. Azimuthal angle dependence of the angular widih 2

those from the Q1D sheets.
) 1N

cessful for thed8 sample as for thb8; however, it is seen

points in the regions aroundl=90°, where they, parameter

is best defined, is much lower in the case of tgefit.

area is again constrained to produce quantum oscillations of

FIG. 16. Examples of the orbits possible on the Q&ft) and the correct frequency. The axes of the pocket are thus found

planes. All the orbits tend to average the interlayer velocity to zero, A comparison of the results of analyzing the AMRO mea-
and hence produce an increase in the interlayer resistance. For thgred in then8 andd8 samples, and those simulated using

foungg from x-ray scattering measurements of the deuterated g 005 mev. The continuous curve represents the contribution
salt™ It is not entirely clear why the results are not as suc-from the Q2D Fermi-surface pockets, whereas the closed curves are
that there are nearly half the number of data points indi®e
) < fit compared to that of thé8, and further, the density of
The bottom part of Fig. 15 shows the azimuthal angle
dependence o™ as calculated from the frequency of the
\ @ (\ Yamaji oscillations. In order to fit the data to E@.0), the
N A
_ -1 _
Q1D (right) sections of the Fermi surface defined by E&.when 0 be ifcl(dS)*O'S:ai 0.13 nm and  k,(d8)=2.19
the magnetic field is applied parallel to the highly conductingio-35 nm -.
purposes of the illustration, the interlayer transfer integral has beethe Chambers Formula, is shown in Table I. It is seen that the
exaggerated compared to its experimentally determined value. results forh8 andd8 agree with each other within the error
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ranges. It is also seen that there is a reasonable correlation 1

between the experimentally determined values and those TN 0T O T Ozt Oyt

from the simulations. This implies that the parameters used P2z

in the simulation program are good approximations to the 1 1 1

real values, and that it is possible to explain the AMRO in St — (11

L Pz Pazy P
terms of purely semiclassical effects. ta P2 Tih

D. Characterizing the interlayer transport i.e., the resistivity contributions from each orbit combine like

For a system with a three-dimensional Fermi surface, aesistors in parallel, and it is the path with the smallest resis-
series of quasiparticle orbits are possible in the presence ailvity that dominates the total resistance. Thus, in terms of
an exactly in-plane magnetic field, many of which are verythe in-plane peak effect it may be expected that the orbits
good at averaging the interlayer velocity towards zercthat are the least efficient at averaging the interlayer velocity
(see Fig. 1& This is the origin of the in-plane peak effect in towards zero will dominate the resistance.
pzz, and suggests a coherent nature to the interlayer The results for thed8 sample are shown in the bottom
transport>3® part of Fig. 17. The best agreement between calculations and

For highly anisotropic materials, the angular width 2f  experiment was found by settingt,(d8)=0.045
the in-plane peak, when measured in radians, can be approx-0.005 meV.
mated by 2"®fv|, wherev " is the maximum of the out-
of-plane component of the quasiparticle velocity andis
the in-plane component parallel to the plane of rotation of VI. CONCLUSIONS
the magnetic field. The ¢ dependence of can be calcu- . .
lated for k-(ET),Cu(NCS), using the dispersion relation in In summary, several physical properties have been mea-

. : : d for both hydrogenated and  deuterated
Eg. (6) and the in-plane Fermi-surface parameters discusse re . . . i
inqS(ec. .o, is given by i~ L9E/ ok, F;md sou™ is a k-(ET),Cu(NCS),. No disparity has been found in the size

constant equal to acos@G—m/2)/. In this way 2\ is and shape of the Fermi surfaces of the two isotopes, their

. . ffecti hei i hei -level
calculated, with the value df, left as the only adjustable effective masses, their scattering rates, or their energy-leve

arameter. This value is determined by comparing the resulstructures. The only discernable difference found was in the
P o ) : y parng tﬁnerlayer transfer integral, which appeared lower for the
of the calculation with the experimentally derived values for

. . . euterated salt.
Fhe W'dth_ of the m-p!ane peak. This is the same me_thpd useg The size of the interlayer warping is determined by the
in Ref. 9; however, in the present case the monoclinic struc;

. . transfer integral in this direction. An increased warping
tu_re of K'.(ET)2CU(NCS)Z IS take_n into account, and hence means that the Fermi surface will be less able to nest. Thus,
slightly different results are achieved.

The result for theng sample is shown in the top part of if indeed the superconductivity in this material is aided by

. . . nestability > then the higher transfer integral in th& salt
Fig. 17. Here the points are the experimental data forh\ﬁro_ would help to explain its lower superconducting transition
samples, and the solid lines are the results of the CaICUIat'Or{Emperature
obtained by setting,(h8)=0.065+0.007meV. The continu- y

! ; losed orbit the 02D FS K Further, it has been shown that the measured angle-
OuS CUIVE arses from closed orbits on the .Q . poc etdependent magnetoresistance oscillations can be reproduced
which are possible when the magnetic field is directed alon

. Yia purely semiclassical, Boltzmann transport considerations.
any ¢ angle. The closed loops correspond to orbits about the‘rhe observed peak in the resistance in the presence of a
Q1D FS sheets, which are only possible when the field i

. I . hearly in-plane magnetic field suggests that at low tempera-
directed along a limited range ¢f. Away from this¢ range tures and ambient pressure the Fermi surface of

the data follows the continuous curve fairly well and agrees, (eT),Cu(NCS), is a three-dimensional object that extends

with the ¢ calibration found in the preceding section. throu : o
e o o . ghout the reciprocal space. Thus it is not necessary to
Around $=0°, 180°, and 360° the width of the peak can bej, orke non-Fermi liquid effects in order to describe the

governed by any of the three sets of closed orbits possibley, g6 jependent interlayer transport in this material.
those on the broadly curved, convex region of Q1D sheets;

those on the pointed, concave region located at the Brillouin

zone boundary;_ or t_hose on the Q2D pocket_. The way in ACKNOWLEDGMENTS
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is not entirely clear, but it might be expected that the con- This work was supported by EPSROK). NHMFL was
ductivities of each orbit sum to produce the total conductiv-supported by the U.S. Department of Ene(BYOE), the Na-

ity, as is the case in the Chambers formula. To the first aptional Science Foundation, and the State of Florida. Work at
proximation, the off-diagonal components of the Argonne was sponsored by the DOE, Office of Basic Energy
conductivity may be ignored, thus the interlayer resistivity isSciences, Division of Materials Science under Contract No.
found by inverting the interlayer conductivity and so, W-31-109-ENG-38.

174509-13



P. A. GODDARDet al. PHYSICAL REVIEW B 69, 174509 (2004

*Electronic address: pgoddard@Ianl.gov Herlach, W. Hayes, M. Kurmoo, and P. Day, J. Phys.: Condens.
1T. Sasaki, H. Sato, and N. Toyota, Solid State Comn7ién 507 Matter 8, 5415(1996.

(1990. 2IN. Harrison, E.J. Rzepniewski, J. Singleton, S.J. Blundell, and F.
2T. Sasaki, H. Sato, and N. Toyota, Physical85-189 2687 Herlach, J. Phys.: Condens. Mattil, 7227(1999.

(1991 22p A. Goddard, S.W. Tozer, J. Singleton, A. Ardavan, A. Abate, and
37. Schmalian, Phys. Rev. Le&1, 4232(1998. » M..Kul'mOO, J. Phys.: andens. Matti4, 7345(2003
4H. Kondo and T. Moriya, J. Phys. Soc. Jifi7, 3695(1998. T. Biggs, A.-K. Klehe, J. Singleton, D. Bakker, J. Symington, P.A.
5K. Kuroki and H. Aoki, Phys. Rev. B0, 3060(1999. Goddard, A. Ardavan, W. Hayes, J.A. Schlueter, T. Sasaki, and

6J.A. Schlueter, A.M. Kini, B.H. Ward, U. Geiser, H.H. Wang, J. ,, M- Kurmoo, J. Phys.: Condens. Matte4, 495(2002.

24
Mohtasham, R.W. Winter, and G.L. Gard, Physic@8&l, 261 .o N- Kamm, J. Appl. Physi9, 5951(1978.
(2001 N. Harrison, R. Bogaerts, P.H.P. Reinders, J. Singleton, S.J. Blun-

. . dell, and F. Herlach, Phys. Rev. 8!, 9977 (1996.
7
H. Urayama, H. Yamochi, G. Saito, K. Nozawa, T. Sugano, M'ZGJ, Singleton, Rep. Prog. Phya3, 1111 (2000).

Kinoshita, S. Sato, K. Oshima, A. Kawamoto, and J. TanakagyJ Wosnitza. G. Goll. D.B.S. Wanka. D. Schweitzer and W.

Chem. Lett.1988 55 (1988. Strunz, J. Phys. 6, 1597(1996.

8 . . .
J. Caulfield, W. Lubczynski, F.L. Pratt, J. Slr?gleton, D.Y.K. Ko, 28Equation(6) differs from the dispersion relation quoted in Ref. 9
W. Hayes, M. Kurmoo, and P. Day, J. Phys.: Condens. M&{ter  pecause in the present paper the monoclinic structure of

2911(1994. «-(ET),Cu(NCS), (8=110.30-0.03°, Ref. 7 is taken into ac-
%J. Singleton, P.A. Goddard, A. Ardavan, N. Harrison, S.J. Blun-  count.

dell, J.A. Schiueter, and A.M. Kini, Phys. Rev. Le88, 037001  29R.G. Chambers, Proc. Phys. Soc. Londb, 458 (1952.

(2002. S0N.W. Ashcroft and A.D. MerminSolid State PhysicéSaunders
0R.J. Nicholas, R.J. Haug, K. v Klitzing, and G. Weimann, Phys.  College Publishing, Orlando, 19%.6
Rev. B37, 1294(1988. 813.D. LambertNumerical Methods for Ordinary Differential Sys-
1G.M. Danner, W. Kang, and P.M. Chaikin, Phys. Rev. L&, tems: The Initial Value ProblerfWiley, New York, 1997, Chap.
3714(1994). 5.
12T Osada, S. Kagoshima, and N. Miura, Phys. Rev. [7&tt5261 323, Caulfield, S.J. Blundell, M.S.L. du Croo de Jongh, P.T.J. Hen-
(1996. driks, J. Singleton, M. Doporto, F.L. Pratt, A. House, J.A.A.J.
133 3. Blundell and J. Singleton, Phys. Rev58 5609(1996. Perenboom, W. Hayes, M. Kurmoo, and P. Day, Phys. Ré&4,B
4\V/.G. Peschansky, J.A.R. Lopez, and T.G. Yao, J. Phys.1469 8325(1995.
(1991). 33A.A. House, N. Harrison, S.J. Blundell, I. Deckers, J. Singleton,
15M.V. Kartsovnik, V.N. Laukhin, S.I. Pesotskii, I.F. Schegolev, and  F. Herlach, W. Hayes, J.A.A.J. Perenboom, M. Kurmoo, and P.
V.M. Yakovenko, J. Phys. 2, 89 (1992. Day, Phys. Rev. B3, 9127(1996.
16A G. Lebed, Synth. Met70, 993(1995. 34G. Saito, H. Yamochi, T. Nakamura, T. Komatsu, T. Ishiguro, Y.
7P M. Chaikin, Phys. Rev. Let69, 2831 (1992. Nogami, Y. Ito, H. Mori, K. Oshima, M. Nakashima, S. Uchida,
183, Singleton, J.A. Symington, M.-S. Nam, A. Ardavan, M. Kur- H. Takagi, S. Kagoshima, and T. Osada, Synth. M43
moo, and P. Day, J. Phys.: Condens. Matit2rL641 (2000. 1993(1991).
19p. ShoenbergMagnetic Oscillations in Metal§Cambridge Uni-  3°R.H. McKenzie and P. Moses, Phys. Rev. L&t, 4492(1998.
versity Press, Cambridge, 1984 36N. Hanasaki, S. Kagoshima, T. Hasegawa, T. Osada, and N.

20N, Harrison, J. Caulfield, J. Singleton, P.H.P. Reinders, F. Miura, Phys. Rev. B57, 1336(1998.

174509-14



