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Interpretation of ion-channeling spectra in ion-implanted Si with models of structurally relaxed
point defects and clusters
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We investigate the application of atomistic models of self-interstitial defects to the simulation of Rutherford
backscattering-channeling~RBS-C! spectra in ion irradiated Si. By the comparison of simulated and experi-
mental measurements, we verify the ability of different models, either of elementary interstitials or of small
clusters, to reproduce experimental spectra measured under different alignment conditions in Si lightly dam-
aged by Si1 ion implantation. A model system for RBS-C simulation is built by inserting a distribution of
defects in a supercell with size of;106 atoms. The system is then structurally relaxed by the application of the
classical environment-dependent interatomic potential~EDIP!. After adjusting the defect distribution in order
to fit the ^100& RBS-C spectrum, simulations are performed under the other alignment conditions investigated.
The scattering factors of defects are then extracted from both experimental and simulated RBS-C spectra and
compared. It is shown that the anisotropy of experimental damage is not compatible with a significant presence
of random~incoherent! disorder, but can be reproduced by some of the defect models under consideration: the
split-̂ 110& interstitial, the diinterstitial formed by the addition of an interstitial to the split-^110& interstitial,
and two different configurations of the four-interstitial aggregate; one formed by two close diinterstitials and
the other by the aggregation of four split-^100& interstitials. Due to the different^100& scattering factors of the
four defect configurations which are found to reproduce experimental spectra, there is an inherent uncertainty
of a factor of 2 in the estimate of the amount of interstitials by^100& RBS-C analysis. The agreement between
simulations and experiments is remarkable, considering that the method makes use of physical, although
empirical, models of defects, where the only adjustable parameter is the absolute concentration of interstitials.

DOI: 10.1103/PhysRevB.69.165216 PACS number~s!: 61.85.1p, 61.72.Ji, 82.80.Yc, 61.80.Jh
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I. INTRODUCTION

The introduction of impurities and lattice defects in cry
talline Si by charged particle irradiation is a process wid
used to modify the technologically relevant properties of
material. Improving the understanding and control of t
transformations induced by this process has been for m
years the main driving force for the investigation of radiati
defects in Si.

The Rutherford backscattering-channeling~RBS-C!
technique1 has been used for decades to characterize ra
tion damage in Si. One distinctive feature of RBS-C is t
possibility to identify atomic location of defects and ho
impurities by performing measurements under vary
beam-target alignment conditions. In this case Monte Ca
~MC! simulation of ion-channeling spectra2–5 is often used
for determining the location of atoms displaced from regu
lattice sites. In previous studies of ion-implanted Si, resu
have been explained with the assumption that radiation d
age is in the form of split-̂110& (I S) interstitials.4,6–9 Early
examples of this interpretation date back to more than
years ago.6,7 More recently, discussing MC simulation of io
implantation in Si, it was found that modeling the accum
0163-1829/2004/69~16!/165216~7!/$22.50 69 1652
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lated damage as eitherI S or random~but not for instance
tetrahedral! defects allowed good simulation of the chann
ing tails in as-implanted dopant profiles.8 Furthermore, our
previous reports on atomistic MC simulations of RBS
spectra using elementary point defects10–12 have shown that
modeling the damage asI S interstitials structurally relaxed
by empirical potentials reproduced well multiaxial RBS-
measurements of lightly damaged Si, whereas the assu
tion of hexagonal (I H), tetrahedral (I T), or random configu-
rations of defects did not. The effect of defect induced str
on the response of RBS-C measurements, which had b
addressed mainly qualitatively in the past,13,4,14 was fully
included in our approach; we could therefore show that m
eling the lattice relaxation around defects was a prerequ
to obtain good agreement with experiments.

Notwithstanding these results, it may be questioned
model based on simple point defects can be a reason
approximation of the disorder produced by ion implantatio
It is commonly believed that elementary point defects
mobile in Si at room temperature;15 therefore we would ex-
pect that only point defect aggregates, complexes, or am
phous clusters are stable in room temperature~RT! as-
implanted Si. While there is wide agreement on t
©2004 The American Physical Society16-1
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configurations and energetics of elementary interstitials in
the situation is quite different in the case of self-interstit
clusters, for which many configurations have been propo
in the literature. The purpose here is not to discuss the th
retical models of defects, but rather to investigate the po
bility of interpreting RBS-C measurements in ion-implant
Si with atomistic models of small self-interstitial cluster
This is pursued by comparing experimental RBS-C spe
and spectra simulated with a MC binary collision appro
mation ~MC-BCA! code modified to include atomistic mod
els of defects. We show how simulations are sensitive to
atomic configurations of defects and determine what am
the proposed configurations can actually reproduce exp
ments within the uncertainties of the method. Our previo
results10 have shown that the influence of vacancy defec
which induce a disorder much less effective on the RBS
response than the one of interstitials, is of minor importan
We will therefore focus on Si self-interstitials, choose so
candidate configurations of small clustersI n , with the num-
bern of excess Si atoms in the range 1–4, introduce them
the simulation of RBS-C spectra, and compare simulati
and experimental measurements.

II. EXPERIMENT

A ~100! float zonen-type 500V cm Si wafer was im-
planted at room temperature with 180 keV Si1 ions at a dose
of 1014 cm22. These conditions produce a disorder distrib
tion fully contained within a depth of 700 nm and with max
mum defect concentration of the order of a few atomic p
cent. The thickness of the profile makes it possible to ana
both the direct scattering and the dechanneling propertie
radiation defects using standard RBS-C analysis, while
low disorder level allows us to stay within the relative
simple assumption of weakly interacting defects.

RBS-C measurements were performed using a 2 MeV
He1 beam and backscattering angle of 170° under the se
axial ^111&, ^112&, ^113&, ^100&, ^130&, ^120&, ^110& and
the two planar$110% and $100% alignments.

Details of the measurement setup, which includes a F
day chamber for absolute measurements~uncertainty in the
yield ;2%), arereported in Ref. 16. Spectra of referen
virgin and thick ion-amorphized Si samples were alwa
measured together with spectra of implanted samples.

III. COMPUTER SIMULATION

A. Building Si supercells containing structurally
relaxed defects

The procedure to introduce structurally relaxed point
fects in the simulation of RBS-C spectra has been descr
previously.10 We have added here the possibility of includin
small self-interstitial clusterI n , with the numbern of excess
Si atoms~EA’s! in the range 1–4. Figure 1 shows the ba
and-stick models of some of the defects used in the pre
work. The initial coordinates of the defective atoms~DA’s!
which form each cluster were taken from the results of tig
16521
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binding molecular-dynamics calculations performed in 51
atom Si cells.17 Besides EA’s, DA’s~dark gray balls in Fig. 1!
include also the lattice atoms which, as a consequence o
introduction of extra Si atoms, undergo large displacem
from their bulk positions, forming bonds with EA’s.I 1 ~we
will refer to it as eitherI 1 or I S in the following! is the
well-known split-̂ 110& interstitial, composed of two four-
fold coordinated DA’s;I 2 ~composed of three fivefold coor
dinated DA’s! derives from the addition of one single inte
stitial to an I 1 defect; I 3 ~composed of four sixfold
coordinated DA’s! derives from the addition of anothe
single interstitial to theI 2 structure, which gives origin to a
tetrahedral cage symmetrically embedded into the crystal
environment;I 4a is formed by two closeI 2 defects. All these
configurations are obtained with â110& dumbbell defect
being the fundamental nucleation catalyst. A different co
cept is the one behindI 4b ~composed of eight fourfold coor
dinated DA’s!, which is formed by the agglomeration of fou
split-̂ 100& interstitials on the$100% plane.18–21Its underlying
building principle is that Si atoms must preserve their fo
fold coordination. For comparison purposes, RBS-C simu
tions were also performed usingI H and I T configurations of
elementary interstitials.

The model sample for the simulation of RBS-C spec
was prepared as follows. A Si supercell containing ab
2.23106 atoms (1231231900 lattice units, the long side
corresponding to the@001# direction perpendicular to the wa
fer surface! was populated using only one kind of defect a
time, according to a depth distribution profile given in inpu
The interstitial concentration investigated in this work was
the range 1–3 % atomic fraction. A depth profile of sing
vacancies, equal to the one of EA’s, was inserted to bala
the total number of EA’s. The exact defect locations a

FIG. 1. Ball-and-stick models of the self-interstitial defects us
for the simulation of RBS-C spectra:~1! elementary split-̂110& (I 1

or I S), ~2! diinterstitial (I 2), ~3! triinterstitial (I 3), ~4a! modela of
four-interstitial cluster (I 4a), and ~4b! model b of four-interstitial
cluster (I 4b) ~see text for more details on the structural model!.
The defect configurations, produced for illustrating purposes, h
been generated in a Si cell (10310310) lattice units and relaxed
with the EDIP potential. Si defective atoms~DA’s! are dark gray,
whereas bulklike atoms are light gray. Figures were produced by
free softwareATOMEYE ~Ref. 33!. The configurations of elementar
hexagonal (I H) and tetrahedral (I T) interstitials, also used in this
work for the simulation of RBS-C spectra, are not reported.
6-2
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INTERPRETATION OF ION-CHANNELING SPECTRA IN . . . PHYSICAL REVIEW B69, 165216 ~2004!
certain depth were chosen at random, taking into accoun
the possible orientations of defects in the Si lattice and un
the constraint that cluster-vacancy, cluster-cluster,
vacancy-vacancy distances were the largest compatible
the local concentration of defects. These minimum distan
depend on the defect type and concentration; in our case
varied between 4 and 5 Å. The constraint on mutual d
tances minimizes the interactions which can modify
number and type of defects upon relaxation, thus ensu
that the simulated RBS-C response is characteristic of a w
defined defect type.

An energy minimization procedure at constant volum
and using periodic boundary conditions was applied to
supercell~more details on the procedure can be found
Refs. 10 and 22!. In this work we have used the EDIP~Refs.
23 and 24! empirical potential, which is known to give
good description of local bonding in bulk defects and dis
dered phases of Si. For a discussion of the influence of
model potentials on the results obtained for single inter
tials, the reader is referred to Ref. 10. We mention that, fr
the point of view of the response of the RBS-C simulatio
the results obtained with environment-dependent interato
potential~EDIP! were very similar to those obtained with th
Tersoff25 III potential. On the other hand, we observed th
some of the defect clusters reported in Fig. 1 (I 2 , I 3, and
I 4a) were not stable when using the Stillinger-Weber26 po-
tential for relaxation.

B. Simulation of RBS-C spectra

RBS-C spectra of the relaxed supercells with defects w
simulated with the computer codeBISIC,5,16 in which full
calculation of He1 trajectories is performed according to th
MC-BCA method. Using the concept of close encoun
probability2 and approximating the path of a backscatte
ion with a straight trajectory, the program calculates the yi
at the detector as a function of backscattering energy. A
scription of the program can be found in Ref. 16. As a p
liminary step, we verified that simulations accurately rep
duced reference spectra of undamaged and thick amorp
Si samples measured under all beam-sample orientation
vestigated. For comparison purposes, RBS-C simulation
ion-implanted Si were performed using also the rand
model of damage. In this case a self-interstitial/vacancy p
is created by displacing an atom at random from its latt
site, without introducing any distortion in the surroundin
crystal. This model, although unphysical, is important a
reference, being used in the two-beam approximation,27 the
standard method for the extraction of disorder profiles fr
RBS-C spectra.

Since RBS-C analysis of~100! Si is typically performed
under thê 100& alignment, as a first step we determined t
depth distribution of interstitials which reproduces the e
perimental^100& RBS-C spectrum for each of the defe
models investigated. Figure 2 shows the example of the
ting obtained in the case of elementaryI S defects. Damage
distributions as obtained by the fitting of the experimen
^100& RBS-C spectrum were then used for the simulation
spectra under the other alignment conditions.
16521
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A source of uncertainty of the method is the uncertainty
the configuration of defects as optimized by the EDIP pot
tial. The direct application of more exactab initio or semi-
empirical quantum mechanical calculations to a system
large as our simulation supercells is clearly not feasible.
investigate the sensitivity of RBS-C simulation to the defe
optimization method, we developed a procedure for usingab
initio optimized I S within the RBS-C simulation. We chos
I S because it is known to be reliably optimized by a firs
principles method. The purpose is to compare the res
obtained with the EDIP-I S and those we have found out in
troducing quantum mechanical effects in the model of
defect. In order to reach this goal, we performed calculati
within the framework of the local-density-functional theo
~DFT-LDA!, using norm-conserving pseudopotentials28 and
a 16 Ry kinetic-energy cutoff. The geometry ofI S was fully
relaxed29 in a periodically repeated supercell containing 2
lattice sites. The Brillouin zone was sampled using theG
point. A cluster containing the defect and a number of nei
boring atoms sufficient to include the strained region wh
gives nonnegligible contribution to the ion backscatteri
yield was then extracted from the small cell and used
populate the large RBS-C supercell. In order to preserve
structure optimized with DFT-LDA, no relaxation was a
plied to the supercell before RBS-C simulation. The limit
this procedure is that, in order to avoid overlapping of t
strained regions around DFT-I S , the maximum allowable
concentration of defects is quite low~0.8–0.9 %!. This
makes such a ‘‘cut-and-paste’’ approach not feasible for
simulation of our experimental sample, which has a ma
mum defect concentration of the order of 1–2 %. Theref
the procedure was just used for the comparison test,
formed on a model system populated by a uniform 0.8
atomic concentration of DFT-I S . The concentration ofI S in
the EDIP relaxed supercell was first adjusted to give
same^100& RBS-C yield of the DFT-I S . A slightly smaller
concentration ~0.82%! was necessary, thus indicating
slightly higher scattering efficiency of the EDIP-I S in the
^100& alignment. The yields~not shown! of the spectra simu-
lated with the two defect models under all other axial a
planar alignment conditions and using the two concentrati
above were equal within66%. This result demonstrates th

FIG. 2. Experimental and simulated RBS-C spectra of virg
and RT ion irradiated Si~180 keV Si1 ions, dose 1014 Si cm22).
The simulation of the ion irradiated sample is the one done with
model of single split-̂110& (I S) point defects, using the interstitia
depth profile labeledI S in Fig. 3.
6-3
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GIORGIO LULLI et al. PHYSICAL REVIEW B 69, 165216 ~2004!
EDIP-I S and DFT-I S models show very similar behavio
from the point of view of RBS-C analysis.

IV. RESULTS AND DISCUSSION

A. Determination of defect distributions

Figure 3 shows the depth distribution profiles of se
interstitials, or EA’s, resulting from the fitting of the exper
mental^100& RBS-C spectrum with the different defect mo
els investigated. As mentioned above, each fitting
performed using only one kind of defects at a time. T
differences among the curves, which may reach a facto
depend on the different̂100& scattering efficiencies of de
fects: the higher the number of interstitials needed, the lo
the scattering efficiency of defects under the^100& align-
ment. On the other hand, the shapes of the distributions
practically the same, except from the profile of random
fects which is somewhat different from all the others.

Concerning random defects, we had already observ10

that they have a much lower^100& scattering efficiency than
I S interstitials; this is due to the fact that in oneI S defect
there are actually two DAs, and also to the strain induced
the neighborhood ofI S by lattice relaxation. A low^100&
scattering efficiency is observed also forI H and theI T inter-
stitials. This is mainly a consequence of the^100& alignment;
in fact, both defects are strongly shadowed by the^100& Si
rows. Actually, as pointed out in Ref. 10, most of their^100&
yield is due to the distortion they induce in the surround
lattice. Their scattering efficiency is much higher under ot
alignment conditions investigated, such as the^110&. On the
opposite end there is theI 4b cluster, whose scattering effi
ciency in thê 100& alignment is significantly higher than th
one of all other defects. Again, this is an effect of the orie
tation; in fact, this defect displays a relatively lower scatt
ing efficiency under other orientations, such as, the^110&
~see results in the following section!.

The above results clearly show that the absolute conc
tration of EA’s extracted from thê100& RBS-C spectrum
depends on the damage model. This is due both to the
cific structural properties of each defect and to the fact t
the ratio between DA’s and EA’s varies with the defe
model. In fact, RBS-C is mainly sensitive to the amount
atoms heavily displaced from lattice sites, i.e., DA’s.

FIG. 3. Concentration depth profiles of self-interstitials, or EA
resulting from the fit of the experimental^100& RBS-C spectrum
~Fig. 2! with the different models of defects investigated.
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Given the high number of defect models and orientatio
investigated, some data reduction procedure is neede
synthesize the comparison of experiments and simulatio
To this purpose we have extracted the defect scattering
tors (f , as defined in the basic theory of defect induced
dechanneling1! at the depth of the damage peak (;200 nm
according to Fig. 2! from the spectra simulated under th
nine alignment conditions and for each defect model, a
have normalized these values to the scattering factor in
^100& orientation (f ^100&). The f / f ^100& has been calculated
also for the experimental spectra, and the comparison
simulated and experimentalf / f ^100& has been reported an
discussed in the following section. The procedure to extr
f / f ^100& from RBS-C spectra is described in the Append
The trend off / f ^100& as a function of beam-target orientatio
can be considered as a characteristic signature of defec

B. Results of multiaxial analysis

Figure 4 shows the experimentalf / f ^100& and thef / f ^100&
extracted from the simulations performed with three config
rations of point defects,I S , I H , I T , and the random defec
model. Since the random defect is spatially isotropic,
f / f ^100& should be exactly51 for all orientations. The averag
is actually close to 1, but, due to statistical and procedu
errors, the points deviate from this value. Their standard
viation (;16%) may be considered as an empirical estim
of the uncertainty of the data reduction procedure. Also,
definition, f / f ^100&51 for the ^100& alignment.

The large difference between the experimental signa
and the signature of the random defect demonstrates the
isotropic nature of damage. A consequence is that amorph
or incoherent defect clusters should be a minor componen
disorder. It is also evident that among the possible confi
rations of fully relaxed point defects, onlyI S displays a sig-
nature in agreement with the experiment.

,

FIG. 4. Scattering factors of defects in the different alignme
conditions, normalized to the scattering factor in the^100& orienta-
tion ( f / f ^100&), extracted from experimental spectra and from sp
tra simulated with three different configurations of point defec
split-̂ 100& (I S), hexagonal (I H), and tetrahedral (I T) self-
interstitials. The signature of the random defect model is repo
for comparison.
6-4
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INTERPRETATION OF ION-CHANNELING SPECTRA IN . . . PHYSICAL REVIEW B69, 165216 ~2004!
In Fig. 5 the experimentalf / f ^100& is compared with the
f / f ^100& values extracted from the simulations perform
with the differentI n (n52 –4) shown in Fig. 1. Here all the
defects display similar signatures, each following more
less closely the trend of the experiment. The similarity
observed not only for defect configurations which haveI S as
building unit (I 2 , I 3, and I 4a), but also forI 4b , which, as
pointed out in the preceding section, is based on a diffe
building criterion. Notwithstanding the similar qualitativ
trends of the signatures, significant differences in the qu
titative results exist. They are better pointed out in Table
where the relative differences of experimental and simula
f / f ^100& values have been reported for all defect models
alignment conditions investigated~except for thê 100&, for
which, by definition,f / f ^100&51). The last column of Table
reports the overall standard deviations of the various de
models from the experiment, which measure the ability
each defect to reproduce the full set of experimental d
Defects have been ordered from the smallest to the lar

FIG. 5. Scattering factors of defects in the different alignm
conditions, normalized to the scattering factor in the^100& orienta-
tion ( f / f ^100&), extracted from experimental spectra and from sp
tra simulated with different models of self-interstitial clusters:
interstitial (I 2), triinterstitial (I 3), and the two different
configurations of the four-interstitial aggregate (I 4a and I 4b) re-
ported in Fig. 1.
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value of the overall standard deviation. If we compare th
overall deviations with the accuracy of the method, whi
has been estimated to be about 16%, we conclude tha
deviations ofI S , I 4b , I 4a , and I 2 signatures are within or
close to the uncertainty of the procedure, whereas thos
I 3, random defect,I H , andI T are clearly out. Among defect
which haveI S as a basic building block,I 3 is the only one
which appears in significant disagreement with the exp
ment. It is worth noting thatI 4b , which obeys a building
criterion different from the one ofI S , is the defect which
gives the best overall fit of multiaxial data.

These results indicate that there is not a unique de
model compatible with experiments. We recall that in t
present approach the absolute concentration of EA’s is
adjustable parameter, which may significantly vary depe
ing both on the defect model and on the beam-target al
ment. For example, bothI 4b and I 4a defects are compatible
with experiments, although giving absolute concentrations
EA’s, as fitted on thê100& RBS-C spectrum, which differ by
a factor ;2. Further work will be necessary to examin
more defect configurations, in order to better understand
sensitivity and selectivity of the method.

It must be pointed out that the above results depend on
specific implantation condition investigated. The nature
disorder, described as small point defect aggregates, and
apparent absence of amorphous clusters are probably
consequence of a process dominated by self-annealing
clustering of highly mobile defects under implantation. T
important role of self-annealing is evident if we compare t
maximum concentration of point defects determined in o
analysis~1–2 at. %, depending on the defect type! and the
maximum atomic concentration of defects calculated w
MC-BCA simulation of the ion-implantation process. In fac
using eitherTRIM ~Ref. 30!, or our simulation codeKING,31

and setting a threshold energy of atomic displacement o
eV, we found a maximum defect concentration of about 1
for an implant of 180 keV, 1014 Si1 cm22.

Since there is practical interest to extend the atomi
RBS-C simulation to samples implanted at higher dos
and/or with higher mass ions, it will be important to inves
gate whether RBS-C spectra of more heavily damaged Si
be simulated simply by increasing the concentration of po

t

-

nd
neling
f data.
TABLE I. Differences ~in percent! betweenf / f ^100& extracted from experimental RBS-C spectra a
f / f ^100& extracted from spectra simulated according to different defect models, under the different chan
conditions investigated. The last column reports, for each defect, the overall standard deviations o
Defects are ordered from the lowest to the highest values of the overall standard deviation.

^111& ^112& ^113& $110% $100% ^130& ^120& ^110& s

I 4b 29.6 25.5 210.1 15.2 26.2 110.1 14.0 218.7 10.6
I 1S 24.4 13.5 23.5 15.4 130.2 22.9 117.7 17.6 13.6
I 4a 210.5 114.6 13.7 110.1 131.7 17.9 122.4 126.5 19.3
I 2 24.6 114.0 18.0 121.2 138.5 12.5 129.8 111.0 21.0
I 3 27.6 129.2 112.7 123.6 160.4 114.0 146.3 126.3 34.0
Random 216.2 12.0 232.8 225.6 249.6 234.2 250.1 132.8 36.5
I 1H 27.8 174.4 134.5 131.1 160.7 149.1 167.5 1102.0 63.7
I 1T 21.9 1109.2 147.4 147.9 179.9 1133.6 189.8 1125.2 95.5
6-5
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GIORGIO LULLI et al. PHYSICAL REVIEW B 69, 165216 ~2004!
defects and small aggregates, or if different models of
ementary damage units will be required to that purpose. O
key feature for the extension of the method is the behavio
the empirical potential in describing the structural chan
which occur in heavily damaged Si as a consequence of
interactions between closely spaced defects.

V. CONCLUSIONS

RBS-C multiaxial analysis of Si implanted at RT wit
low-medium dose 180 keV Si1 ions indicates that ion in-
duced disorder is strongly anisotropic, and therefore
compatible with a significant presence of amorphous c
ters. Atomistic simulation of RBS-C spectra shows that m
of the small aggregates~1–4 interstitials! having the split-
^110& defect as a basic building unit, when relaxed with t
classical EDIP potential, reproduce, within the uncertainty
the procedure, the defect scattering factors extracted f
experimental spectra under a wide range of alignment c
ditions. The only case in significant disagreement with
periments isI 3. Also I 4b , although based on the aggregati
split-̂ 100&, shows good agreement with experiments. On
other hand some of the defect models investigated (I 3 , I H ,
I T) are not compatible with RBS-C measurements. This f
indicates either that these defects are not present in sig
cant amount in the irradiated sample or that their structu
model is not correct. It is worth recalling that in the prese
method, contrary to a usual practice in atomic location,
do not adjust the position of atoms to fit RBS-C spect
Defect configurations result from geometrical optimizati
with the EDIP potential and are consistent with a physic
although empirical, model of defects. The only adjusta
parameter is the absolute concentration of interstitials. C
sidering the defect configurations which are compatible w
experiments, this concentration varies by a maximum fac
1.8 between the defects which display the lowest (I 4a) and
the highest (I 4b) scattering efficiencies in thê100& align-
ment. This factor is an estimate of the maximum uncertai
in the absolute concentration of EA’s obtained by our ato
istic RBS-C analysis.

ACKNOWLEDGMENTS

Thanks are due to S. Cristiani and R. Lotti for ion impla
tation and technical assistance in RBS-C measurements.
work was supported by the FIRB national project~Contract
No. RBAU01LLX2!.

APPENDIX: EXTRACTION OF DEFECT SCATTERING
FACTORS FROM RBS-C SPECTRA

To compare the results of multiaxial measurements
simulations we make use of the defect scattering factorf, a
characteristic property of defects as described in the b
channeling theory.1,27 In the framework of the two-beam for
mulation, for a given axial or planar direction, the norm
ized RBS-C yield of a layer containing a concentration de
profile of defectsnd(z) is given by
16521
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x~z!5xR~z!1@12xR~z!#
nd~z!

N
f , ~A1!

whereN is the atomic density of the crystal,f is the defect
scattering factor~for randomly displaced atoms,f 51 under
all alignment conditions!, and xR(z) the dechanneled frac
tion of the beam, which, in the single-scattering regime, c
be approximated by

xR~z!5xV~z!1@12xV~z!#$12exp@2sI ~z!#%. ~A2!

In Eq. ~A2! xV(z) is the normalized yield of the spectrum
of the virgin crystal,s is the defect dechanneling cross se
tion andI (z)5*0

znd(t)dt is the integral of defects from the
surface to the depthz. Equation~A2! holds for low concen-
tration of defects~integral of defects&1017 cm22). From
the dechanneling induced in 2 MeV He1 ions by a thin
amorphous Si on Si crystalline substrate,32 it is possible to
estimates.3310219 cm2. Under this condition in Eq.~A2!
we can approximate$12exp@2sI(z)#%.sI(z).

To estimatef at the position of the damage maximu
from Eq. ~A1!, we needxR(z), and to calculatexR(z) from
Eq. ~A2! we needsI (z). At a depthz0 sufficiently large,
nd(z0).0 @Eq. ~A1!# andx(z0).xR(z0), i.e., the measured
yield corresponds toxR(z0). We can therefore use Eq.~A2!
to extracts, which is given by

s5
xR~z0!2xV~z0!

@12xV~z0!#I
, ~A3!

where nowI is the integral of the whole defect depth profil
Note that in the case of simulated spectra,nd(z) and I are
known, the former corresponding to the profile used to c
culate the RBS-C spectrum. On the other hand, for the
perimental spectrumnd(z) andI are unknown. We have see
in Sec. IV A ~Fig. 3! that the integrals of the different dept
profiles deduced from the simulations with different defe
models may vary, but their shape is almost the same. We
reasonably assume a similar shape for the ‘‘true’’nd(z) of
the experimental spectrum: in this way the ratioI (z)/I can
be evaluated at any depth. Substitutings from Eq. ~A3! in
Eq. ~A2! this ratio is just what is necessary to calcula
xR(z).

We can finally calculate the defect scattering factor as

f 5
N

nd~z! Fx~z!2xR~z!

12xR~z! G . ~A4!

f depends on the concentration of defects and on
alignment condition. As described in Sec. IV A, we chose
^100& experimental spectrum as the reference for fitting
depth profiles of different defects~see Fig. 3!. Therefore, to
get rid of the dependence off on defect concentration we
simply normalize all scattering factors to the one obtain
for the ^100& alignment (f ^100&).

The variation of f / f ^100& as a function of the crystallo
graphic alignment can be considered as the signature o
defects in the sample.
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