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Influence of magnetic-field-induced tuning of disorder and band structure
on the magnetoresistance of paramagnetic dilute magnetic semiconductors

C. Michel, P. J. Klar,* S. D. Baranovskii, and P. Thomas
Department of Physics and Material Sciences Center, Philipps University, Renthof 5, 35032 Marburg, Germany

~Received 1 October 2003; published 27 April 2004!

We study theoretically the magnetotransport inp-type wide-gap dilute magnetic semiconductors in the
paramagnetic phase. Two models~referred to as mobility model and network model! based on a minimal
description of the valence-band structure and the acceptor state of the dilute magnetic semiconductors are
discussed. In both models, band filling effects, magnetic-field splitting of the band states due to thep-d
exchange interaction, as well as effects of magnetic-field independent disorder are included whereas carrier-
carrier interactions other than those responsible for the local magnetism of the Mn ions are neglected. Despite
the exclusion of many-body effects in the bands, positive as well as negative magnetoresistance effects are
predicted which show a qualitative agreement with recent experiments onp-type dilute magnetic semiconduc-
tors @Ye et al., J. Supercond.16, 159 ~2003!; Nam et al., ibid. 16, 335 ~2003!#. The differences between the
two models arise from a different, model-specific weighting of disorder and occupation effects.
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I. INTRODUCTION

Dilute magnetic semiconductors~DMS’s! exhibit unusual
magnetic properties due to exchange interaction between
localized spins of the magnetic ions and the spins of the
carriers. Two major classes of DMS are wide-gap~II,Mn!VI
and ~III,Mn !V alloys.1–3 The magnetism of these DMS wi
strongly depend on the Mn content, the electronic configu
tion of the Mn ion, and on the degree of doping. T
~II,Mn!VI compounds, where Mn is isoelectronic to th
group II cations, exhibit paramagnetic behavior up to ve
high Mn contents. On the other hand, the~III,Mn !V com-
pounds, where the Mn is incorporated as an acceptor, m
also show a ferromagnetic phase. For example, Ga12xMnxAs
with x.0.1 isp-type and exhibits Curie temperatures as h
asTC5175 K,5 For Ga12xMnxN even higher Curie tempera
tures are predicted.6,7 The ferromagnetism is mediated by th
free holes. Nevertheless, in the dilute Mn regime, GaAs:
shows a paramagnetic phase down to very low temperatu
~II,Mn!VI semiconductors such as Zn12xMnxTe can be made
ferromagnetic with aTC of a few kelvin by codoping with
acceptors such as N to increase the number of free hole8

Both ferromagnetic and paramagnetic DMS’s are c
rently of interest in the context of spintronics and spin op
electronics. These technologies combine the merits
semiconductor-electronic and magnetoelectronic devic4

DMS’s are of particular interest as spin-aligner and sp
injector materials in such devices. Possible DMS-based
signs consist either of ferromagnetic DMS,1 paramagnetic
DMS,9–12or paramagnetic-ferromagnetic hybrid structures13

~Ga,Mn!As/MnAs is a typical example of such a hybr
structure. In this hybrid, ferromagnetic MnAs clusters a
embedded in a paramagnetic Ga12xMnxAs host matrix.

Several current studies show that these DMS-ba
hybrid systems exhibit large positive and negat
magnetoresistance~MR! effects. Examples are the MR be
haviors of Ga12xMnxAs/MnAs ~Refs. 14–16!, GaAs/ErAs
~Ref. 17!, GaAs:Mn/MnSb ~Refs. 18 and 19! and
0163-1829/2004/69~16!/165211~8!/$22.50 69 1652
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Ge12yMny :Mn11Ge8.20 However, the microscopic mecha
nisms are not at all understood because the galvanomag
properties of such granular ferromagnetic hybrid systems
pend strongly on the electronic transport properties of
paramagnetic matrix material, the magnetic properties of
clusters, and on the interaction of the electronic states of
host matrix with the ferromagnetic clusters. Of course, o
essential prerequisite for understanding the galvanomagn
properties of the hybrids are detailed experimental and th
retical studies of the transport in the paramagnetic DMS m
terials which act as host matrix for the clusters. In particu
theoretical models need to be developed which are exte
able to the hybrid systems.

Several magnetotransport experiments were reported
wide-gap DMS alloys coveringn-type Cd12xMnxTe ~Ref.
21! and Cd12xMnxSe, ~Ref. 23! and more recentlyp-type
DMS such as Zn12xMnxTe:N ~Ref. 24! and paramagnetic
Ga12xMnxAs.25 It is worth noting that already the parama
netic DMS alloy alone~i.e., without clusters! exhibits posi-
tive as well as negative MR effects.21–25 However, these are
different from those in the corresponding hybrids.15 The un-
usual MR effects of the paramagnetic DMS’s are explain
by the interplay of band filling, magnetic-field-induced tu
ing of the band structure, carrier-carrier interactions, a
quantum corrections.22,26–30An aspect, whose influence o
the galvanomagnetic properties of DMS was included so
only in the magnetic polaron picture,31 is the magnetic-field-
induced tuning of the alloy disorder in these materials.
arises due to fluctuations in the Mn concentration which,
an applied magnetic field, lead to local fluctuations of t
Mn-induced band splitting. Magnetic-field tuning of allo
disorder is a well-known feature of DMS.32–35 On the other
hand, it is well established that disorder in crystalline sem
conductor alloys and even more in amorphous semicond
tors has a considerable impact on the transport propertie36

Here, we discuss two models for the magnetotranspor
p-type DMS in the paramagnetic phase: a mobility mod
and a network model. Both models are based on a simpli
©2004 The American Physical Society11-1
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description of the valence-band structure and the acce
state of the DMS. Band filling effects, magnetic-field spl
ting of the band states due to thep-d exchange interaction
as well as effects of magnetic-field independent disorder
accounted for. We do not include carrier-carrier interactio
other than those responsible for the local magnetism of
Mn ions. We will show that, despite the exclusion of man
body effects in the bands, positive as well as negative
effects are predicted by the model which show a qualita
agreement with recent experiments on paramagneticp-type
DMS’s.24,25

II. MODEL CALCULATIONS

A. Description of DMS

We only deal withp-type zinc-blende DMS. The simpli
fied description of the band structure comprises the light h
bands ~with angular momentumj 5 3

2 and j z56 1
2 ) and

heavy hole bands~with j 5 3
2 and j z56 3

2 ) of G8 symmetry.
We assume that at the center of the Brillouin zon
Ev(k50,j z)50 for all four j z and that the Mn-acceptor leve
is atEA . We assume parabolic bands for the light and he
holes characterized by effective massesmlh and mhh , re-
spectively.

In an external magnetic fieldH, the acceptor levelEA is
not altered whereas the four valence bands exhibit the g
Zeeman splitting due to thep-d exchange with the Mn ions
Furthermore, we assume that the giant Zeeman splittin
independent of momentumk. The energetic positions of
valence-band state of angular momentum componentj z and
momentumk varies with external fieldH as2,3

Ev~k, j z ,H !5Ev0~k, j z!2 1
3 N0bx0 j z^Sz&, ~1!

whereEv0(k, j z56 1
2 )5(\2/2mj z

)k2. The effective mass is

mj z
5mlh for light holes with j z56 1

2 whereas it ismj z

5mhh for heavy holes withj z56 3
2 . N0b is the p-d ex-

change integral.x0 is the Mn concentration and̂Sz& is thez
component of theS5 5

2 Mn spin parallel toH in the mean-
field approximation. For simplicity, for the diluted case
hand, we neglectd-d coupling between the Mn ions. Henc
^Sz& is given by the Brillouin functionB5/2 for S5 5

2 :

^Sz&5 5
2 B5/2~H,T!5

5

2 F6

5
cothS 6z

5 D2
1

5
cothS z

5D G , ~2!

wherez5gmBm0H/kBT. T is the temperature,g52 is theg
factor of thed electrons,kB is the Boltzmann constant, an
mB is the Bohr magneton. The resulting band-struct
schemes forH50 and HÞ0 are illustrated in Fig. 1. We
choseuN0bu52 eV in all calculations, typical for wide-gap
~III,Mn !V and ~II,Mn!VI DMS’s.1–3 We neglect effects due
to Landau quantization and magnetic anisotropy in the
lence band due to strain. The former is justified in the cas
wide-gap DMS and the latter is a good approximation wh
the quantization directions due to strain and magnetic fi
coincide.
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B. Network model

A network model previously introduced for describin
electronic transport in disordered semiconductors36,37 was
modified to describe magnetotransport in DMS, i.e., effe
due to magnetic-field-induced band splitting and tuning
the disorder potential were included. The basic idea of
network model is to divide the crystal into cubic cells
equal size~characterized by an edge lengthl ) and to assign a
local resistance to each cell. The resistances are connect
a network. We use a two-dimensionalN3N square array of
cubic cells with indexmPN2 to model the transport in an
epitaxial layer. By solving Kirchhoff’s equations for the ne
work the macroscopic resistance is derived. The Mn ions
distributed randomly between the cells such that the aver
of the local Mn concentrationsxm remainsx0. The variation
of xm causes locally different band shiftsEv

m( j z ,H,T) ac-
cording to Eq.~1! for k50. We add a field-independent con
tribution,

DEDis
m 5mDis~xm2x0!, ~3!

to account for alloy disorder in the valence band.mDis basi-
cally represents the derivative of the average valence-b
edgeEV with respect tox at x0. Thus locally different trans-
port properties, e.g., carrier concentrations arise.

In a calculation of the Fermi level of the entire system t
changes of the density of states due to the local band s
tings need to be accounted for. This is done by solving
equation for charge neutrality numerically:

(
j z

(
mPN2

pV
m, j z~T!5 (

mPN2
@nA

m~T!1nC
m~T!#, ~4!

wherenA
m(T)5xmFe(EA ,T) denotes the local density of ion

ized acceptors in each cellm. For simplicity, we assume
throughout the paper that the Mn ions act as acceptors~like
Mn ions in Ga12xMnxAs). This is no general limitation of
the model. In the case of Zn12xMnxTe:N one would replace
xm by a local acceptor densitycm which is independent of
xm . Fe(E,T) is the Fermi function.nC

m(T) is the number of
intrinsic electrons excited via the band gap. For wide-g
DMS’s with band gapsEG>1 eV and at low temperature

FIG. 1. Band-structure scheme at zero magnetic field~left! and
nonzero magnetic field~right! for a p-type DMS.
1-2
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INFLUENCE OF MAGNETIC-FIELD-INDUCED TUNING . . . PHYSICAL REVIEW B69, 165211 ~2004!
T<100 K, it is to a first approximationnC
m(T)50. pV

m, j z(T)
are the local densities of heavy and light holes ofj z given by

pV
m, j z~T!5E

2`

Ev
m( j z ,H,T)1DEDis

m

Nj z

m~E!@12Fe~E,T!#dE,

~5!

whereNj z

m(E) is the local density of states of the hole ba

with angular momentumj z :

Nj z

m~E!5
2p~2mj z

!3/2

h3
A2@E1Ev

m~ j z ,H,T!1DEDis
m #.

~6!

The resistance of an individual cell is given as the para
resistance of the four hole bands of differentj z . The resis-
tivities % j z

m of the hole bands of band mobilitym j z
~again,

different mobilitiesmhh andm lh are used for heavy and ligh
holes! are given by

~% j z

m!215qm j z
pV

m, j z~T!, ~7!

with pV
m, j z(T) defined in Eq.~5!. The cell resistancesRm

5%ml are calculated for each cell. To define the network,
assume the following.

~i! For each cubic cell of the square array, transport
only take place through its four surfaces perpendicular to
plane of the array, i.e., a central cube has four conduc
connections with nearest-neighbor cubes.

~ii ! The knots of the network are centered in the cells
the array. Thus the resistanceRn,m of a conducting connec
tion between two adjacent knotsKm andKn is Rn,m5 1

2 (Rn
1Rm). For every knotKm of the network it is

(
i 51

4

I m
i 50, ~8!

whereI m
i are incoming and outgoing currents atKm . Ohm’s

law relates voltageUn,m , currentI n,m , and resistanceRn,m
between knotsKn andKm :

Un,m5Rn,mI n,m . ~9!

~iii ! The electrodes are modeled by two additional kn
on opposite edges of the array. Both electrodes are conne
to all N knots of the corresponding edge. One of the el
trodes is grounded, i.e., its electric potential is set to zero
calculate the potential values at the remainingN211 knots
~and thus the total resistanceR of the array! a system of
N211 linear equations needs to be solved employing s
dard network-analysis algorithms.

For array sizesN>10 the results obtained forR were
independent of the number of cells. Most calculations w
performed for arrays withN525 cells and assumingm lh
'10mhh'1000 cm2/V s2.
16521
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C. Mobility model

The model, which we refer to as mobility model, is bas
on an approach described in a review by Efros and Raik38

Again the model was modified to account for the magne
field effects in DMS’s. In the network model discusse
above, disorder is included via occupation numbers in
different cells leading to different cell resistances which d
fine the total resistance of the network. In this case fluct
tions of the electronic potential are averaged on the len
scalel of the cells. The model is based on flat bands in ea
cell and a constant band mobility throughout. The concep
treating the potential fluctuations in the mobility model
entirely different. The locally fluctuating electronic potenti
of each hole band of the crystal is transformed into a
potential characterized by a renormalized band edge,
there is no dependence on a scaling length. Instead, in
trast to the network model, an energy-dependent mob
function m j z

(E) is introduced, which is determined by th
characteristics of the potential fluctuations of the correspo
ing band:38

m j z
~E!5

qp\4N

A2a j z

2x0~12x0!mj z

5/2AEv~ j z ,H,T!1G j z
2E

,

~10!

where N is the number of atoms per unit cell;a j z
is the

derivative of the potential with respect tox at x0, andG j z
is

the renormalization energy:

a j z
521/3N0b^Sz& j z1mDis ,

G j z
5

a j z

2mj z
x0~12x0!

2pN\2a
, ~11!

wherea is the zinc-blende lattice constant. This equation
the mobility is based on a Fermi’s-golden-rule description
charge-carrier scattering on fluctuations of a spatially unc
related disorder potential that is characterized by a len
scale large compared to the lattice constant and compar
with the electron wave length. A parabolic undisturbed d
persion relation for the carriers is assumed. The matrix e
ment appearing in this expression is given by^uVqu2&
5ax(12x)/(VNs), whereV is the volume of the system
and Ns the density of scattering centers. The parametea
5dE/dxux5x0

describes the sensitivity of the carrier ener
on fluctuations of the scattering center concentration. T
resulting scattering rate is then inserted into an expressio
the mobility within the relaxation time approximation, resu
ing in Eq. ~10!. From Eq.~10! it can be seen thatm j z

di-

verges fora j z
→0. The equation is only valid when the pro

cess determining the mobility is scattering by potent
fluctuations. To be able to apply the model in the limita j z

→0, i.e., small potential fluctuations, a mobility limitm j z

l im

5gm lh andm j z

l im5gmhh for light ( j z56 1
2 ) and heavy holes

( j z56 3
2 ), respectively, needs to be defined by introducin

cutoff factorg. m lh andmhh are the same band mobilities a
1-3
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MICHEL, KLAR, BARANOVSKII, AND THOMAS PHYSICAL REVIEW B 69, 165211 ~2004!
for the network model. The mobility limitm j z

l im simply re-

flects a limitation of the mobility by effects other than pote
tial fluctuations, e.g., phonons, etc. The resistivity% j z

of the

hole band with angular momentumj z is given by

~% j z
!215qE

2`

Ev( j z ,H,T)1G j z
Nj z

m j z
~E!@12Fe~E!# dE,

~12!

whereNj z
is the global density of states of the hole band w

angular momentumj z analogous to Eq.~6!. To calculate the
total resistanceR of the crystal the resistances of the fo
hole bands are connected in parallel again.

III. RESULTS AND DISCUSSION

A. Adjustment of the scaling parameters

Both models contain an adjustable parameter, the e
length l of the cubes in the network model and the factorg
correlating mobility limit and band mobility in the mobility
model. These parameters are difficult to define microsco
cally and are not obviously correlated. We will therefore a
just the parameters such that both models yield compar
zero-field resistances to have the same starting point for
magnetic-field-dependent calculations. The edge lengthl in
the network model defines the volume over which the mic
scopic alloy disorder is averaged. The largerl is, the smaller
are the fluctuations between thexm . This corresponds to the
weighting of disorder effects with respect to occupation
fects in the MR. To illustrate this problem, Fig. 2 depicts t
resistivity at H58 T of a p-type DMS with x50.03 as a
function of cube lengthl. The fluctuations in the resistivity
curve can be considered as a measure for magnitude o
effect of disorder in the network calculation. As expected
fluctuations decrease with increasingl, i.e., disorder effects
are averaged out. To assure that disorder effects still pla
role, we chose rather arbitrarilyl 53.5 nm.

The cutoff factorg in the mobility model is adjusted suc
that both models yield the same zero-field resistance for
same set of parameters. The procedure is shown in Fig.
good agreement between the two models is obtained fog
5100.

FIG. 2. Resistivity atH58 T of ap-type DMS withx50.03 as
a function of cube lengthl.
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Before discussing the MR effects calculated using the t
models it has to be confirmed that both models exhibit c
rect temperature characteristics and yield comparable re
in zero magnetic field in the entire temperature range. Thi
done in Fig. 4 which depicts various temperature-depend
resistance curves calculated for different acceptor depthEA .
As expected, typical semiconductor characteristics are
rived. For comparison, we also show a curve calculated
ing the mobility model forEA560 meV. The two curves
calculated with the two models using the same parame
agree very well.

B. Comparison of the models without field-independent
disorder

We will now proceed to compare MR curves calculat
with the two models for different scenarios. We define t
MR value at fieldH as @r(H)2r0#/r0 wherer(H) is the
resistivity at fieldH andr0 is the resistivity at zero magneti
field. We always assume in this Sec. III B that there is
Mn-related disorder at zero magnetic field, i.e., the disor
parametermdis50 meV. Figures 5 and 6 show MR curve
calculated for variousx ranging from 0.005 to 0.03 using th

FIG. 3. Zero-field resistivity as a function of cutoff factorg of
the mobility limit in the mobility model calculated forx50.03 at
T520 K. The horizontal dashed line represents the value calcul
in the network model usingl 53.5 nm. T530 K, and EA

560 meV.

FIG. 4. Temperature dependence of the resistance calcu
using the network model~various acceptor depths! and using the
mobility model (EA560 meV only!.
1-4
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INFLUENCE OF MAGNETIC-FIELD-INDUCED TUNING . . . PHYSICAL REVIEW B69, 165211 ~2004!
network model and the mobility model, respectively. T
temperature was fixed toT540 K and the acceptor energ
was EA560 meV. Distinct differences between the tw
models occur. The network model only exhibits negative M
effects for allx with the MR decreasing in the entire fiel
range. A small plateau at very low fields is followed by
rapid decrease at intermediate fields before saturatin
higher fields. The larger the Mn concentrationx, the more
pronounced is the resulting MR effect. The actual shape
the MR curve does not vary significantly withx.

The situation is very different for the MR curves shown
Fig. 6 calculated using the mobility model. In this case
MR effect changes its character with increasing field, a
crease is followed by an increase giving rise to a minimum
the MR curve. However, the increase becomes weaker
finally the MR decreases again at very high fields causin
maximum. With decreasing Mn concentrationx, the mini-
mum and the maximum both shift to higher fields. Forx
50.01 andx50.005 the maximum occurs atH510 T and
H'20 T, respectively. Furthermore, the minimum becom
shallower and the positive MR contribution is enhanc
causing the maximum to be more pronounced.

Figures 7 and 8 demonstrate the effect of temperature
the MR curves calculated using the two models. The
concentration as well as the acceptor depth are kept con
at x50.03 andEA560 meV, respectively. In the case of th
network model, the MR curves are negative at all tempe

FIG. 5. Magnetoresistance for variousx calculated using the
network model.T540 K, EA560 meV.

FIG. 6. Magnetoresistance for variousx calculated using the
mobility model.T540 K, EA560 meV.
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tures and basically of the same shape, i.e., a small platea
very low fields is followed by a rapid decrease at interme
ate fields before saturating at higher fields. As expected,
saturation value is the same for allT. The curves show a
scaling behavior, the higher the temperatureT, the higher the
field valueH to reach the same MR value.

Again, the situation is very different for the MR curves
different temperatures calculated using the mobility mo
compared to those derived with the network model. At
temperatures the MR curves also saturate at the same n
tive MR value at very high fieldsH, but, in contrast to the
network model, there is no obvious scaling behavior. T
can be seen directly in Fig. 8, for the curves atT520 K and
30 K, and was confirmed for the higher temperatures in c
culations up toH520 T. As already discussed in Fig. 6
there is a negative as well as a positive contribution to
MR which are of the same order of magnitude. At the low
temperature shown,T520 K, the positive contribution is
very small and the MR curve is dominated by the negat
MR effect and strongly resembles the corresponding M
curve in Fig. 7. Even the MR value at saturation, the satu
tion field and the curve shape are comparable. As the pos
MR contribution in the mobility model becomes more si
nificant with increasingT, the two models start to differ con
siderably.

The observed MR behavior in both models is related
the interplay of magnetic-field-induced disorder effects a

FIG. 7. Magnetoresistance for variousT calculated using the
network model.x50.03, EA560 meV.

FIG. 8. Magnetoresistance for variousT calculated using the
mobility model.x50.03, EA560 meV.
1-5
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MICHEL, KLAR, BARANOVSKII, AND THOMAS PHYSICAL REVIEW B 69, 165211 ~2004!
occupation effects. Two types of occupation effects aris
due to the giant Zeeman splitting can be imagined:~i! the
magnetic-field-induced band shifts of the individual ban
change the number of holes within each band; and~ii ! the
magnetic-field-induced band splitting of the four hole ban
changes the total density of states of the valence band
function of energy. The differences between the two mod
mainly arise due to a different weighting of the various
fects.

Let us first consider the results of the network mod
Disorder effects and both types of occupation effects are
sponsible for the observed plateau in the MR curves at
fields in Figs. 5 and 7. The resulting deviation from t
‘‘Brillouin behavior’’ of the MR is particularly obvious at
low x and highT. At zero field, light and heavy holes ar
degenerate. The transport is determined by the two light h
bands becausem lh'10mhh . Applying a small magnetic field
has several effects, it splits the hole bands and the resu
changes of the density of states cause different occupa
of the two light hole bands~similar for the two heavy hole
bands!, i.e., one contributes more to the transport, the ot
one less. At low fields, these two contributions to a fi
approximation cancel out, i.e., the resistance of the in
vidual cell does hardly depend on field. Furthermore, in
regime without field-independent disorder discussed here
the cells have exactly the same resistance in zero field. T
in zero field, the geometrically shortest current path throu
network has the lowest resistance. This changes when a m
netic field is applied as the field-induced disorder random
modifies the resistances of the cells leading to percola
effects, i.e., in general, the current path with the lowest
sistance is longer than the geometrically shortest path. T
the disorder effect results in an additional positive MR co
tribution at low fields. The sum of these effects causes
observed plateau in the MR curves.

When increasing the field further the energy splitting b
comes such that only the light hole and the heavy band c
est to the acceptor level contribute to the transport. In
field regime the transition from light hole to heavy ho
dominated transport takes place, i.e., occupation effects
cel out the difference in mobility between the two bands.
even higher fields the MR curves derived with the netwo
model are entirely dominated by occupation effects of
first type. The highest heavy-hole band withj z5

3
2 rapidly

approaches the acceptor level and its occupation incre
almost exponentially. Therefore, thej z5

3
2 band has the low-

est local resistance in each cell~i.e., at each knot!, as can be
seen from Eqs.~5! and~7!, and carries the current. As this
the case for each cell, the transport is determined by
band alone whereas the other three bands hardly contrib
As a consequence the strong negative MR effect arises.
curve shape of the MR basically follows a Brillouin functio
@see Eq.~2!# which determines the energetic shift of thej z
5 3

2 heavy-hole band towards the acceptor according to
~1!.

This explains the observed behavior as a function of
concentrationx in Fig. 5 and of temperatureT in Fig. 7 at all
fields. The behavior of plateau withx andT simply reflects
the behavior of the magnetic-field value where the transit
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from multiband transport to single-band transport tak
place. At high fields, with increasing Mn content the satu
tion value of the giant Zeeman splitting52 N0bx increases
causing larger negative MR effects at saturation. With
creasingT the magnetic-field value required to overcome t
thermal disorder of the system of Mn spins increases. He
the Brillouin function saturates at a higher field, but the c
responding saturation value of the giant Zeeman splitting
independent ofT. This is reflected by the corresponding M
curves, i.e., by their scaling behavior and saturation valu

We will turn now to the discussion of the MR curve
calculated using the mobility model~Figs. 6 and 8!. The
main difference between the two models is the strong p
tive MR contribution at intermediate fields in the mobilit
model, which becomes very pronounced with increasingT
and decreasingx. It is a result of a stronger weighting o
magnetic-field-induced disorder effects in the mobility mod
than in the network model. For each hole band, the disor
is included in the model via two parameters, the disor
parametera j z

and the band renormalizationG j z
.

Before discussing the MR curves in detail, we address
field dependence of these two parameters. From Eq.~10!, it
can be seen that the energy-dependent mobilitym j z

(E) is

inversely proportional to the square ofa j z
defined by Eq.

~11!. In zero field,a j z
is zero for all j z because we exclude

field-independent disorder, i.e.,mDis50, and the average
Mn-spin alignment^Sz&50. At low fields, the Brillouin
function is proportional to the magnetic field, hence,a j z

}^Sz&}H and consequentlym j z
}H22 for all bands. The mo-

bility of all four hole bands decreases dramatically when
magnetic field is applied and saturates at the field where
Brillouin function saturates, i.e.,̂Sz&52 5

2 . Following the
above arguments, one finds that the band renormaliza
G j z

}H2 at low fields and that it also saturates at high

fields. It is important to note thatG j z
is positive for all j z ,

i.e., causing an additional shift of all four hole bands towa
the acceptor with increasing field. In particular, for the ho
bands with j z52 3

2 and j z52 1
2 the band renormalization

G j z
counteracts the shifts due to the giant Zeeman splitti

The disorder-induced renormalization of the band gap
hances the occupation of all four bands. This effect do
nates at low fields leading to the local minimum in the M
curve. At intermediate fields, the field-induced drop of t
mobility becomes the dominant effect and causes the pos
MR contribution leading to the maximum in the MR curv
In the low and intermediate field regimes, as in the netw
model, all bands contribute to the transport. At very hi
fields and low temperatures the transport is dominated by
heavy-hole band withj z5

3
2 as discussed above. The o

servedx andT dependence of the positive MR contributio
and the corresponding maximum in the MR curves reflect
origin as a disorder effect. In contrast, to occupation effe
which become less relevant with increasing temperature
decreasing band splitting effects (}x), the disorder-induced
drop of the mobility is always of the same relevance. T
shift of the maximum to higher temperatures reflects ag
the dependence of the changes ofm j z

(E) on ^Sz&.
1-6
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C. Comparison of the models including
field-independent disorder

We will now focus on the aspect of magnetic-field ind
pendent disorder. In our approach, we solely consider a
disorder in the valence band represented bymDis in Eqs.~3!
and ~11!. mDis is simply the derivative of the valence-ban
edge with respect to Mn concentration atx0. As in Sec. III B
the electronic potential in zero field is the same for all hol
independent ofj z . One should note, however, that there is
strong correlation between alloy potential fluctuations a
local magnetic-field splitting as both variables depend
early onx.

It is useful to first consider the limit of largeumDisu, i.e.,
when the alloy disorder is bigger than thep-d induced band
splitting at saturation: With increasing magnetic field and
positivemDis , the disorder increases for the hole bands
proaching the acceptor and decreases for the hole b
moving away from the acceptor. This means qualitativ
that the mobility decreases with increasing field for the ba
whose occupation increases with the field, i.e., the MR c
tributions of disorder effects and occupation effects are
opposite sign. The situation is vice versa for negativemDis .

In the network model where constant, field-independ
band mobilities are assigned to the hole bands a ‘‘decreas
mobility’’ with increasing disorder is caused by percolatio

FIG. 9. Magnetoresistance for various disorder parametersmDis

calculated using the network model.T520 K, EA560 meV, x
50.01.

FIG. 10. Magnetoresistance for various disorder parame
mdis calculated using the mobility model.T520 K, EA560 meV,
x50.01.
16521
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effects, i.e., an elongation of the current path of lowest re
tance through the network. In the mobility model, the effe
is more obvious increasinga j z

simply decreasesm j z
(E) ac-

cording to Eq.~10!.
Figures 9 and 10 show MR curves calculated with t

network and mobility model, respectively, in the limit o
large umDisu. Different values ofmDis were used. A calcula-
tion for mDis50 meV is shown for comparison. The othe
parameters werex50.01, EA560 meV, andT520 K. Both
sets of MR curves show the behavior discussed above
now qualitatively yield similar results. Large positivemDis
values yield MR curves showing a positive effect and a ch
acteristic maximum. Large negativemDis values yield MR
effects in the entire field range with a saturation at the hi
est fields. As already vaguely indicated by the results in S
III B, positive MR contributions as well as changes of sha
of the MR curve seem to be more pronounced for the sa
mDis value in the mobility model compared to the netwo
model. This reflects again the different weighting of occup
tion and disorder effects in the two models.

The good agreement of the MR behavior calculated us
the two models in this case is further confirmed by the
rived MR curves for different Mn concentrationsx in the
presence of field-independent disorder. The results displa
in Figs. 11 and 12 are calculated for variousx between 0.005
and 0.03 and formDis51000 meV using the parametersT
530 K andEA560 meV. As expected, the positive MR e
fects are more pronounced at lowx reflecting that the band

rs

FIG. 11. Magnetoresistance for variousx calculated using the
network model.T530 K, EA560 meV, mDis51000 meV.

FIG. 12. Magnetoresistance for variousx calculated using the
mobility model.T530 K, EA560 meV, mDis51000 meV.
1-7
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splittings decrease for smallerx and hence occupation effec
become less important. Again, the magnitude of the effe
as well as the obtained curve shapes even show a quantit
agreement.

IV. CONCLUSIONS

The network model and the mobility model for the ho
transport inp-type DMS both yield positive as well as neg
tive MR effects even in the absence of hole-hole and ho
acceptor interactions. Whether the derived MR effect is po
tive or negative depends entirely on the subtle interplay
disorder effects~comprising field-independent disorder an
magnetic-field-induced disorder! and occupation effects~due
to the magnetic-field-induced band-structure changes!. Both
models contain an adjustable parameter, the edge lengthl of
the cubes of in the network model and the factorg correlat-
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