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Influence of magnetic-field-induced tuning of disorder and band structure
on the magnetoresistance of paramagnetic dilute magnetic semiconductors
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We study theoretically the magnetotransportpitype wide-gap dilute magnetic semiconductors in the
paramagnetic phase. Two modéteferred to as mobility model and network modbksed on a minimal
description of the valence-band structure and the acceptor state of the dilute magnetic semiconductors are
discussed. In both models, band filling effects, magnetic-field splitting of the band states duepa the
exchange interaction, as well as effects of magnetic-field independent disorder are included whereas carrier-
carrier interactions other than those responsible for the local magnetism of the Mn ions are neglected. Despite
the exclusion of many-body effects in the bands, positive as well as negative magnetoresistance effects are
predicted which show a qualitative agreement with recent experimergype dilute magnetic semiconduc-
tors[Ye et al, J. Supercondl6, 159 (2003; Nam et al, ibid. 16, 335(2003]. The differences between the
two models arise from a different, model-specific weighting of disorder and occupation effects.
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. INTRODUCTION Ge _yMn, :Mny;Ge;.?° However, the microscopic mecha-
nisms are not at all understood because the galvanomagnetic
Dilute magnetic semiconducto(®MS’s) exhibit unusual  properties of such granular ferromagnetic hybrid systems de-
magnetic properties due to exchange interaction between thgend strongly on the electronic transport properties of the
localized spins of the magnetic ions and the spins of the freparamagnetic matrix material, the magnetic properties of the
carriers. Two major classes of DMS are wide-gdpMn)VI  clusters, and on the interaction of the electronic states of the
and (I1,Mn)V alloys*~® The magnetism of these DMS will host matrix with the ferromagnetic clusters. Of course, one
strongly depend on the Mn content, the electronic configuraessential prerequisite for understanding the galvanomagnetic
tion of the Mn ion, and on the degree of doping. Theproperties of the hybrids are detailed experimental and theo-
(ILMn)VI compounds, where Mn is isoelectronic to the retical studies of the transport in the paramagnetic DMS ma-
group Il cations, exhibit paramagnetic behavior up to veryterials which act as host matrix for the clusters. In particular,
high Mn contents. On the other hand, ti#,Mn)V com-  theoretical models need to be developed which are extend-
pounds, where the Mn is incorporated as an acceptor, mighible to the hybrid systems.
also show a ferromagnetic phase. For examplg, @dn,As Several magnetotransport experiments were reported on
with x=0.1 isp-type and exhibits Curie temperatures as highwide-gap DMS alloys coveringr-type Cd_,Mn,Te (Ref.
asT¢=175 K,” For Ga _,Mn,N even higher Curie tempera- 21) and Cd_,Mn,Se, (Ref. 23 and more recently-type
tures are predicte?fThe ferromagnetism is mediated by the pMS such as Zp Mn,Te:N (Ref. 24 and paramagnetic
free holes. Nevertheless, in the dilute Mn regime, GaAs:MrGai_XMnXAS,ZS It is worth noting that already the paramag-
shows a paramagnetic phase down to very low temperaturegetic DMS alloy alond(i.e., without clustersexhibits posi-
(I1,Mn)VI semiconductors such as Zn,Mn,Te can be made tive as well as negative MR effects:?° However, these are
ferromagnetic with al ¢ of a few kelvin by codoping with  different from those in the corresponding hybrids-he un-
acceptors such as N to increase the number of free Roles. usual MR effects of the paramagnetic DMS's are explained
Both ferromagnetic and paramagnetic DMS’s are cur-y the interplay of band filling, magnetic-field-induced tun-
rently of interest in the context of spintronics and spin opto-ing of the band structure, carrier-carrier interactions, and
electronics. These technologies combine the merits ofjuantum correction®26-3°An aspect, whose influence on
semiconductor-electronic and magnetoelectronic devicesthe galvanomagnetic properties of DMS was included so far
DMS’s are of particular interest as spin-aligner and spin-only in the magnetic polaron pictuféjs the magnetic-field-
injector materials in such devices. Possible DMS-based déanduced tuning of the alloy disorder in these materials. It
signs consist either of ferromagnetic DMSaramagnetic  arises due to fluctuations in the Mn concentration which, in
DMS,>~*2or paramagnetic-ferromagnetic hybrid structures. an applied magnetic field, lead to local fluctuations of the
(Ga,MnAs/MnAs is a typical example of such a hybrid Mn-induced band splitting. Magnetic-field tuning of alloy
structure. In this hybrid, ferromagnetic MnAs clusters aredisorder is a well-known feature of DM$-°*On the other
embedded in a paramagnetic,Gavin,As host matrix. hand, it is well established that disorder in crystalline semi-
Several current studies show that these DMS-basedonductor alloys and even more in amorphous semiconduc-
hybrid systems exhibit large positive and negativetors has a considerable impact on the transport propéfties.
magnetoresistancéVR) effects. Examples are the MR be-  Here, we discuss two models for the magnetotransport in
haviors of Ga_,Mn,As/MnAs (Refs. 14-18 GaAs/ErAs p-type DMS in the paramagnetic phase: a mobility model
(Ref. 17, GaAs:Mn/MnSb (Refs. 18 and 1P and and a network model. Both models are based on a simplified
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description of the valence-band structure and the acceptor H=0 HLo
state of the DMS. Band filling effects, magnetic-field split-
ting of the band states due to tped exchange interaction,

as well as effects of magnetic-field independent disorder are
accounted for. We do not include carrier-carrier interactions
other than those responsible for the local magnetism of the
Mn ions. We will show that, despite the exclusion of many-
body effects in the bands, positive as well as negative MR
effects are predicted by the model which show a qualitative
agreement with recent experiments on paramagmetipe
DMS's#*#

E,=0

j=1/2,-172

IIl. MODEL CALCULATIONS k[arb. units]

A. Description of DMS FIG. 1. Band-structure scheme at zero magnetic filglf) and

We only deal withp-type zinc-blende DMS. The simpli- nonzero magnetic fiel¢tight) for a p-type DMS.
fied description of the band structure comprises the light hole
bands (with angular momentumj=% and j,=*3) and B. Network model
heavy hole bandéwith j=3 andj,=*3) of I'y symmetry. A network model previously introduced for describing
We assume that at the center of the Brillouin zoneelectronic transport in disordered semiconducfots was
E,(k=0,j,)=0 for all four j, and that the Mn-acceptor level modified to describe magnetotransport in DMS, i.e., effects
is atE, . We assume parabolic bands for the light and heavyjue to magnetic-field-induced band splitting and tuning of
holes characterized by effective massag and m,,, re-  the disorder potential were included. The basic idea of the
spectively. network model is to divide the crystal into cubic cells of

In an external magnetic field, the acceptor levelE, is  equal sizecharacterized by an edge lendgjhand to assign a
not altered whereas the four valence bands exhibit the giangcal resistance to each cell. The resistances are connected to
Zeeman splitting due to the-d exchange with the Mn ions. a network. We use a two-dimensiordix N square array of
Furthermore, we assume that the giant Zeeman splitting igubic cells with indexme N? to model the transport in an
independent of momenturk The energetic positions of a epitaxial layer. By solving Kirchhoff’s equations for the net-
valence-band state of angular momentum compopgand  work the macroscopic resistance is derived. The Mn ions are

momentunk varies with external fielH as® distributed randomly between the cells such that the average
of the local Mn concentrations,, remainsxy. The variation
E,(K,jz,H)=E,o(K,j)—5NoBX0j AS,), (1)  of x,, causes locally different band shif&'(j,,H,T) ac-

cording to Eq(1) for k=0. We add a field-independent con-

whereE,q(k,j,= * 3) = (A°/2m; )k*. The effective mass is tribution,
_ ) LT L

m; =My for light holes W|thjZ tz whereas it ism; AED = Mpis(Xm—Xo). 3)
=myy, for heavy holes withj,=+3. Nog is the p-d ex- _ _ _
change integral, is the Mn concentration angs,) is thez ~ to account for alloy disorder in the valence banth;s basi-
component of thé&8=32 Mn spin parallel toH in the mean- cally represents the derivative of the average valence-band
field approximation. For simplicity, for the diluted case at €dgeEy with respect tox atx,. Thus locally different trans-

hand, we negleai-d coupling between the Mn ions. Hence, POrt properties, e.g., carrier concentrations arise.
(S,) is given by the Brillouin functiorBs, for S=3: In a calculation of the Fermi level of the entire system the

changes of the density of states due to the local band split-
5|6 . 6¢
2|5°° 5

1 ¢ tings need to be accounted for. This is done by solving the

) — gcotr< ” (2)  equation for charge neutrality numerically:

sz _ m m

where{=guguoH/kgT. T is the temperaturgy=2 is theg % m;\‘ Py T)_m§\12 [na(T)+nc(T)], @)
factor of thed electronskg is the Boltzmann constant, and
ug is the Bohr magneton. The resulting band- structuravheren(T) =x,F(E,,T) denotes the local density of ion-
schemes foH=0 andH=+0 are illustrated in Fig. 1. We ized acceptors in each ceth. For simplicity, we assume
chose|NyB|=2 eV in all calculations, typical for wide-gap throughout the paper that the Mn ions act as acceglites
(1,Mn)V and (I,Mn)VI DMS’s.*~3 We neglect effects due Mn ions in Ga_,Mn,As). This is no general limitation of
to Landau quantization and magnetic anisotropy in the vathe model. In the case of Zn,Mn,Te:N one would replace
lence band due to strain. The former is justified in the case ofm by a local acceptor density,, which is independent of
wide-gap DMS and the latter is a good approximation wherx,,. F&(E,T) is the Fermi functionng(T) is the number of
the quantization directions due to strain and magnetic fieldntrinsic electrons excited via the band gap. For wide-gap
coincide. DMS’s with band gapEg=1 eV and at low temperatures

(S;)=5Bg(H,T)= 3
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T<100 K, it is to a first approximationd(T)=0. p\”,’"Z(T) C. Mobility model
are the local densities of heavy and light holeg ofiven by The model, which we refer to as mobility model, is based
on an approach described in a review by Efros and R&kh.
m,j EM(j, H.T)+AED o . Again the model was modified to account for the magnetic-
Py Z(T):f_w Nj,(E)[1—FE,T)]dE, field effects in DMS's. In the network model discussed
(5) above, disorder is included via occupation numbers in the
different cells leading to different cell resistances which de-
whereN(E) is the local density of states of the hole bandfine the total resistance of the network. In this case fluctua-
with anngJIar momentun, : tions of the electronic potential are averaged on the length
z: scalel of the cells. The model is based on flat bands in each
cell and a constant band mobility throughout. The concept of
i treating the potential fluctuations in the mobility model is
V=[E+E](j,,.H.T)+AED]. entirely different. The locally fluctuating electronic potential
©6) of each hole band of the crystal is transformed into a flat
potential characterized by a renormalized band edge, i.e.,
here is no dependence on a scaling length. Instead, in con-

. oo ; rast to the network model, an energy-dependent mobility
resistance of the four hole bands of differ¢nt The resis- ¢ 00 w; (E) is introduced, which is determined by the

t“,/mes °, of't.h'e hole bands of band mOb”m‘Z (agalh, characteristics of the potential fluctuations of the correspond-
different mobilitiesuy, and w, are used for heavy and light ing band®®

holeg are given by

2m(2m; )32
m _ z
NJ(E)= —

The resistance of an individual cell is given as the parallet

qmh’N
V2a; 2xo(1=xo)m??\JE, (j, H, T) +T| —E’

with p'\T,”Z(T) defined in Eqg.(5). The cell resistanceR, _ _ _ 19
= o™ are calculated for each cell. To define the network, wevhere N is the number of atoms per unit celi;; is the
assume the following. derivative of the potential with respect xoat x5, andI’ i, is

(i) For each cubic cell of the square array, transport cafhe renormalization energy:
only take place through its four surfaces perpendicular to the
plane of the array, i.e., a central cube has four conducting aj = —1/3NpB(S,)j ,+ Mpis ,
connections with nearest-neighbor cubes.

(i) The knots of the network are centered in the cells of 2 _

. : a; “m; Xo(1—Xgp)

the array. Thus the resistanBg , of a conducting connec- - 217 (11)
tion between two adjacent knoks, andK,, is R, m=3(R, Iz 2wNk%a
+Ry). For every knotK,, of the network it is

(@)~ t=qu; pJ«T), @ mB)=

wherea is the zinc-blende lattice constant. This equation for
4 the mobility is based on a Fermi’'s-golden-rule description of

2 Iim -0, ®) charge—cqrrier scattering on fluqtuations of a spatially uncor-

=1 related disorder potential that is characterized by a length

‘ scale large compared to the lattice constant and comparable
wherel ,, are incoming and outgoing currentskgt,. Ohm’s  with the electron wave length. A parabolic undisturbed dis-
law relates voltageJ,, ,,, currentl, ,,, and resistanc®,,,  Persion relation for the carriers is assumed. The matrix ele-

between knotK, andK,: ment appearing in this expression is given l()bX/q|2>
=ax(1—x)/(QN,), where( is the volume of the system
Unm=Rnmlnm- (9) and Ng the density of scattering centers. The parameter

=dE/dx|X:X0 describes the sensitivity of the carrier energy

(iii) The electrodes are modeled by two additional knotsPn fluctuations of the scattering center concentration. The
on opposite edges of the array. Both electrodes are connecté@sulting scattering rate is then inserted into an expression of
to all N knots of the Corresponding edge_ One of the e|ec.the mOblllty within the relaxation time apprOXimation, result-
trodes is grounded, i.e., its electric potential is set to zero. T§Y in Eq. (10). From Eq.(10) it can be seen that; di-
calculate the potential values at the remainhfg+ 1 knots  verges fora; —0. The equation is only valid when the pro-
(and thus the total resistand® of the array a system of cess determining the mobility is scattering by potential
N?+1 linear equations needs to be solved employing stanfiyctuations. To be able to apply the model in the lirajt

dard network-analysis algorithms. : : : Sie, o lim
: . 0, i.e., small potential fluctuations, a mobility limit;
For array sizedN=10 the results obtained fdR were - P y Iz

l - -
independent of the number of cells. Most calculations weré= Y#ih @nd ™ = ypun for light (j,= +3) and heavy holes
performed for arrays witiN=25 cells and assuming, (j,=*32), respectively, needs to be defined by introducing a
~10upp~1000 cn?/V s2. cutoff factory. w, andupy, are the same band mobilities as
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FIG. 2. Resistivity aH=8 T of ap-type DMS withx=0.03 as

a function of cube length FIG. 3. Zero-field resistivity as a function of cutoff factgrof

the mobility limit in the mobility model calculated fox=0.03 at
S . T=20 K. The horizontal dashed line represents the value calculated
for the network model. The mobility I|m|]ujZ simply re- in the network model usingl=3.5nm. T=30 K, and E,
flects a limitation of the mobility by effects other than poten- =60 meV.
tial fluctuations, e.g., phonons, etc. The resisti\glj'-)zl of the

hole band with angular momentujn is given by Before discussing the MR effects calculated using the two
models it has to be confirmed that both models exhibit cor-
E, iz H T+, rect temperature characteristics and yield comparable results
(sz)_1=QJ N; uj (E)[1-F%E)]dE, in zero magnetic field in the entire temperature range. This is
- (12) done in Fig. 4 which depicts various temperature-dependent
resistance curves calculated for different acceptor depth

whereN;_is the global density of states of the hole band withAS expected, typical semiconductor characteristics are de-

angular momentunj, analogous to Eq(6). To calculate the rived. For comparison, we also show a curve calculated us-

total resistanceR of the crystal the resistances of the four ing the mOb'_“ty model forE,=60 r_neV. The two curves
hole bands are connected in parallel again. calculated with the two models using the same parameters

agree very well.

lim

IIl. RESULTS AND DISCUSSION
B. Comparison of the models without field-independent

A. Adjustment of the scaling parameters disorder

Both models contain an adjustable parameter, the edge We will now proceed to compare MR curves calculated
length! of the cubes in the network model and the facjor with the two models for different scenarios. We define the
correlating mobility limit and band mobility in the mobility MR value at fieldH as[p(H)—pg]/po Wherep(H) is the
model. These parameters are difficult to define microscopiresistivity at fieldH andp, is the resistivity at zero magnetic
cally and are not obviously correlated. We will therefore ad-field. We always assume in this Sec. 11l B that there is no
just the parameters such that both models yield comparabiein-related disorder at zero magnetic field, i.e., the disorder
zero-field resistances to have the same starting point for thearametemg;;=0 meV. Figures 5 and 6 show MR curves
magnetic-field-dependent calculations. The edge lehgth calculated for variou ranging from 0.005 to 0.03 using the
the network model defines the volume over which the micro-
scopic alloy disorder is averaged. The larges, the smaller 25
are the fluctuations between tkg. This corresponds to the

L . ) . 20 90 meV —e— .
weighting of disorder effects with respect to occupation ef- 80 meV —=—
fects in the MR. To illustrate this problem, Fig. 2 depicts the 15 70meV. —v—

resistivity atH=8 T of a p-type DMS withx=0.03 as a
function of cube length. The fluctuations in the resistivity
curve can be considered as a measure for magnitude of the
effect of disorder in the network calculation. As expected the
fluctuations decrease with increasihg.e., disorder effects

are averaged out. To assure that disorder effects still play a
role, we chose rather arbitrarily=3.5 nm.

The cutoff factory in the mobility model is adjusted such
that both models yield the same zero-field resistance for the
same set of parameters. The procedure is shown in Fig. 3. A FIG. 4. Temperature dependence of the resistance calculated
good agreement between the two models is obtainedyfor using the network modelvarious acceptor depthand using the
=100. mobility model E,=60 meV only.

60 meV M-model —x— |

log(Resistivity) [Ohm cm]

20 40 60 80 100
Temperature [K]
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FIG. 5. Magnetoresistance for variouscalculated using the FIG. 7. Magnetoresistance for variodscalculated using the
network modelT=40 K, E,=60 meV. network modelx=0.03, E,=60 meV.

network model and the mobility model, respectively. Thetures and basically of the same shape, i.e., a small plateau at
temperature was fixed td=40 K and the acceptor energy very low fields is followed by a rapid decrease at intermedi-
was E,=60 meV. Distinct differences between the two ate fields before saturating at higher fields. As expected, the
models occur. The network model only exhibits negative MRsaturation value is the same for dll The curves show a
effects for allx with the MR decreasing in the entire field scaling behavior, the higher the temperatlir¢he higher the
range. A small plateau at very low fields is followed by afield valueH to reach the same MR value.
rapid decrease at intermediate fields before saturating at Again, the situation is very different for the MR curves at
higher fields. The larger the Mn concentratisnthe more  different temperatures calculated using the mobility model
pronounced is the resulting MR effect. The actual shape ofompared to those derived with the network model. At all
the MR curve does not vary significantly wiih temperatures the MR curves also saturate at the same nega-
The situation is very different for the MR curves shown intive MR value at very high field$l, but, in contrast to the
Fig. 6 calculated using the mobility model. In this case thenetwork model, there is no obvious scaling behavior. This
MR effect changes its character with increasing field, a deean be seen directly in Fig. 8, for the curvesTat 20 K and
crease is followed by an increase giving rise to a minimum ir30 K, and was confirmed for the higher temperatures in cal-
the MR curve. However, the increase becomes weaker anclilations up toH=20 T. As already discussed in Fig. 6,
finally the MR decreases again at very high fields causing #here is a negative as well as a positive contribution to the
maximum. With decreasing Mn concentratianthe mini- MR which are of the same order of magnitude. At the lowest
mum and the maximum both shift to higher fields. Por temperature shown]=20 K, the positive contribution is
=0.01 andx=0.005 the maximum occurs &=10 T and very small and the MR curve is dominated by the negative
H~20 T, respectively. Furthermore, the minimum becomedMR effect and strongly resembles the corresponding MR
shallower and the positive MR contribution is enhancedcurve in Fig. 7. Even the MR value at saturation, the satura-
causing the maximum to be more pronounced. tion field and the curve shape are comparable. As the positive
Figures 7 and 8 demonstrate the effect of temperature oRIR contribution in the mobility model becomes more sig-
the MR curves calculated using the two models. The Mmificant with increasind, the two models start to differ con-
concentration as well as the acceptor depth are kept constasitierably.
atx=0.03 andE,=60 meV, respectively. In the case of the  The observed MR behavior in both models is related to
network model, the MR curves are negative at all temperathe interplay of magnetic-field-induced disorder effects and

1.2

1.6

0.005Mn —a— 60K —a—

0.01 Mh —e— 50K —e—
o 08 002 Mn —a— ® 40K —m—
o 0.03 Mn ! 30K —v—
5 g 08 20K —e—
2 04 @
8 3
g s
@ 0 o 0r
g g
2 04 =

-0.8
-0.8 : - : : - :
0 2 4 6 8 0 2 4 6 8
Magnetic field [T] Magnetic field [T]
FIG. 6. Magnetoresistance for variouscalculated using the FIG. 8. Magnetoresistance for variodscalculated using the
mobility model. T=40 K, E,=60 meV. mobility model.x=0.03, E,=60 meV.

165211-5



MICHEL, KLAR, BARANOVSKII, AND THOMAS PHYSICAL REVIEW B 69, 165211 (2004

occupation effects. Two types of occupation effects arisingrom multiband transport to single-band transport takes
due to the giant Zeeman splitting can be imaginggdthe  place. At high fields, with increasing Mn content the satura-
magnetic-field-induced band shifts of the individual bandstion value of the giant Zeeman splittingN,Bx increases
change the number of holes within each band; éndthe causing larger negative MR effects at saturation. With in-
magnetic-field-induced band splitting of the four hole bandscreasingT the magnetic-field value required to overcome the
changes the total density of states of the valence band astlaermal disorder of the system of Mn spins increases. Hence,
function of energy. The differences between the two modelshe Brillouin function saturates at a higher field, but the cor-
mainly arise due to a different weighting of the various ef-responding saturation value of the giant Zeeman splitting is
fects. independent of. This is reflected by the corresponding MR

Let us first consider the results of the network model.curves, i.e., by their scaling behavior and saturation values.
Disorder effects and both types of occupation effects are re- We will turn now to the discussion of the MR curves
sponsible for the observed plateau in the MR curves at lowalculated using the mobility modéFigs. 6 and 8 The
fields in Figs. 5 and 7. The resulting deviation from themain difference between the two models is the strong posi-
“Brillouin behavior” of the MR is particularly obvious at tive MR contribution at intermediate fields in the mobility
low x and highT. At zero field, light and heavy holes are model, which becomes very pronounced with increasing
degenerate. The transport is determined by the two light holand decreasing. It is a result of a stronger weighting of
bands because;,~ 10u,;,. Applying a small magnetic field magnetic-field-induced disorder effects in the mobility model
has several effects, it splits the hole bands and the resultinpan in the network model. For each hole band, the disorder
changes of the density of states cause different occupations included in the model via two parameters, the disorder
of the two light hole bandssimilar for the two heavy hole parametery; and the band renormalizatidqz.

bands, i.e., one contributes more to the transport, the other Before discussing the MR curves in detail, we address the
one less. At low fields, these two contributions to a firstfield dependence of these two parameters. From(H, it
approximation cancel out, i.e., the resistance of the indican be seen that the energy-dependent mobjlity(E) is

vidual cell does hardly depend on field. Furthermore, in th ; : .
regime without field-independent disorder discussed here, a?versely proportional o the square mjz defined by Eq.

the cells have exactly the same resistance in zero field. Thid- In zero field,«; is zero for allj, because we exclude
in zero field, the geometrically shortest current path througHield-independent disorder, i.emp;s=0, and the average
network has the lowest resistance. This changes when a malyin-spin alignment(S,)=0. At low fields, the Brillouin
netic field is applied as the field-induced disorder randomlyfunction is proportional to the magnetic field, heneg,
modifies the resistances of the cells leading to percolatior(S,)«H and consequentlyajzscH‘z for all bands. The mo-

effects, i.e., in general, the current path with the lowest reyjjivy of all four hole bands decreases dramatically when the
sistance is longer than the geometrically shortest path. Thug,agnetic field is applied and saturates at the field where the

the disorder effect results in an additional positive MR con-gyiliouin function saturates i.e(S,)=—3. Following the

tribution at low fields. The sum of these effects causes the g e arguments, one finds that the band renormalization

observed plateau in the MR curves. » I; «H? at low fields and that it also saturates at higher
When increasing the field further the energy splitting be-_. 2

comes such that only the light hole and the heavy band clog_lelds' I '.S |mportan't. o notg tha;, is positive for allj,,
est to the acceptor level contribute to the transport. In thid-€., causing an additional shift of all four hole bands towards
field regime the transition from light hole to heavy hole the acceptor with increasing field. In particular, for the hole
dominated transport takes place, i.e., occupation effects caR@nds withj,=—3 and j,=—3 the band renormalization
cel out the difference in mobility between the two bands. Atl’j, counteracts the shifts due to the giant Zeeman splitting.
even higher fields the MR curves derived with the networkThe disorder-induced renormalization of the band gap en-
model are entirely dominated by occupation effects of thehances the occupation of all four bands. This effect domi-
first type. The highest heavy-hole band with=32 rapidly = nates at low fields leading to the local minimum in the MR
approaches the acceptor level and its occupation increasesrve. At intermediate fields, the field-induced drop of the
almost exponentially. Therefore, thg=3 band has the low- mobility becomes the dominant effect and causes the positive
est local resistance in each céle., at each kngtas can be MR contribution leading to the maximum in the MR curve.
seen from Eqs(5) and(7), and carries the current. As this is In the low and intermediate field regimes, as in the network
the case for each cell, the transport is determined by thimodel, all bands contribute to the transport. At very high
band alone whereas the other three bands hardly contributBelds and low temperatures the transport is dominated by the
As a consequence the strong negative MR effect arises. THeeavy-hole band withj,=3 as discussed above. The ob-
curve shape of the MR basically follows a Brillouin function servedx and T dependence of the positive MR contribution
[see Eq.(2)] which determines the energetic shift of the and the corresponding maximum in the MR curves reflect its
=32 heavy-hole band towards the acceptor according to Ecprigin as a disorder effect. In contrast, to occupation effects,
2. which become less relevant with increasing temperature or
This explains the observed behavior as a function of Mndecreasing band splitting effects X), the disorder-induced
concentratiorx in Fig. 5 and of temperatur€in Fig. 7 atall  drop of the mobility is always of the same relevance. The
fields. The behavior of plateau withand T simply reflects  shift of the maximum to higher temperatures reflects again
the behavior of the magnetic-field value where the transitiorthe dependence of the changesqu(E) on(sS,).
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FIG. 9. Magnetoresistance for various disorder parameteys FIG. 11. Magnetoresistance for varioyscalculated using the

calculated using the network modél.=20 K, E,=60 meV, x network model.T=30 K, E,=60 meV, mp;s=1000 meV.

=0.01.
effects, i.e., an elongation of the current path of lowest resis-

C. Comparison of the models including tance through the network. In the mobility model, the effect
field-independent disorder is more obvious increa:singjZ simply decreaseﬁjz(E) ac-

cording to Eq.(10).

Figures 9 and 10 show MR curves calculated with the

twork and mobility model, respectively, in the limit of

large |mp;s|. Different values ofmp;s were used. A calcula-

tion for mp;s=0 meV is shown for comparison. The other

Sparameters were=0.01,E,=60 meV, andl =20 K. Both

Sets of MR curves show the behavior discussed above and

We will now focus on the aspect of magnetic-field inde-
pendent disorder. In our approach, we solely consider allo¥|
disorder in the valence band representedry; in Egs.(3) €
and (11). mp;s is simply the derivative of the valence-band
edge with respect to Mn concentrationxgt As in Sec. 11l B
the electronic potential in zero field is the same for all hole

independent of ,. One should note, however, that there is a

strong correlation between alloy potential fluctuations and"W qughtatlvely yield S|m|Ia_r results._l__arge POSItiVEp;s
values yield MR curves showing a positive effect and a char-

local magnetic-field splitting as both variables depend lin- 2 . ) :
earl Y Pting P acteristic maximum. Large negativap;s values yield MR
y ONnx. . S ; . .
effects in the entire field range with a saturation at the high-

It is useful to first consider the limit of largeny;|, i-e., . S i
when the alloy disorder is bigger than thed ir?|du2|es<|j band est fields. As already vaguely indicated by the results in Sec.
11l B, positive MR contributions as well as changes of shape

splitting at saturation: With increasing magnetic field and forOf the MR curve seem to be more pronounced for the same
positive mp;s, the disorder increases for the hole bands ap- P

proaching the acceptor and decreases for the hole ban&%‘ége\fa#*he. 'r;eﬁ,?:ctrm;b'g% trE(e)dde_]lfg:)emn{)aree_dht?nthzfnoeézvor;
moving away from the acceptor. This means qualitativelym - IS > agal : weighting up

that the mobility decreases with increasing field for the band%'on and disorder effects in the two mode]s. .
whose occupation increases with the field, i.e., the MR con- The good agreement of the MR behavior calculated using

tributions of disorder effects and occupation effects are of.he two models in this case is further confirmed by the de-

opposite sign. The situation is vice versa for negati rived MR curves for different Mn concentrationsin the
. g, . L . .
In the network model where constant, field-independenpresence of field-independent disorder. The results displayed

band mobilities are assigned to the hole bands a “decrease A Figs. 11 and 12 are calculated for variousetween 0.005

TR . - . .~ ~and 0.03 and fomp;s=1000 meV using the parameters
mobility” with increasing disorder is caused by percolation —30 K andE,—60 meV. As expected, the positive MR ef-

fects are more pronounced at lowreflecting that the band

1000 meV —4—
0.8 r 500 meV —e— ] , ,
® OmeV —m— 0.005Mn ——
g o4} -500 meV — j 08 0.01 Mn —e—
8 : -1000 meV —e— ’ 0.02 Mn
k7] -2000 meV —e— 8 0.03 Mn
$ o g o4
S R
g 3
2 -04 8
=2 g
j= 2
o8| g 0.4
0 2 4 6 8 08
Magnetic field [T] 0 > 4 6 8
FIG. 10. Magnetoresistance for various disorder parameters Magnetic field [T]
my;s calculated using the mobility model.=20 K, E,=60 meV, FIG. 12. Magnetoresistance for varionscalculated using the
x=0.01. mobility model. T=30 K, Eo=60 meV, mp;s=1000 meV.
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splittings decrease for smalleiand hence occupation effects ing the mobility limits and the band mobilities in the mobil-
become less important. Again, the magnitude of the effectity model, which are hard to define microscopically and are
as well as the obtained curve shapes even show a quantitatimet obviously correlated. Nevertheless, when adjusting the
agreement. parameters such that both models yield comparable zero-
field resistances, the MR curves calculated with the two
IV. CONCLUSIONS models are in qualitative and even quantitative agreement for
- a wide range of parameters. Furthermore, the two models are
The network model and the mobility model for the hole i, excellent qualitative agreement with recent experimental

transport inp-type DMS both yield positive as well as nega- aglts onp-type Zn_,Mn,Te:N and Ga_,Mn,As in the
tive MR effects even in the absence of hole-hole and holeparamagnetic phase.

acceptor interactions. Whether the derived MR effect is posi-
tive or negative depends entirely on the subtle interplay of
disorder effectgcomprising field-independent disorder and
magnetic-field-induced disordeand occupation effectslue We thank H. Overhof for fruitful discussions concerning
to the magnetic-field-induced band-structure changgsth  the network model and B. Goldike for his help with the
models contain an adjustable parameter, the edge lérajth numerical algorithms. One of US.D.B) is grateful for sup-
the cubes of in the network model and the facfocorrelat-  port by the Fonds der Chemischen Industrie.
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