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Unconventional quantum fluid at high magnetic fields in the marginal charge-density-wave system
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Single crystals of the organic charge-transfer saltsa-(BEDT-TTF)2MHg(SCN)4 have been studied using
Hall-potential measurements (M5K) and magnetization experiments (M5K, Rb!. The data show that two
types of screening currents occur within the high-magnetic-field, low-temperature charge-density wave
(CDWx) phases of these salts in response to time-dependent magnetic fields. The first, which gives rise to the
induced Hall potential, is a free current (j free), present at the surface of the sample. The time constant for the
decay of these currents is much longer than that expected from the sample resistivity. The second component
of the current appears to be magnetic (jmag), in that it is a microscopic, quasiorbital effect; it is evenly
distributed within the bulk of the sample upon saturation. To explain these data, we propose a simple model
invoking a new type of quantum fluid comprising a CDW coexisting with a two-dimensional Fermi-surface
pocket which describes the two types of current. The model and data are able to account for the body of
previous experimental data which had generated apparently contradictory interpretations in terms of the quan-
tum Hall effect or superconductivity.

DOI: 10.1103/PhysRevB.69.165103 PACS number~s!: 71.45.Lr, 71.20.Ps, 71.18.1y
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I. INTRODUCTION

In their rudimentary form, charge-density waves~CDWs!
constitute a simple one-dimensional spin singlet ground s
in which the collective mode consists of a charge den
modulated at a characteristic wave vectorQ52kF . Here,kF

is the Fermi wave vector of the Fermi-surface section
sponsible for CDW formation.1–3 Compared to supercon
ductors, their behavior in a magnetic field is relatively ea
to predict, providing perhaps the simplest example of a s
glet ground state reaching the Pauli limit.4–7 This limit is
defined as the magnetic field required to cause the energ
the partially spin-polarized normal state to become low
than that of the condensate.

In spite of the simplicity of CDW systems, the large va
ues of the CDW condensation temperaturesTp , typically of
the order of 100 K,1,2 make the Pauli limit inaccessible i
standard laboratory magnetic fields for the vast majority
CDW materials.8 Our reason for studying the title com
pounds,a-(BEDT-TTF)2MHg(SCN)4, is that they lie at the
far lower end of the spectrum of transition temperatures, w
Tp'8 K ~Ref. 9! for M5K and Tp' 12 K for M5Rb,
making them perhaps the most marginal of CDW syste
Consequently, they are the only CDW compounds in wh
the gap is sufficiently low for the primary CDW phas
CDW0, to have been shown to be Pauli limited by a re
tively modest magnetic field ofm0H'23 T for M5K and
m0H'32 T for M5Rb.6,7,10–12

It must be stated, however, that the marginal CDW pr
erties ofa-(BEDT-TTF)2MHg(SCN)4 render it somewha
beyond the predictive power of the standard theory.4 For in-
stance, the low transition temperature results in a CDW w
a weak charge modulation that is vulnerable to fluctuati
0163-1829/2004/69~16!/165103~13!/$22.50 69 1651
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and sample-dependent effects.9 Furthermore, the presence o
large sections of the Fermi surface left ungapped by
CDW order13 ~see Fig. 1, Refs. 13–16! causes the energ
associated with the coupling of the magnetic field to orb
degrees of freedom of the itinerant electrons to rival the c
densation energy. This leads to a modification of the qu
tum oscillatory effects7,17,18 and to the possibility of field-
induced CDW subphases.5,19

At magnetic fields above the Pauli paramagnetic lim
a-(BEDT-TTF)2MHg(SCN)4 then crosses over into a ne
regime in which the transition temperature becomes e
lower,10–12 falling to between 2 and 4 K: a schematic of th
phase diagram is shown in Fig. 2. Since the conventio
CDW phase, CDW0, is no longer stable at high magnet
fields, the spin-up and spin-down electrons must inst
form independent charge and spin modulations with mom
tum vectorsQ↑ and Q↓ ,5,6 leading to a different type of
CDW phase.

Experimental studies of this high-magnetic-field pha
denoted CDWx , lead one to question whether it is a CDW
all. While conventional wisdom has it that CDWs constitu
a class of narrow-gap insulator,1,2 experimental studies find
behaviors that are reminiscent either of the quantum H
effect20–24 or superconductivity.12,25–27 These experimenta
findings include a sharp drop in the electrical resistivity
low temperatures, persistent currents and unusual H
voltage phenomena. Problems arise because the qua
Hall effect28 and superconductivity29 have fundamentally dif-
ferent origins. If one attempts to categorize interpretations
experimental data in terms of the quantum Hall effect30 or
superconductivity,25 one obtains two sets of conclusions th
are in contradiction.

The present paper seeks to reconcile the body of exp
©2004 The American Physical Society03-1
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FIG. 1. A summary of models of the Ferm
surface of a-(BEDT-TTF)2KHg(SCN)4 before
and after reconstruction due to CDW0 formation.
~a! depicts the earliest Fermi-surface calculati
~Ref. 14!. If the quasi-one-dimensional section
are assumed to nest perfectly with a nesting v
tor Q, one obtains a reconstructed Fermi surfa
of the form shown in~b! ~Ref. 15!. ~c! shows a
notional model of the Fermi surface from Re
16; nesting of the one-dimensional sheets is p
fect, giving rise to the network of interconnecte
ellipses in~d!. ~e! shows a Fermi-surface mode
in which the transfer integrals of the tight-bindin
Hamiltonian were fitted to a wide range of ex
perimental data~Ref. 13!. Imperfect, commensu-
rate nesting gives rise to the reconstructed Fe
surface shown in~f!. Note that the nesting vecto
Q of the model shown in~e! and~f! is in reason-
able agreement with structural studies~Ref. 9!.
Evidence for a reconstructed Fermi surfa
within the proposed CDWx phase~see Fig. 2! has
not as yet been reported, preventing estimates
the nesting vector from being made. One pos
bility is that the reduced CDW gaps in the CDWx

phase allow quasiparticles to easily tunn
through them at high magnetic fields. Comple
magnetic breakdown would then account for t
comparatively large amplitude of the quantum o
cillations of thea frequency observed within tha
phase~Ref. 13!.
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mental evidence12,20–27in exploring the predicted propertie
of a new type of quantum fluid, consisting of a CDW coe
isting with a two-dimensional~2D! Fermi surface. A simple
model shows that the exchange of quasiparticles betw
these subsystems results in the sample partially scree
time- and spatially varying electromagnetic fields via tw
types of current flow; this result is supported by the expe
mental data in this work, which show that the screening c
rents observed in earlier magnetic measurements12,20,26,27,33

comprise two parts. The first is weighted mostly towards
sample edges and can be considered a free currentj free, fur-
nishing a Hall-potential gradient. The second contribution
analogous to the ‘‘magnetic currents’’jmag used to represen
the effects of localized orbital moments31 in producing mag-
netization. These currents, which are essentially of infin
duration,12 represent a local, microscopic current flow with
the bulk of the sample; they occur if the surface screen
mechanism fails, causing the CDW, instead, to be coerce
an external change in magnetic field into a nonequilibri
state. In this case, bulk currents are supported by CDW
ning forces and are not free.

The remainder of this paper is organized as follows. E
perimental details are given in Sec. II, while Sec. III d
scribes the Hall potential measurements which characte
the surface current densityj free. The ‘‘magnetic’’ current
densityjmag is studied using torque magnetometry in Sec.
16510
-

en
ng

i-
r-

e

s

e

g
by

n-

-
-
ze

.

Conclusions are given in Sec. V; for ease of reference,
model describing the microscopic mechanism that leads
j free and jmag is described in the Appendix.

II. EXPERIMENT

The free electrical current distribution,j free, is determined
using the variant of the Corbino geometry described in R
24 in which pairs of small graphite-paint contacts are plac
on the outer edge and upper surface of
a-(BEDT-TTF)2KHg(SCN)4 sample. Currents are induce
in the sample by applying a small sinusoidal oscillatory fie
of amplitudem0H̃ and angular frequencyv superimposed on
the quasistatic fieldm0H provided by a 33 T Bitter coil at
NHMFL, Tallahassee. Alternatively, currents are induced
sweeping the quasistatic field at a ratem0(]H/]t). Provided
that the sample dimensions are much smaller than its
depth~so that it is entirely penetrated by the changing fiel!,
the resulting Hall potential between the edge of the sam
of areaA, and its geometrical center is24

VH5
A

4p S rxy

r uu
Dm0

]H

]t
~swept field!, ~1!

and
3-2



a

b

oo

ta

t,

n
is
n
n
f

0
ite
n
e

are

to
o
-

of a
rm
is-
mK

e

a-
the
that
s-
ive

n
a-
-
n

el
th

en
log

f
ll
the

ple

UNCONVENTIONAL QUANTUM FLUID AT HIGH MAGNETIC FIELDS IN . . . PHYSICAL REVIEW B 69, 165103 ~2004!
VH5
A

4p S rxy

r uu
Dvm0H̃ ~oscillatory field!, ~2!

wherer uu is an appropriate average ofrxx andryy and stan-
dard symbols for the components of the resistivity tensor
used.

Under the conditions of almost complete penetration
the oscillatory field, the phase ofVH in Eq. ~2! with respect
to H̃ is the same as that of a voltage induced in an open l
~i.e., p/2). However, if significant screening occurs,VH will
also contain a component in quadrature to this. Using s
dard complex notation, we write

VH5VH8 2 iVH9 , ~3!

whereVH8 and VH9 are the dissipative and reactive~quadra-
ture! components ofVH , respectively. In our experimen
phase-sensitive detection techniques allowVH8 andVH9 to be
simultaneously recorded for analysis purposes; the sig
from a multiturn pick-up coil mounted close to the sample
used to define thereal phase. The approximate distributio
of the current is further determined by placing pairs of co
tacts arranged between the outer and upper surfaces o
sample of a-(BEDT-TTF)2KHg(SCN)4 of volume
'1 mm3 shown in Fig. 3. While the finite size of 10
650 mm of the electrical contacts applied using graph
paint limit the spatial resolution of the experiment, the co
tacts do enable one to distinguish between different mod

FIG. 2. Charge-density-wave formation i
a-(BEDT-TTF)2MHg(SCN)4 salts. A schematic of the phase di
gram as a function of reduced temperatureT/Tp and reduced mag
netic field H/Hk ~based on Ref. 25!. The second-order transitio
temperatureTp at H50 is '8 K in the M5K salt and 12 K in the
M5 Rb salt. Likewise, the first-order ‘‘kink’’ transition fieldm0H
at T50 ~roughly corresponding to the Pauli paramagnetic limit!, is
23 T for M5K and 32 T forM5Rb. ‘CDW0’ refers to the pro-
posed conventional CDW phase while CDWx refers to an incom-
mensurate phase that comes into existence at high magnetic fi
The inset shows a simplified model of the Fermi surface in
repeated Brillouin zone representation~after Ref. 30!. This consists
of open one-dimensional~1D! sections which run alongky and a
closed 2D section; it is used in the derivations given in the App
dix. ~More accurate representations of the Fermi surface topo
are given in Fig. 1.! CDW formation is thought to occur for a
characteristic ‘‘nesting vector’’Q ~Ref. 13! ~with a componentQ
alongkx), causing the 1D section to become gapped.
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During these experiments, temperatures down to 0.5 K
achieved using a plastic3He refrigerator.

The orbital magnetic currents,jmag, are determined by
measuring the magnetic torque of a differentM5K sample
to that shown in Fig. 3 as well as aM5 Rb sample. In each
case,u, the angle between the magnetic fieldH and the
normal to the sample’s conducting planes is restricted
small angles (u<20°); this avoids complications due t
magnetic torque interaction.30 The torque is measured ca
pacitively by attaching the sample to a 5-mm-thick
phosphor-bronze cantilever that forms one of the plates
capacitor. Electrical contacts applied to the sample confi
that jmag continues to persist after the electrical currents d
sipate. In these experiments, temperatures down to 50
are provided by a dilution refrigerator.

III. HALL POTENTIAL MEASUREMENTS

Figure 4 shows typical measured Hall potentialsVH8 and

VH9 due to an oscillatory field; in this casem0H̃52.6 mT,
v/2p5409.6 Hz and the temperature of th
a-(BEDT-TTF)2KHg(SCN)4 sample (A'1.1 mm2) is
0.5 K. TheVH data in Fig. 4 correspond to the contact l
beled 3 in Fig. 3; as the contact on the upper face of
sample is very near to its geometrical center, we expect
the Hall potential will be close to the maximum value po
sible. Note that there is a small field-independent induct

ds.
e

-
y

FIG. 3. A photograph of the sample o
a-(BEDT-TTF)2KHg(SCN)4 used in the measurements of the Ha
potential, showing three contacts on the upper surface of
sample. Contacts on the side are not in focus.

FIG. 4. Examples of the real and imaginary Hall potentialsVH8
and VH9 measured with the third pair of contacts on the sam

shown in Fig. 3. An oscillatory applied field withm0H̃'2.6 mT
rms andv/2p5409.6 Hz is used;T;0.5 K. Arrows indicate the
axis corresponding to each data set.
3-3
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pickup contributionVpu to VH8 due to the open-loop are
(&1 mm2) between the contacts. By comparing measu
VH8 values at several different fields, it is possible to infer th
Vpu'24.7 mV.

In the discussion that follows, we first attempt to analy
the data of Fig. 4 in terms of conventional bulk curren
within the whole of the a-(BEDT-TTF)2KHg(SCN)4
sample; the analysis uses conductivity and resistivity ten
elements which do not vary spatially. We shall find that wh
this conventional analysis describes the behavior ofVH8 , al-
beit with some remarkably low values ofr uu , it is unable to
account for the variation ofVH9 with H.

A. Analysis in terms of bulk currents

In a reasonably isotropic quasi-two-dimensional me
the components of the resistivity (r) and conductivity (s)
tensors are related by the expressions

rxy5
sxy

s uu
21sxy

2
, r uu5

s uu

s uu
21sxy

2
. ~4!

Thus, the ratiorxy /r uu in Eq. ~2! is equivalent tosxy /s uu ; it
is therefore likely that the asymptotic variation ofVH8 at low
fields is due to the divergence of

sxy5%2D /m0H, ~5!

where%2D is the charge density of the 2D holes, asH→0.
As H increases,rxy /r uu becomes smaller, leavingVpu as

the dominant contribution to the measuredVH8 . However,
after the ‘‘kink’’ transition atm0H'23 T, VH8 undergoes a
resurgence and the quadrature componentVH9 becomes sig-
nificant for the first time. The maxima inVH8 occur at integral
Landau level filling factorsn5F/m0H, whereF is the mag-
netic quantum oscillation frequency; at such fields,
chemical potentialm is situated in a Landau gap. The pe
valuesVH8'25 mV ~at m0H'25 T) correspond torxy /r uu
'42; the fact thatrxy@r uu allows us to userxy'1/sxy
5m0H/%2D @see Eq.~5!# with %2D /e51.631026 m23 ~Ref.
30! to extract a minimum sample resistivity ofr uu'2.4
31028 Vm. Such resistivity values are characteristic of
good metal at room temperature and are not too dissim
from the results of ac susceptibility experiments
a-(BEDT-TTF)2KHg(SCN)4.33

To examine the apparent bulk resistivity components
more detail, we rearrange Eqs.~4! in terms ofr uu /rxy and
sxy to yield

rxy5
1

sxyF11S r i

rxy
D 2G ~6!

and
16510
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r i5

S r i

rxy
D

sxyF11S r i

rxy
D 2G . ~7!

These equations can then be used along with Eqs.~2! and~5!
to convert the experimental values ofVH8 to apparent bulk
in-plane resistivity components.

The results of this procedure are shown in Fig. 5; t
linear increase ofrxy with H and quadratic increase ofr i
with H at low magnetic fields show that the method gives
behavior in accord with expectations. At higher fields, t
deduced values ofrxy behave in a similar manner to earlie
direct measurements of oscillations in the Hall resistivity22

However, it is interesting to note that the in-plane resistiv
is lower in Fig. 5 than that obtained from four-termin
methods.22 Owing to nonuniform current flow associate
with sample imperfections, direct measurements of the
plane resistivity are often contaminated by the interpla
component rzz, which is several orders larger i
magnitude.22

The unusually large value ofrxy /r i542 and consequen
low value ofr i estimated from the oscillatory field measur
ments are confirmed by settingH̃50 and by sweeping the
quasistatic field. Data obtained usingm0]H/]t50.5 T s21

are shown in Fig. 6 for both rising and falling magnet
fields. Insertion of this rate of change of field into Eq.~1!,
along with the valuerxy /r i'42 obtained in the oscillatory
field experiments~see above!, yields VH'1.8 mV at m0H
'25 T, in good agreement with the data shown in Fig.
However, the magnitude of the Hall potential continues
increase with increasing field, rising to a value ofVH
'8 mV at around 32 T~Fig. 6!. This yieldsrxy /r i5180,
corresponding tor i'631029 Vm, which is several times
lower than the resistivity of room-temperature copper. Su
values for these parameters would not be unusual for a t
dimensional electron gas exhibiting the quantum H
effect.28 However, they are unusual for a bulk organic me
far from the quantum limit, for example,n'21 at 32 T.

FIG. 5. The bulk resistivity tensor elementsrxy andr i estimated
from VH8 using Eqs.~6! and ~7! (T50.50 K). Arrows indicate the
axis corresponding to each data set.
3-4
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B. Analysis in terms of edge currents

Thus far, a conventional treatment employing unifo
conductivity tensor elementss i andsxy has given anappar-
ently satisfactory explanation of the Hall potential measu
in swept fields and the real component of the Hall poten
VH8 observed in oscillatory fields, albeit with extremely lo
values of the bulk resistivity. However, this simple mod
fails on considering the imaginary componentVH9 which ap-
pears within the high magnetic field regime in Fig. 4. We
a-(BEDT-TTF)2KHg(SCN)4 a conventional metal, then in
order to have a quadrature component of the order of 30%
the in-phase component atv/2p5409.6 Hz, the skin depth
must be comparable to or shorter than the effective rad
r 05AA/p;590 mm of the sample.34 If we estimate the
skin-depthd5A2r i /m0v from the above resistivity value
(r i;2.431028 Vm), however, we obtain a valued
53.9 mm that is significantly greater than the sample s
The presence of a large finiteVH9 term, therefore, cannot b
easily explained by a simple conductivity tensor model.

A further indication of the fact that the induced curren
do not obey a conventional bulk mechanism is given by
ing the contact arrangements shown in Fig. 3 to explore
dependence ofVH8 andVH9 on the distanced of the contact on
the upper surface of the sample from the edge. For a spat
homogeneous metallic system in a slowly time-varying m

FIG. 6. An example of the Hall potentialVH measured for the
third pair of contacts in a slowly varying magnetic field~sweep rate
]m0H/]t50.5 Ts21; T50.50 K). ~a! shows raw data for a single
sweep, with arrows indicating the sweep direction. No filtering h
been applied. The background nonoscillatory component could
caused by variations in the contact potentials with magnetic fi
~b! The difference (VH,up2VH,down)/2 between rising- and falling-
magnetic-field data averaged over 5 sweeps.
16510
d
l

l

of

s

.

-
e

lly
-

netic field, it is trivial to show that the current density an
concomitant Hall potential should vary quadratically,

VH~d!5
d~2r 02d!

r 0
2

VH,max, ~8!

where VH,max is the total potential difference between th
outer surface and geometric center of the sample. This f
occurs because the size of the area loop element suscep
to induced voltages increases parabolically with the dista
from the geometric center of the sample. On comparing
detected Hall potentials for the three different contact
rangements shown in Fig. 3, we find thatVH8 at m0H
'25 T in Fig. 7 varies more slowly withd than predicted by
Eq. ~8!. In the case of the reactive component, no discerna
dependence ofVH9 on d is seen. This type of behavior show
that the Hall potential difference~and therefore also the cur
rent! is heavily weighted towards the sample edge, with
effect being particularly pronounced for the imaginary co
ponent.

Currents carried at or close to the edge are expecte
occur in quantum-Hall-effect systems for whichs i→0 at
integral Landau-level filling factors. These currents are eit
carried within edge channels,28 giving rise to a kind of chiral
Fermi liquid,35 or are bulk states near the edge in whi
electrostatic forces locally deplete~or enhance! the charge
carrier density.36 Were a situation wheres i→0 realized in
a-(BEDT-TTF)2KHg(SCN)4, perfect screening would give
rise to a Hall potential that is entirely reactive, even in t
limit as v→0. Experimentally,uVH9 /VH8 u&1, implying two
things: first s iÞ0 within the bulk and second the partia
screening that takes place has to occur within a reg
around the perimeter of the sample that is thinner than
bulk skin depth.

In the Appendix, we show that a system comprising
CDW coexisting with quasi-two-dimensional Landau leve
can lead to very effective screening currents within a d
tancel5Am/2m0e%2D of the sample surface. Although th
finite size of the electrical contacts in Fig. 3 (100650 mm in
diameter!, limits the resolution to which we can analyze th

s
e
.

FIG. 7. The Hall potential difference between the edge an
voltage probe situated a distanced inside the upper surface wher
d5100, 310, and 400mm for contacts 1, 2, and 3, respectivel

with T50.5 K, f 5409.6 Hz, andm0H̃52.6 mT. Left: the normal
Hall voltage VH8 ; the dotted line shows the voltage distributio
expected according to Eq.~8! while the dashed line shows the vol
age distribution expected for an exponential variation of the H
potential,VH}exp(2d/l). Right: the reactive Hall voltageVH9 , with
the solid line depictingVH}exp(2d/l) with l!100 mm.
3-5
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Hall voltage distribution in Fig. 7, we can, nevertheless, p
form some simple consistency checks on this model. We p
pose that all of the current flows within a distancel of the
surface of the sample, and that this current flow encounte
characteristic~very low! resistivityrl . The system is like an
LR ~inductance-resistance! circuit, with

L5
am0pr 0

2

l
~9!

and

R5
2pr 0rl

l l
, ~10!

where l is the sample height,r 05AA/p is its effective ra-
dius, anda is a so-called Nagaoka parameter, a numer
factor;1 that depends onl /r 0.37 For our sample,a'0.5. In
a magnetic field swept at a slow uniform rate, this treatm
yields

VH5
r 0l

2 S rxy

rl
Dm0

]H

]t
1VH0e

2t/t0 ~11!

@c.f. Eq. ~1!# whereas for a sinusoidally oscillating field w
obtain

VH5VH8 2 iVH9 5
r 0l

2 S rxy

rl
D m0vH̃

11v2t0
2 ~12 ivt0!. ~12!

Here

t05L/R5am0r 0l/2rl ~13!

is a characteristic inductive decay time andVH0e
2t/t0 repre-

sents transient solutions due to rapid changes in]H/]t
and/orR.

We first compare Eq.~11! with the Hall potential of 8mV
observed in Fig. 6 at m0H'32 T, obtaining rl /l
'23 mV, or rl'9310212 Vm, usingl'400 nm~see the
Appendix!. Inserting this into the semiclassical Drude e
pressionrl5m/e%2Dt, we obtain a scattering time oft
'50 ns, or, a mean-free-pathL5vFt'5 mm ~where we
have obtained the Fermi velocity fromvF5A2\eF/m). The
fact thatL is comparable to the sample perimeter of 4 m
could be consistent with ballistic transport. The ballis
transport regime, for which finite values ofs i can no longer
be locally defined, is one of the essential preconditions of
edge-weighted current model~see the Appendix!.

Two separate estimates oft0 can be made. First, we ca
rearrange Eqs. ~12! and ~13! to yield t05aVH8 (1

1v2t0
2)/rxyvH̃. In the limit of low frequency,v2t0

2!1, so
that this can be written as

t0
resist5

aVH8

rxyvH̃
, ~14!

where the superscript ‘‘resist’’ denotes that this estimate
the characteristic time is derived from the dissipative~i.e.,
16510
r-
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resistive! component ofVH . An alternative estimate can b
made by comparing the resistive and reactive parts ofVH ,

t0
decay5

uVH8 u

vuVH9 u
, ~15!

where the superscript ‘‘decay’’ denotes that this is analog
to the technique used to find the decay time of conventio
LR circuits.

Figure 8 showst0
resistandt0

decaydeduced from experimenta
data (m0H'25 T, temperature50.5 K). If the sample sur-
face layer functioned as a conventional~but high-
conductivity! metal, we should expect the two times to be t
same. However, the divergence betweent0

decay and t0
resist at

low frequencies, or low values ofVH , is unconventional.
This suggests that the sample behaves resistively when
tempting to drive a current through it, but once establish
the currents have a tendency to last longer than expected
a conventional metal. Their lifetimet0

decay becomes particu-
larly long at low values of the Hall potentialVH observed in
slowly varying magnetic fields.

In rapidly varying magnetic fields,t0
decay converges with

t0
resistat VH'1 mV. This is similar to the saturation value o

VH observed in ms-duration pulsed magnetic fields.24,38 At-
tempts to explain this saturation in terms of the breakdo
of the quantum Hall effect have been largely unsucces
owing to the enormous magnitude of the electric field tha
required. An electric field that is concentrated towards
sample edge within a distancel ~see the Appendix!, how-
ever, increases the probability of Zener tunneling. Moreov
the increased size of the unit cell in the CDW phase co
pared to the normal metallic phase makes Zener tunne
across the CDW gap more likely than Landau level tunn
ing. In such a model for the magnitude of the threshold el
tric field EZ5«g

2/ea«F ~where«g52C is the CDW gap and
«F is the Fermi energy!, the lattice periodicitya52p/Q
'p/kF occurs in the denominator. Assuming an exponen
variation of the electric field whereVH5lEZ , we obtain

FIG. 8. A comparison of the decay timest0
decay and t0

resist. All
estimates were made form0H'25 T andT50.5 K, with the data
points corresponding to excitation frequenciesv/2p551.25, 208.6,

409.6, and 8809 Hz and oscillating field amplitudesm0H̃56.51,
3.90, 2.62, and 3.75 mT.
3-6
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lEZ54C2l/pe\vF'3 meV for 2C51 meV, which is
comparable to the saturation observed in pulsed magn
field studies.24,38

Should normal scattering processes be inhibited accor
to the screening model described in the Appendix, Ze
tunneling would provide a natural means for the decay of
currents, given the potentially large values of the elec
field concentrated close to the sample edge.

IV. MAGNETIC TORQUE MEASUREMENTS

The Hall potential associated with free curren
j free becomes difficult to detect for magnetic-field swe
rates much less than 0.5 T s21. In contrast, magnetic cur
rents jmag continue to be present for an arbitrarily lon
period of time after the magnetic-field sweep is stoppe12

Figure 9 shows examples of the magnetization ofa-~BEDT-
TTF! 2MHg~SCN!4 ~for M5K and Rb! estimated from the
magnetic torque. Magnetic fields ofm0H'23 T andm0H
'32 T are required to access the CDWx phase forM5K
and Rb, respectively;30 in this phase, hysteresis similar t
that originally obtained by Christet al.12,39 is observed.

The magnetizationM of quasi-two-dimensional metal
such asa-(BEDT-TTF)2KHg(SCN)4 is largely directed nor-
mal to the conducting layers. A torquet5 1

2 m0MzH sin 2u
per unit volume therefore occurs when there is a finite an
u betweenM and the applied fieldH.30 Sawtoothlike de
Haas-van Alphen oscillations~originating from the closed
section of Fermi surface that survives CDW formation30! ac-
count for the larger, reversible contribution toM . These os-

FIG. 9. The magnetizationM of samples of theM5K (u
'19.5°) and Rb (u'5°) salts measured on both rising and fallin
fields at T550 mK for M5K and T50.45 K for M5Rb made
using the magnetic torque method. Arrows indicate the direction
sweep. For theM5 Rb salt, at fields below'29 T, the CDW0

phase is stable. The region between 29 T and 33 T appears
disturbed sinceHk is different between rising and falling fields. A
fields above'33 T, the transition into the CDWx phase is com-
plete. The de Haas-van Alphen oscillations are the same for ri
and falling fields, apart from a relative offset 2DM . For the M
5K salt, the magnetic torque shows similar features to that m
sured in Ref. 12. The inset shows the magnetization measured
a field cool~as indicated in Fig. 1!. The magnetization starts out a
the value indicated by the large center-dot circle, after which
field is swept down tom0H,29 T followed by an upsweep to
m0H.30 T.
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cillations occur in all metals with closed sections of Fer
surface at low temperatures and result from changes in
equilibrium populations of orbitally quantized Landau leve
asH is swept.40–42 The wave form of the oscillations in th
M5K salt at high magnetic fields has received much th
retical attention and is well understood.41,42

By contrast, the contribution which we attribute tojmag is
irreversible, and depends on how the sample is driven t
particular field and temperature. An example of this is sho
in the inset to Fig. 9; if the sample is cooled to 0.5 K at fix
field, the magnetization attains the value surrounded by
circle. On sweeping the field down for the first time, th
magnetization rises to meet the path which will be follow
by subsequent downsweeps. Moreover, it proves to be
possible to go back to the encircled value ofM by merely
changing the field; data recorded on subsequent upsw
fall below it, while down-sweep data lie above it~Fig. 9,
inset!. One can only recapture the field-cooled value
warming the sample well above the CDWx phase and cool-
ing again in the presence of a steady field.

Thus, sweeping the field produces an irreversible con
bution to the magnetization that manifests itself as an of
2DM between rising and falling field data in Fig. 9. Figu
10 showsDM for a a-(BEDT-TTF)2KHg(SCN)4 sample;
values have been extracted by subtracting the reversibl
Haas-van Alphen effect contribution~obtained by averaging
full up and down sweeps! from the raw magnetization data t
leave just the irreversible component. The magnetic field
Fig. 10~a! is first swept slowly up to 29.34 T, then down t
29.24 T, after which the up sweep is resumed. Each time
magnetic-field sweep direction is reversed, a finite interva
field DH.2H* ~whereH* is the coercion field! is required
in order forDM to reach a saturation value that opposes
direction of sweep.

The Appendix describes how the CDW system produce
diamagnetic contribution to the magnetization that acts
partially screen the applied magnetic field@see Eq.~A14! and
the discussion following it#. However, this contribution satu
rates when the force on the CDW,F, resulting from a spa-
tially varying free energy, exceeds the pinning forceFp .
Elastic energy considerations~see the Appendix! show that
the region in whichuFu.uFpu propagates inwards from th
sample surface as the magnetic field changes, so tha
volume fraction of the sample able to contribute to the d
magnetic screening decreases. This is analogous to the
nario in the Bean model of type-II superconductors,32,43,44

yielding, under the approximation of a cylindrical sample,
irreversible susceptibility

Dx[
]DM

]H
5Dx0f ~DH !5Dx0F12

DH

2H*
G 2

~16!

and an irreversible magnetization

DM5S Dx0

H*

3 D S 2F12
DH

2H*
G 3

21D . ~17!

Figure 10~b! shows the predicted behavior of the irreversib
component ofM according to Eq.~17!, and Fig. 10~a! shows

f

be

g

a-
ter

e
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FIG. 10. Evidence for persistent currents
a-(BEDT-TTF)2KHg(SCN)4. ~a! An example of
a loop in the nonequilibrium component of th
magnetizationDM measured as the field is swep
up to 29.33 T then momentarily down to 29.24
before being resumed. Arrows indicate th
change in the locus ofDM vs H. The solid lines
show the results of fits ofDM to Eq. ~17!. ~b! A
model hysteresis loop calculated according to E
~17! @i.e., the Bean model for a long cylinder wit
its axis parallel toH ~Refs. 43,44!#, showing the
theoretical saturation value ofDMz and the rever-
sal state.~c! A series ofDM vs H loops like that
in ~a! measured over an extended interval of fie
~top!, and ~bottom!, a similar measurement bu
where the field interval over which the sweep d
rection is reversed is increased. Arrows indica
the appropriate axes.~d! Estimates ofDx from
fits of Eq. ~17! to the many loops shown in~c!
~full circles! together with those~large full
squares! calculated according to Eq.~A14! ~see
also Ref. 32!. Estimates of the coercion fieldH*
(x symbols! are also shown. Arrows indicate th
appropriate axes.
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a fit of the model to the experimental data. The fact that
~17! reproduces the experimental result indicates that
volume fraction of the samplef (DH) that is able to respond
with an irreversible susceptibilityDx0 declines in a simple
quadratic manner withDH @see Eq.~16!#, behavior typical of
critical-state models such as that of Bean;32,43,44here,f (DH)
is the cross-sectional area of the remaining noncritical p
tion of the sample.

As the magnetization varies throughout the sample, M
well’s relation jmag5“3M ~Ref. 31! implies that a
magnetic-field-induced critical state always involves c
rents. However, although a critical-state model provides
excellent fit to the experimental data in Fig. 10~a!, it is im-
portant to note that there are two essential properties of
currents giving rise to the loops in Fig. 10 that distingui
them from those in superconductors. First, the magnitud
the nonequilibrium susceptibilityuDx0u'331023 ~obtained
from the fits! departs significantly from the ideal diamagne
value Dx0'21 observed in superconductors. This impli
that the magnetic currents ina-(BEDT-TTF)2MHg(SCN)4
cannot be considered as screening currents in the same
as those in superconductors. Because the magnetic cur
screen only a part of the magnetic field, the effective co
cion fieldH* ' j cr 0 /Dx0 is rather large. Second, the value
Dx0 varies strongly as a function ofH in Figs. 10~c! and
10~d!, a property that would be very difficult to explain i
terms of superconductivity, but which is an intrinsic featu
of the model of a CDW coexisting with well-defined Landa
levels discussed in the Appendix.

Figure 10~c! shows a series of loops inDMz versusH like
16510
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that in ~a!, from whichDx0 is extracted at various values o
H in ~d!. The magnitude ofDx0 is low and of the order of
531024 whenm is situated in the middle of a Landau lev
~at half-integral filling factors!, but increases almost tenfol
whenm is between Landau levels~at integral filling factors!.
The theoretical limit forDx0 becomes equivalent to that of
superconductor~i.e., Dx0521) only in that case of an idea
sample at integral filling factors in which the quantum lif
time is infinite@see Eq.~A14! in the Appendix, remembering
that demagnetizing factors31 must be taken into account onc
the susceptibility becomes very large#.

When pinning of the CDW occurs, the nonequilibriu
susceptibilityDx0 provides a measure of how quickly th
CDW departs from equilibrium as the magnetic field
swept. This occurs more rapidly at integral Landau-level fi
ing factors where the density of states is lowest, enablingm
to jump quickly between Landau levels.32 Pinning of the
CDW prevents the equilibrium redistribution of carriers b
tween the bands, causing this jump to become much m
abrupt. This can account the origin of the strong variations
Dx0 in Fig. 10~d!, as shown by the model calculations~see
the Appendix!.

V. DISCUSSION AND CONCLUSION

Before concluding this paper, it is instructive to compa
effective ac susceptibilities ofa-(BEDT-TTF)2KHg(SCN)4
determined using different methods in Fig. 11. In Fig. 11~a!,
x8[Dx0 is obtained by fitting the Bean model@as described
above—see Eq.~17!# to many hysteresis loops over an e
3-8
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UNCONVENTIONAL QUANTUM FLUID AT HIGH MAGNETIC FIELDS IN . . . PHYSICAL REVIEW B 69, 165103 ~2004!
tended region of magnetic field. The imaginary compon
x9, which accounts for losses, is obtained from the lo
areas. In Fig. 11~b!, the susceptibility is estimated using

x82 ix95
22p i

rxyH̃
~VH8 2 iVH9 !. ~18!

The most clear aspect of Fig. 11 is that the magnitude
the real and imaginary susceptibilities due to free curre
j free, estimated from the ac Hall potential, agree more clos
with the high-frequency ac susceptibility measureme
made in Ref. 33@shown in Fig. 11~c!# than with the magnetic
torque measurements. This indicates that the ac suscepti
made at frequenciesv/2p*50 Hz consists mostly of free
currentsj free, which are shown~above, and in the Appendix!
to be confined to the sample edges. The data in Fig. 8 sh
that j free can persist for times as long ast0

decay*0.5 ms for
sufficiently small values of the Hall potentialVH&7 mV in a
sample of ;1 mm2 cross section atm0H'25 T and T
'0.5 K. In spite of the fact that the corresponding susce
bility in Fig. 11~b! is much larger than that for the torqu

FIG. 11. A comparison of ac susceptibilities~or equivalent ac
susceptibilities! made ona-(BEDT-TTF)2KHg(SCN)4 using dif-
ferent methods. In~a! this is determined by fitting Eq.~17! to many
hysteresis loops over an extended interval in magnetic field.
imaginary component is determined from the area of the loop
vided by its width. In~b!, the effective susceptibility is obtained b

equatingx852pVH9 /rxym0H̃, whereVH9 is the reactive componen
of the Hall potential. The imaginary susceptibility is given byx8

52pVH8 /rxym0H̃. Here, the susceptibility is estimated from th
data in Fig. 3.~c! is the published ac susceptibility measured
another sample~Ref. 33!.
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measurements in Fig. 11~a!, the magnetizationM free
5VH /rxy'7 Am21 due to free currents is actually smalle
Free currents therefore have insufficient duration to cont
ute a significant amount to the irreversible steady magn
torque in Fig. 10. By contrast, magnetic currents observe
the torque experiments last for an indefinite period of time12

The combined induction of free and magnetic curre
j free1 jmag can therefore be understood as follows: for sm
changes in magnetic fieldm0DH!10 mT, the greatest con
tribution to the susceptibility initially originates from fre
currents at the surface that attempt to screen changes in
netic flux density from within the bulk. These curren
quickly saturate, however, as dissipation sets in, possibly
sisted by Zener tunneling. At that point, changes in magn
flux density enter the bulk which cause the Landau le
structure and chemical potential to change, causing the C
to depart from equilibrium, as described in the Append
The stored energy increases quadratically withDH, eventu-
ally causing the CDW to collapse at the edges, initiating
critical state.

In conclusion, Hall potential and magnetic torque me
surements ona-(BEDT-TTF)2MHg(SCN)4 (M5K, Rb!
show that two types of screening currents occur within
high-field, low-temperature CDWx phase in response t
changing magnetic fields. The first, which gives rise to
induced Hall potential, is a free current (j free), weighted
mostly towards the edge of the sample. The time constan
the decay of these currents is longer than that expected f
the sample resistivity. The second component of the cur
appears to be magnetic (jmag), in that it is a microscopic,
quasiorbital bulk effect; it is evenly distributed within th
sample upon saturation. A simple model~Appendix!, de-
scribing a new type of quantum fluid comprising a CD
coexisting with a two-dimensional Fermi-surface pocket,
able to account for the origins of the currents. Taken
gether, these findings are able to reconcile the body of
perimental evidence12,20–27which had previously been inter
preted in terms of the quantum Hall effect30 or
superconductivity.25
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APPENDIX: SCREENING MECHANISMS IN
a-„BEDT-TTF …2KHg „SCN…4

We treat a simplified version of the
a-(BEDT-TTF)2KHg(SCN)4 band structure,30 comprising a
1D electron band and a two-dimensional~2D! hole band with
dispersions«1D5\vFukx2kFu and «2D5«F2\2(ukx2kXu2
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N. HARRISONet al. PHYSICAL REVIEW B 69, 165103 ~2004!
1uky2kYu2)/2m, respectively; herem is the effective mass
vF is the Fermi velocity of the 1D band, andkX andkY define
the center of the 2D hole pocket. Each of these bands in
sects the Fermi energy («F), giving rise to the simplified
Fermi surface shown in the inset to Fig. 2.

The simplest scenario to consider is that where only
1D Fermi-surface section is subject to CDW formation, g
ing rise to a gap 2C in its density of electronic states, whil
the 2D hole section remains ungapped. Under equilibri
conditions, the average volume charge densities%̄1D and%̄2D
associated with the 1D and 2D Fermi-surface sections,
spectively, would be subject to the conservation equa
%̄1D1%̄2D1%bg50, where%bg is the density of charge du
to the ionic cores. However, below we consider slight lo
deviationsD%1D and D%2D in the charge density from th
equilibrium values~i.e., the total local charge densities ass
ciated with the 1D and 2D Fermi-surface sections beco
%1D5D%1D1%̄1D and%2D5D%2D1%̄2D , respectively!; be-
cause of the presence of the CDW, the overall conserva
equation need no longer holdlocally. However, the charge
densities must obey Poisson’s equation

2e¹2V~r !5D%2D1D%1D , ~A1!

whereV is the electrostatic potential ande is the permittivity.
We are at liberty to set the origin of potential; we choo
V50 in the absence of spatial charge variations. Equa
~A1! implies that the presence of local charge-density va
tions will lead to an in-plane, spatially varying electric fie
E52¹V.

We now introduce the magnetic-flux densityB0 applied
along z @i.e., B5(0,0,B)[Bẑ, ' to the 2D (x,y) planes#.
This has two effects; first, the crossedE and B fields force
the 2D hole wave function centers to drift at a velocityE
3B0 /B0

2. This leads to a spatially varying in-plane curre
density, which, provided that the scattering rate is rat
small ~e.g., under conditions of ballistic or quasiballist
transport!, can be written asj'%2DE3B0 /B0

2; note that the
relationship becomes exact in the total absence of scatte
Integration of Maxwell’s fourth equation (“3H5 j31! shows
that this current produces an additional contribution

DB52m0%2D~V/B0!ẑ ~A2!

to the magnetic-flux density parallel toz, which then be-
comesB5B01DB. A second effect ofB is to produce Lan-
dau quantization of the 2D holes; this is usually dealt w
using the Landau gaugeA5(0,Bx,0).45 After some
manipulation,45 the Schro¨dinger equation for the in-plan
wave functionsc and eigenenergiesE may be written as

S 2
\2

2m

]2

]x2
1

1

2
mvc

2~x2x0!2D c5Ec.

Here, the effect of the crystalline potential has been ta
into account by the effective massm, the cyclotron frequency
is vc5qB/m, with q the charge;x0 represents the wav
function guiding-center coordinate.
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The in-plane electric field also modifies the Landau-le
energies.36 To quantify this, we consider the caseV(r )
5V(x), i.e., the potential varies only in thex direc-
tion ~variation in an arbitrary direction in thex,y plane
is reintroduced below!. If V(x) varies slowly over length
scales;x0, it can be expanded aboutx0 in a Taylor’s series
V(x)5V(x0)1(x2x0)V8(x2x0)1 1

2 (x2x0)2V9(x0) 1•••,
where the primes indicate differentiation with respect tox.
After a little algebra, the Schro¨dinger equation becomes

2
\2

2m

d2c

dx2
1F1

2
mXvc

21
q

m
V9~x0! C~x2x1!2Gc5Ec,

~A3!

where x1 is a constant@absorbing terms inx0 , V(x0) and
V8(x0)].

The chief effect ofV(x) comes fromV9(x0); this gives a
modified Landau-level spectrum, (n1 1

2 )\v, with n an inte-
ger and

v5vcS 11
qV9

2mvc
2D 1/2

'vc0S 11
DB

B0
1

V9

2vc0B0
D ,

~A4!

wherevc05qB0 /m and only terms to leading order inDB
andV9 are retained in the right-hand bracket. Reintroduc
a potential variation in an arbitrary intraplane directio
merely changesV9 in Eq. ~A4! to ¹2V.

In the absence of potential variations, the number of sta
per unit volume per Landau level isD5D05mvc0/p\c,
wherec is the layer separation in thez direction; the intro-
duction of varyingV ~and consequentDB) causesvc0 to
change tov @Eq. ~A4!#, modifying this to D5mv/p\c
5D01DD, where

DD5D0S DB

B0
1

¹2V

2vc0B0
D . ~A5!

The change in Landau-level degeneracy results in a cha
to the local 2D hole density,

D%2D5nqDD2nbqDD2bqḡ2DDm. ~A6!

It is worth taking time to understand this equation fully, sin
it is the key to understand the screening effects that are
point of this paper. The first term of the right-hand side
sults from the change in degeneracy ofall of the occupied
Landau levels; positive¹2V(r ) or DB gives a greater
Landau-level degeneracy@Eq. ~A5!#, producing anincrease
in the number of holes. The second term results from
energy shift of thenth Landau level closest to the chemic
potentialm; in the high-field limit of well-resolved levels
the contribution from the tails of the Landau-levels remo
from m can be ignored. As an increase in¹2V(r ) causesv
to increase@Eq. ~A4!#, this results in a slightdepopulationof
the Landau levels closest tom, acting to reduce%2D . The
dimensionless factorb therefore depends critically on th
position ofm amongst the Landau levels, i.e., it oscillates
a function ofB. If m is in the middle of the highest occupie
Landau level~at half-integral Landau-level filling,n5F/B!,
the density of states is large, so that the shift in energy of
Landau level has a relatively large effect on%2D ; in this
3-10
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UNCONVENTIONAL QUANTUM FLUID AT HIGH MAGNETIC FIELDS IN . . . PHYSICAL REVIEW B 69, 165103 ~2004!
situation,bhalf'2vct/p@1. On the other hand, ifm is di-
rectly between two Landau levels~at integral Landau-leve
filling n5F/B) then the density of states is small andb int
'4/pvct!1. This tends to zero in the case of a sample
pristine purity for which the quantum lifetimet→`.36 The
final term accounts for possible spatial variationsDm in the
chemical potential which are sustained by the CDW~see
below!; here,ḡ2D[%̄2Dm/\Fq2 is the mean value of the 2D
density of states.

A shift in the chemical potential also affects the 1D carr
density;

D%1D52geg1DDm, ~A7!

whereg1D is the 1D density of states andg51 provided the
CDW is in equilibrium.32 We can now reformulate Eq.~A6!
by substituting from Eqs.~A1!, ~A2!, ~A5!, and~A7! to yield

1

2vc0
¹2V1DB5

m

\en S b1gh

12b DDm. ~A8!

We have retained terms up to first order in small quantit
omitted e¹2V from Eq. ~A1! because it is;104 times
smaller than the other term in¹2V and substitutedq51e
for the hole charge;46 here,h5g1D /g2D .

As long as the 1D band remains metallic,Dm is uncon-
strained. Scattering facilitates the transfer of current betw
positive and negative variations in the charge density, ca
ing them to dissipate rapidly. The stable result is wh
¹2V50, causing Eq.~A8! to become a simple proportiona
ity betweenDm and DB; i.e., a variation in the chemica
potential due to a change in magnetic field.42

By forming a CDW on the 1D bands, the system c
benefit in two ways. First, by the opening of a CDW g
2C, the system has the potential to become partly gappe
m. Second, by forming a quantum-coherent state, the
band resists the spontaneous exchange of charge betwee
two bands. As with a superconductor, the quantum state
CDW is locally defined by a phasef, which defines the
phase of the charge modulation that oscillates in one di
tion ~x! on a length scale 2p/uQu much shorter than the
cyclotron length. Any shift in the chemical potential in E
~A8! will correspond to a gradient in phase~see Fig. 12!,

Dm5
\vF

2

]f

]x
. ~A9!

FIG. 12. A model depicting the effect of a changeDm}DN1D in
the chemical potentialm on the 2D hole Landau levels and the 1
electron dispersions~in this case at half-integer filling!, giving rise
to a direct relationship betweenDN1D , Dm, and DQ and conse-
quently betweenDQ andH.
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The proportionality between]f/]x and Dm leads to two
qualitatively different solutions to Eq.~A8!.

1. Within the bulk of the sample

In the bulk of the sample, the transport is dissipati
(¹2V→0) and the equilibrium phase of the CDW becom
dependent only on the magnetic field. Equation~A8! there-
fore becomes

Dm

DB
5

\en

m S 12b

b1gh D . ~A10!

Thus, there is a direct proportionality between local var
tions in the magnetic field andDm.

A nonequilibriumDm̃ will develop, however, if the phase
is unable to relax to the equilibrium value due to the effect
pinning in the bulk; here, and in the discussion that follo
we will represent such nonequilibrium quantities using
tilde (;). A fully pinned CDW is unable to exchange charg
with the 2D Landau levels,32 causingg→0 in Eq. ~A7!. A
nonequilibrium changeDm̃ results in a nonequilibrium shif
in the CDW phase@Eq. ~A9!#, and, via32

]DQ̃

]Dm̃
5Q̄

g1De

u%1Du
~A11!

to local adjustments ofQ away from its equilibrium value,Q̄
~see Fig. 12!. These changes result in a concomitant shift
the free energyF of the system, which, following Ref. 32
can be written as

F52g1DS C2

2
2Dm̃2D1dg1DDm̃21F2D~%1D!.

~A12!

Here, F2D is the free energy of the Landau-level syste
~which depends at fixed field on the number of quasipartic
in the 2D hole band, and hence on%1D) andd is a dimen-
sionless parameter depending on the position of the chem
potential amongst the Landau levels; it takes the limiti
values32

d5
1

2h
p

4
vct

2
11h

2S h
p

4
vct D 2 ~A13!

for integer Landau-level filling factors andd5 1
2 for half-

integer filling factors.
The effects described by Eqs.~A10!–~A12! result in a

relationship betweenF and DB, implying that there is a
contributionDx from the CDW to the overall susceptibility
x, where Dx[2m0„]

2F/](DB)2
…. Using the identity

„]F/](DB)…5„]F/](Dm̃)…3„](Dm̃)/](DB)… in conjunc-
tion with Eqs.~A10! and ~A12! yields47

Dx522g1Dm0~11d!F\en

m S 12b

b D G2

. ~A14!
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Thus, the nonequilibrium~i.e., spatially varying! state of the
CDW provides a diamagnetic contribution to the overall s
ceptibility, which resists changes in the magnetic field in
bulk of the sample; note that the presence of the factorb
and d indicate that the effectiveness of this screening w
oscillate as a function of Landau-level filling factorn. How-
ever, as we discuss in the next paragraph, Eq.~A14! repre-
sents the response of the sample only to infinitesim
changes in magnetic field; the build up~and release! of elas-
tic energy as the field develops further leads to an irrev
ible change in the overall sample susceptibility which ev
tually saturates.

The spatially varying free energy associated with
mechanism causing Eq.~A14! corresponds to a forceF
52¹F; the nonequilibrium excited state of the CDW w
only persist ifF remains less than the CDW’s pinning forc
Fp .32 This produces two restrictions; first, because of
differential relationship betweenF andDm̃, Dm̃ must tend to
zero at the sample surface, or elseF would be singular~and
hence exceedFp). Second, onceF develops with changing
field to such an extent that the CDW depins, the nonequi
rium buildup ofDm̃ must stop, preventing any further con
tribution from Dx. These combine to ensure that the regi
in which uFu.uFpu propagates inwards from the sample s
face as the magnetic field changes, so that the volume f
tion of the sample able to contributeDx @Eq. ~A14!# to the
overall volume-averaged sample susceptibilityx becomes
progressively smaller. This is very similar to the Be
critical-state model;32,43,44 indeed, a common feature ofall
critical-state models is that motion initiates at the surfa
because it is there that the potential energy can be dissip
with the least amount of action. The CDW begins to slide
the sample surface so that the restoring force does not ex
the CDW depinning force. Approximately linear gradients
D%1D andDQ̃ occur because the work done byF is a linear
function of the departureDQ̃ of the CDW from
equilibrium.32 Currents result from changes in the char
density%2D associated with the two-dimensional Fermi su
face section as the quasiparticles redistribute themselve
as to screen the changes in the open Fermi surface se
@see Eq.~A1!#. The variation in the orbital magnetization o
the closed Fermi-surface pocketDM with D%2D then leads
to linear gradients inDM . Maxwell’s equations imply that a
h
or

16510
-
e

l

l

s-
-

e

e

-

-
c-

e
ted
t
ed

-
so
ion

linear gradient inDM , sustained by pinning, corresponds
a critical current densityj c5¹3(DM ), in the region where
the CDW is able to slide.

Therefore, although the mechanisms are very differe
there are close analogies between the situation here and
pinning in superconductors. It is therefore not surprizing t
in Sec. IV, we shall see that a simple Bean model is able to
the variation of sample susceptibility with applied magne
field.

2. Close to the sample surface

We have already seen thatDm̃→0 as one approaches th
sample surface because the elastic energy cost of shifting
phase would otherwise become too great. Hence, Eq.~A8!
assumes the form

l2¹2V2V50 with l5@m/~2m0e%̄2D!#1/2,
~A15!

where we have substituted forDB using Eq.~A2!. Equation
~A15! defines a penetration depthl analogous to the London
penetration depth in superconductivity; it implies that dev
tionsV from the equilibrium value of the electrostatic pote
tial will be screened from the bulk of the sample. Owing
the proportionality betweenV and DB in Eq. ~A2!, spatial
variations in the magnetic field will also be screened. S
stituting values fora-(BEDT-TTF)2KHg(SCN)4 taken from
Ref. 30 yieldsl'400 nm.

The existence of a finite¹2V close to the surface implie
quasiballistic transport. By carrying the current close to
edges, the total system can save energy~in this case, elastic
energy due to the nonequilibrium arrangement of the CD
within the bulk of the sample!, and any process that save
energy also protects the quasiparticles from ordinary sca
ing events that would otherwise give rise to dissipative b
currents. This type of explanation for the variation in t
current density, electrostatic potential, electric field, and p
turbed charge carrier density follows on from a model ori
nally proposed by MacDonaldet al.36 for two-dimensional
electron gas systems. Whereas for a single two-dimensi
layer an exact solution can only be obtained numerically
bulk crystalline systems likea-(BEDT-TTF)2KHg(SCN)4,
the above treatment shows that the variation in all of th
quantities becomes a simple exponential function.
m,
ter,
.

fines
ns,
ith

th.

lls,
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