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Single crystals of the organic charge-transfer sak@8BEDT-TTF),MHg(SCN), have been studied using
Hall-potential measurementd/(=K) and magnetization experiment&K, Rb). The data show that two
types of screening currents occur within the high-magnetic-field, low-temperature charge-density wave
(CDW,) phases of these salts in response to time-dependent magnetic fields. The first, which gives rise to the
induced Hall potential, is a free current{.), present at the surface of the sample. The time constant for the
decay of these currents is much longer than that expected from the sample resistivity. The second component
of the current appears to be magnetjg), in that it is a microscopic, quasiorbital effect; it is evenly
distributed within the bulk of the sample upon saturation. To explain these data, we propose a simple model
invoking a new type of quantum fluid comprising a CDW coexisting with a two-dimensional Fermi-surface
pocket which describes the two types of current. The model and data are able to account for the body of
previous experimental data which had generated apparently contradictory interpretations in terms of the quan-
tum Hall effect or superconductivity.
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[. INTRODUCTION and sample-dependent effedurthermore, the presence of
large sections of the Fermi surface left ungapped by the

In their rudimentary form, charge-density wa &DWs) CDW ordef® (see Fig. 1, Refs. 13—1&auses the energy
constitute a simple one-dimensional spin singlet ground statassociated with the coupling of the magnetic field to orbital
in which the collective mode consists of a charge densitydegrees of freedom of the itinerant electrons to rival the con-
modulated at a characteristic wave ved@pr 2ke. Here,ke ~ densation energy. This leads to a modification of the quan-
is the Fermi wave vector of the Fermi-surface section retum oscillatory effects’’'8and to the possibility of field-
sponsible for CDW formatioh-® Compared to supercon- induced CDW subphas@sg?
ductors, their behavior in a magnetic field is relatively easy At magnetic fields above the Pauli paramagnetic limit,
to predict, providing perhaps the simplest example of a sine-(BEDT-TTF),MHg(SCN), then crosses over into a new
glet ground state reaching the Pauli lifit. This limit is  regime in which the transition temperature becomes even
defined as the magnetic field required to cause the energy tdwer°~*?falling to between 2 and 4 K: a schematic of the
the partially spin-polarized normal state to become lowemphase diagram is shown in Fig. 2. Since the conventional
than that of the condensate. CDW phase, CDW, is no longer stable at high magnetic

In spite of the simplicity of CDW systems, the large val- fields, the spin-up and spin-down electrons must instead
ues of the CDW condensation temperatufgs typically of ~ form independent charge and spin modulations with momen-
the order of 100 K;*> make the Pauli limit inaccessible in tum vectorsQ; and Q,,>® leading to a different type of
standard laboratory magnetic fields for the vast majority ofCDW phase.

CDW material€ Our reason for studying the title com- Experimental studies of this high-magnetic-field phase,
pounds,«-(BEDT-TTF),MHg(SCN),, is that they lie at the denoted CDVY, lead one to question whether it is a CDW at
far lower end of the spectrum of transition temperatures, withall. While conventional wisdom has it that CDWSs constitute
T,~8 K (Ref. 9 for M=K and T,~ 12 K for M=Rb,  a class of narrow-gap insulatbf,experimental studies find
making them perhaps the most marginal of CDW systemspehaviors that are reminiscent either of the quantum Hall
Consequently, they are the only CDW compounds in whicheffecf®-2* or superconductivity??>~?’ These experimental

the gap is sufficiently low for the primary CDW phase, findings include a sharp drop in the electrical resistivity at
CDW,, to have been shown to be Pauli limited by a rela-low temperatures, persistent currents and unusual Hall-
tively modest magnetic field ofigH~23 T for M=K and  voltage phenomena. Problems arise because the quantum
woH~32 T for M =Rb 5710-12 Hall effec?® and superconductivity have fundamentally dif-

It must be stated, however, that the marginal CDW prop4erent origins. If one attempts to categorize interpretations of
erties of a-(BEDT-TTF),MHg(SCN), render it somewhat experimental data in terms of the quantum Hall efftor
beyond the predictive power of the standard thédfgr in-  superconductivity® one obtains two sets of conclusions that
stance, the low transition temperature results in a CDW withare in contradiction.

a weak charge modulation that is vulnerable to fluctuations The present paper seeks to reconcile the body of experi-
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/ \ \ / Q //\r—\‘ FIG. 1. A summary of models of the Fermi
| f surface of a-(BEDT-TTF),KHg(SCN), before
/ 5,_“ 5 and after reconstruction due to CQMVibrmation.
\ e \) % (a) depicts the earliest Fermi-surface calculation
(Ref. 19. If the quasi-one-dimensional sections
’ Q Q are assumed to nest perfectly with a nesting vec-
B ] [~ tor Q, one obtains a reconstructed Fermi surface
\ ( ’// 7é /QB / of the form shown in(b) (Ref. 15. (c) shows a
' notional model of the Fermi surface from Ref.
16; nesting of the one-dimensional sheets is per-
fect, giving rise to the network of interconnected
ellipses in(d). (e) shows a Fermi-surface model
in which the transfer integrals of the tight-binding
Hamiltonian were fitted to a wide range of ex-
perimental datdRef. 13. Imperfect, commensu-
rate nesting gives rise to the reconstructed Fermi
surface shown irff). Note that the nesting vector
Q of the model shown irte) and(f) is in reason-
able agreement with structural studié®ef. 9.
Evidence for a reconstructed Fermi surface
within the proposed CDWphase(see Fig. 2 has
not as yet been reported, preventing estimates of
the nesting vector from being made. One possi-
bility is that the reduced CDW gaps in the CQW
phase allow quasiparticles to easily tunnel
through them at high magnetic fields. Complete
magnetic breakdown would then account for the
comparatively large amplitude of the quantum os-
cillations of thea frequency observed within that
phase(Ref. 13.

IR

mental evidencg2°~?"in exploring the predicted properties Conclusions are given in Sec. V; for ease of reference, the
of a new type of quantum fluid, consisting of a CDW coex- model describing the microscopic mechanism that leads to
isting with a two-dimensional2D) Fermi surface. A simple  jqe andjmayis described in the Appendix.

model shows that the exchange of quasiparticles between
these subsystems results in the sample partially screening
time- and spatially varying electromagnetic fields via two
types of current flow; this result is supported by the experi-  The free electrical current distributiofjee, is determined
mental data in this work, which show that the screening curysing the variant of the Corbino geometry described in Ref.
rents observed in earlier magnetic measurent&f$®?"** 24 in which pairs of small graphite-paint contacts are placed
comprise two parts. The first is weighted mostly towards theyn  the outer edge and upper surface of a
sample edges and can be considered a free cuggntfur- . (BEDT-TTF),KHg(SCN), sample. Currents are induced
nishing a Hall-potential gradient. The second contribution isin the sample by applying a small sinusoidal oscillatory field
analogous to the magnetic current;sgfg used to represent ¢ amplitudex,H and angular frequenay superimposed on
the effects of localized orbital momenitsn producing mag- the quasistatic fielghoH provided by a 33 T Bitter coil at

netization. These currents, which are essentially of infinitq\IHMFL Tallahassee. Alternatively, currents are induced by
duration®? represent a local, microscopic current flow within ' : ’

Il. EXPERIMENT

mechanism fails, causing the CDW, instead, to be coerced b

an external change in magnetic field into a nonequilibriumth ; ;
) . the resulting Hall potential between the edge of the sample,
state. In this case, bulk currents are supported by CDW pin- 9 P 9 P

) of areaA, and its geometrical center’fs
ning forces and are not free.

The remainder of this paper is organized as follows. Ex-
perimental details are given in Sec. Il, while Sec. Ill de- :A(ny) ﬁ (swept field 1)
scribes the Hall potential measurements which characterize H 4 P Kogt P '
the surface current density... The “magnetic” current
densityj nagis studied using torque magnetometry in Sec. IV.and
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0 1 FIG. 3. A  photograph of the sample of
HIH a-(BEDT-TTF),KHg(SCN), used in the measurements of the Hall
k potential, showing three contacts on the upper surface of the
FIG. 2. Charge-density-wave formation in" sample. Contacts on the side are not in focus.

a-(BEDT-TTF),MHg(SCN), salts. A schematic of the phase dia-

gram as a function of reduced temperatlifd,, and reduced mag- During these experiments, temperatures down to 0.5 K are
netic field H/H, (based on Ref. 25 The second-order transition achieved using a pIastifHe refrigerator
temperawrd, atH=0is ~8 K in theM =K saltand 12 Kinthe ;0 " hita| magnetic currentgy,, are determined by
M= Rb salt. Likewise, the first-order “kink” transition fielgoH . h . f 2 differami K |
at T=0 (roughly corresponding to the Pauli paramagnetic hmst measuring t e. mqgnetlc torque of a differéMt=K sample

to that shown in Fig. 3 as well asM= Rb sample. In each

23 T for M=K and 32 T forM=Rb. ‘CDW,’ refers to the pro- h le b h ic figtl and th
posed conventional CDW phase while CR\Wfers to an incom- case, o, the angle between the magnetic figttland the

mensurate phase that comes into existence at high magnetic fielddrmal to the sample’s conducting planes is restricted to
The inset shows a simplified model of the Fermi surface in theSMall angles ¢<20°); this avoids complications due to
repeated Brillouin zone representati@iter Ref. 30. This consists ~Magnetic torque |nter_act|03rQ. The torque is measured ca-
of open one-dimensiondlLD) sections which run along, and a ~ Pacitively by attaching the sample to a /&n-thick
closed 2D section; it is used in the derivations given in the Appenfhosphor-bronze cantilever that forms one of the plates of a
dix. (More accurate representations of the Fermi surface topologgapacitor. Electrical contacts applied to the sample confirm
are given in Fig. 3. CDW formation is thought to occur for a thatj,,,continues to persist after the electrical currents dis-
characteristic “nesting vectorQ (Ref. 13 (with a componenQ sipate. In these experiments, temperatures down to 50 mK

alongk,), causing the 1D section to become gapped. are provided by a dilution refrigerator.
H:E I;)xy) ‘”MOH (oscillatory field, 2) I1Il. HALL POTENTIAL MEASUREMENTS
I

Figure 4 shows typical measured Hall potentis(s and

wherep) is an appropriate average pf, andp,, and stan- v que to an oscillatory field; in this case,H=2.6 mT,
dard symbols for the components of the resistivity tensor are ;> — 4006 Hz and the temperature  of  the

used. y _ a-(BEDT-TTF),KHg(SCN), sample A~1.1mnf) is
Under the conditions of almost complete penetration byy 5 i TheV,, data in Fig. 4 correspond to the contact la-
the oscillatory field, the phase , in Eq. (2) with respect  pejeq 3 in Fig. 3; as the contact on the upper face of the
to H is the same as that of a voltage induced in an open loopample is very near to its geometrical center, we expect that
(i.e., m/2). However, if significant screening occukg, will  the Hall potential will be close to the maximum value pos-

also contain a component in quadrature to this. Using starsible. Note that there is a small field-independent inductive
dard complex notation, we write

S L s S B B S S B B B
V= Vi Vi, ® P rsseh: i
uH=26m ]
T=05K

where V|, and V}, are the dissipative and reactivguadra- 10

ture) components ofV,,, respectively. In our experiment, 5; of

phase-sensitive detection technigues alljvand V}, to be : ¥ ]
simultaneously recorded for analysis purposes; the signa -1°F e
from a multiturn pick-up coil mounted close to the sample is 20 : Vii— WN’\}W 0
used to define theeal phase. The approximate distribution L i | | L
of the current is further determined by placing pairs of con- 0 10 20 30

tacts arranged between the outer and upper surfaces of tr HH ()

sample of a-(BEDT-TTF),KHg(SCN), of volume FIG. 4. Examples of the real and imaginary Hall potentils

~1 mn? shown in Fig. 3. While the finite size of 100 and V}, measured with the third pair of contacts on the sample
=50 um of the electrical contacts applied using graphiteshown in Fig. 3. An oscillatory applied field witp,H~2.6 mT
paint limit the spatial resolution of the experiment, the con-rms andw/27=409.6 Hz is usedT~0.5 K. Arrows indicate the
tacts do enable one to distinguish between different modelsxis corresponding to each data set.
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pickup contributionVp, to V{; due to the open-loop area W77 71 8
(=1 mn?) between the contacts. By comparing measured 120 [ 10
V|, values at several different fields, it is possible to infer that | 1
Vo~ —4.7 pV. __foof 160

In the discussion that follows, we first attempt to analyze g 450 —~
the data of Fig. 4 in terms of conventional bulk currents & 80 10 &
within the whole of the «-(BEDT-TTF),KHg(SCN), 2 4L 17 =
sample; the analysis uses conductivity and resistivity tensol™ & X 130 T
elements which do not vary spatially. We shall find that while = 40 | 120 a
this conventional analysis describes the behavioypf al- 20 L
beit with some remarkably low values pfj, it is unable to | ] 10
account for the variation 0¥}, with H. 0 T S 1L . 1o

0 5 10 15 20 25 30
oH (T)

A. Analysis in terms of bulk currents

FIG. 5. The bulk resistivity tensor elementg, andp, estimated
from V|, using Egs.(6) and(7) (T=0.50 K). Arrows indicate the
axis corresponding to each data set.

In a reasonably isotropic quasi-two-dimensional metal
the components of the resistivity) and conductivity ¢)
tensors are related by the expressions

ﬂ)
o g
p
Pxy= 02+Xz;2 ’ PH202+H02 : (4) p|I= Xyp s (7)
1t oy 1t oy ool 1+ _I)
Pxy
Thus, the ratigy,/p| in EQ. (2) is equivalent tooy, /o ; it ) .
is therefore likely that the asymptotic variation\sf; at low ~ These equations can then be used along with Ejnd (5)
fields is due to the divergence of to convert the experimental values f, to apparent bulk

in-plane resistivity components.
The results of this procedure are shown in Fig. 5; the

Oxy= Q2p/ toH, (3 linear increase opy, with H and quadratic increase g
with H at low magnetic fields show that the method gives a
whereg,p, is the charge density of the 2D holes, ls-0. behavior in accord with expectations. At higher fields, the

As H increasespy,/p; becomes smaller, leaving,, as dgduced values qf,, behave. in a similar manner to earlier
the dominant Contribution to the measurvq . However, dII’eCt measurements Of OSCI||atI0nS n the Ha” I’eSIStI%ﬁty.
after the “kink” transition atuoH~23 T, V, undergoes a However, it is interesting to note that the in-plane resistivity

resurgence and the quadrature componghbecomes sig- is lower 2|n Fig. 5 than tha_Lt obtained from four-terr_mnal
o ot : / ; methods’? Owing to nonuniform current flow associated
nificant for the first time. The maxima i/, occur at integral

Landau level filling factors/= F/ uoH, whereF is the mag- with sample imperfections, direct measurements of the in-

nefic quantum oscillation frequency: at such fields theplane resistivity are often contaminated by the interplane
chemical potentiaj is situated in a Landau gap. The peak component p,;, which s several orders larger in

luesV/,~25 uV (at woH~25 T d gy lp,  MagnitudE”
valuesVy~25 uV (at poH~ ) correspond tgyy/p)| The unusually large value gf,,/p =42 and consequent
~42; the fact thatp,,>p| allows us to usep,,~1lloy,

low value of p; estimated from the oscillatory field measure-
= uoH/@,p [see Eq(5)] with @,p/e=1.6x10°° m 3 (Ref. Pl y

30) to extract a minimum sample resistivity of;~2.4 ment_s are c_onfirmed by set_tirfgzo_and by sweeping_tlhe
X 1078 Om. Such resistivity values are characteristic of gauasistatic field. Data obtained usinghoH/dt=0.5Ts

good metal at room temperature and are not too dissimil ire shown n Fig. 6. for both rising and fallmg magnetic
from the results of ac susceptibility experiments on ields. Insertion of this rate of change of field into Ed),

a-(BEDT-TTF),KHg(SCN),. along with the valuep,,/p|~42 obtained in the oscillatory-

To examine the apparent bulk resistivity components inﬂe'd experiments(see abovg yields Vi~ 1.8 uV at uoH

: - ~25 T, in good agreement with the data shown in Fig. 6.
more detail, we rearrange Eq&l) in terms ofp/p,, and ) ) i
o 10 yield ge Eqsh PII Pxy However, the magnitude of the Hall potential continues to
xy

increase with increasing field, rising to a value ¥f
~8 uV at around 32 T(Fig. 6). This yieldsp,,/p;= 180,
1 corresponding tg~6X 10~° QOm, which is several times
Pxy=— T 7 27 (6) lower than the resistivity of room-temperature copper. Such
) } values for these parameters would not be unusual for a two-

dimensional electron gas exhibiting the quantum Hall
effect?® However, they are unusual for a bulk organic metal
and far from the quantum limit, for example;~21 at 32 T.
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o~ .. ------ /./- - — - N *
1 >=- 20 ] g sl i
0 = El
S 1o — =>I
< _ f=409.6 Hz f=409.6 Hz
2 o du H/dt=05Ts" ok o ] S
~ 0 : 0 200 400 600 0 200 400 600
T=05K d (um) d (pm)
-10 -a

FIG. 7. The Hall potential difference between the edge and a
voltage probe situated a distandénside the upper surface where
d=100, 310, and 40@.m for contacts 1, 2, and 3, respectively,
with T=0.5 K, f=409.6 Hz, anquoﬁ =2.6 mT. Left: the normal
Hall voltage V{;; the dotted line shows the voltage distribution
expected according to E¢B) while the dashed line shows the volt-
age distribution expected for an exponential variation of the Hall
potential,V<exp(—d/\). Right: the reactive Hall voltag¥},, with
the solid line depicting/ocexp(—d/\) with A <100 um.

netic field, it is trivial to show that the current density and
concomitant Hall potential should vary quadratically,

d(2ro—d
reH (T) Vi(d) = % Vi ma ®
0
FIG. 6. An example of the Hall potentid, measured for the ) . .

third pair of contacts in a slowly varying magnetic figkiveep rate  Where Vi may is the total potential difference between the
duoH/at=0.5 Ts'; T=0.50 K). () shows raw data for a single OUter surface and geometric center of the sample. This form
sweep, with arrows indicating the sweep direction. No filtering hasoccurs because the size of the area loop element susceptible
been applied. The background nonoscillatory component could b induced voltages increases parabolically with the distance
caused by variations in the contact potentials with magnetic fieldfrom the geometric center of the sample. On comparing the
(b) The difference ¥y up— Vi down)/2 between rising- and falling- detected Hall potentials for the three different contact ar-

magnetic-field data averaged over 5 sweeps. rangements shown in Fig. 3, we find th&f, at woH
~25 T in Fig. 7 varies more slowly witd than predicted by
B. Analysis in terms of edge currents Eq.(8). In the case of the reactive component, no discernable

) ) ) dependence 0¥}, ond is seen. This type of behavior shows

Thus far, a conventional treatment employing uniform,a+ the Hall potential differenceand therefore also the cur-
conductivity tensor elements| ando,, has given amppar- ey is heavily weighted towards the sample edge, with the
ently satisfactory explanation of the Hall potential measuredyfiact being particularly pronounced for the imaginary com-
in swept fields and the real component of the Hall potentiabonem_

V|, observed in oscillatory fields, albeit with extremely low = cyrrents carried at or close to the edge are expected to
values of the bulk resistivity. However, this simple modelgceyr in quantum-Hall-effect systems for whieh—0 at
fails on considering the imaginary compon@fit which ap-  integral Landau-level filling factors. These currents are either
pears within the high magnetic field regime in Fig. 4. Werecarried within edge channet& giving rise to a kind of chiral
a-(BEDT-TTF),KHg(SCN), a conventional metal, then in  Fermi liquid® or are bulk states near the edge in which
order to have a quadrature component of the order of 30% dflectrostatic forces locally depleter enhancethe charge
the in-phase component af27=409.6 Hz, the skin depth carrier density® Were a situation wherer;—0 realized in
must be comparable to or shorter than the effective radiug-(BEDT-TTF),KHg(SCN),, perfect screening would give
ro=yVA/m~590 um of the samplé’ If we estimate the rise to a Hall potential that is entirely reactive, even in the
skin-depth o= \2p/uow from the above resistivity value limit as w—0. Experimentally,|V{/V}|=<1, implying two
(p~2.4<10°° Qm), however, we obtain a valued  things: firsto;#0 within the bulk and second the partial
=3.9 mm that is significantly greater than the sample sizescreening that takes place has to occur within a region
The presence of a large finitg, term, therefore, cannot be around the perimeter of the sample that is thinner than the
easily explained by a simple conductivity tensor model.  bulk skin depth.

A further indication of the fact that the induced currents In the Appendix, we show that a system comprising a
do not obey a conventional bulk mechanism is given by usCDW coexisting with quasi-two-dimensional Landau levels
ing the contact arrangements shown in Fig. 3 to explore thean lead to very effective screening currents within a dis-
dependence df|, andV}, on the distance of the contact on tance\ = \m/2uye@,p of the sample surface. Although the
the upper surface of the sample from the edge. For a spatialfjnite size of the electrical contacts in Fig. 3 (060 um in
homogeneous metallic system in a slowly time-varying mag+diametey, limits the resolution to which we can analyze the
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Hall voltage distribution in Fig. 7, we can, nevertheless, per- o
form some simple consistency checks on this model. We pro- L 9L 1
pose that all of the current flows within a distancef the i "5--._ 7
surface of the sample, and that this current flow encounters a 1107 | 0 cocay =
characteristig¢very low) resistivity p, . The system is like an F AR ]
LR (inductance-resistangeircuit, with = [ ]
_ apoTlo ©) 1x10‘55- / E
| X ¢ resist b
X * o ]

and Lol Ll el L

) 1x10°° 1x10 1x10°3
ar
= ZToh (10 i\

wherel is the sample height,,= A/ is its effective ra-

FIG. 8. A comparison of the decay time&® and tFs'', All
estimates were made far,H~25 T andT=0.5 K, with the data

dius, anda is a so-called Nagaoka parameter, a numericaboints corresponding to excitation frequencig@m=51.25, 208.6,

factor ~ 1 that depends ofir .3’ For our sampleg~0.5. In
a magnetic field swept at a slow uniform rate, this treatmen

yields

[c.f. Eq.(1)] whereas for a sinusoidally oscillating field we
obtain

JH

ro)\
=— — Ve Vo
Mo ot HO

2

Pxy

Px

(1D

H

. rO)\(ny> HowH .
Vy=V,—iVli=—| 2| ——=(1—ioty). (12
MR TR 2 gy 14 02 °
Here
t0=L/R=a,u0r0)\/2p)\ (13)

is a characteristic inductive decay time avigye™ V"o repre-
sents transient solutions due to rapid changesoht gt
and/orR.

We first compare Eq11) with the Hall potential of 8uV
observed in Fig. 6 atugH~32 T, obtaining p,/\
~23 €, or py,~9x10 12 Om, usingh ~400 nm(see the
Appendi¥. Inserting this into the semiclassical Drude ex-
pressionp,=m/ep,p7, We obtain a scattering time of
~50 ns, or, a mean-free-path=vr7~5 mm (where we
have obtained the Fermi velocity froog= \2AeF/m). The
fact thatA is comparable to the sample perimeter of 4 mm
could be consistent with ballistic transport. The ballistic
transport regime, for which finite values of can no longer
be locally defined, is one of the essential preconditions of th
edge-weighted current mod&dee the Appendjx

Two separate estimates tf can be made. First, we can
rearrange Egs.(12) and (13) to yield to=aV|(1
+ w?t§)/ pyywH. In the limit of low frequencyw?®t3<1, so
that this can be written as

(14

where the superscript “resist” denotes that this estimate o
the characteristic time is derived from the dissipatiie.,

16510

e

409.6, and 8809 Hz and oscillating field amplitudesH =6.51,
5.90, 2.62, and 3.75 mT.

resistive component ofV,,. An alternative estimate can be
made by comparing the resistive and reactive partg,of

Vi

|V}, ’

decay_

(15

where the superscript “decay” denotes that this is analogous
to the technique used to find the decay time of conventional
LR circuits. _

Figure 8 shows*S*'andti**®deduced from experimental
data (wgH~25 T, temperature 0.5 K). If the sample sur-
face layer functioned as a conventiondbut high-
conductivity) metal, we should expect the two times to be the
same. However, the divergence betwafff® and ts' at
low frequencies, or low values df,,, is unconventional.
This suggests that the sample behaves resistively when at-
tempting to drive a current through it, but once established,
the currents have a tendency to last longer than expected for
a conventional metal. Their lifetimg**® becomes particu-
larly long at low values of the Hall potentigdy, observed in
slowly varying magnetic fields.

In rapidly varying magnetic fieldg3e° converges with
tg>'at V=1 mV. This is similar to the saturation value of
Vy, observed in ms-duration pulsed magnetic fieff& At-
tempts to explain this saturation in terms of the breakdown
of the quantum Hall effect have been largely unsuccessful
owing to the enormous magnitude of the electric field that is
required. An electric field that is concentrated towards the
sample edge within a distance (see the Appendjx how-
ever, increases the probability of Zener tunneling. Moreover,
the increased size of the unit cell in the CDW phase com-
pared to the normal metallic phase makes Zener tunneling
across the CDW gap more likely than Landau level tunnel-
ing. In such a model for the magnitude of the threshold elec-
tric field Ezzséleasp (whereg =2V is the CDW gap and
eg is the Fermi energy the lattice periodicitya=27/Q
t~mr/kg occurs in the denominator. Assuming an exponential
variation of the electric field wher® =\E,, we obtain
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' T cillations occur in all metals with closed sections of Fermi
1 surface at low temperatures and result from changes in the
< equilibrium populations of orbitally quantized Landau levels
3'4002;'4'5' Py asH is swept!®~*2The wave form of the oscillations in the
' (T M=K salt at high magnetic fields has received much theo-
retical attention and is well understodt*?
By contrast, the contribution which we attributejtg,qis
. irreversible, and depends on how the sample is driven to a
particular field and temperature. An example of this is shown
. . in the inset to Fig. 9; if the sample is cooled to 0.5 K at fixed
20 30 40 field, the magnetization attains the value surrounded by the
HH (T) circle. On sweeping the field down for the first time, the
magnetization rises to meet the path which will be followed
by subsequent downsweeps. Moreover, it proves to be im-

1000

M(Am™)

FIG. 9. The magnetizatioM of samples of theM=K (@

~19.5° Rb ¢~5°) sal h risi falli . .
fiel(?ssazTazdso ?neK f(s)r)Msit; :ﬁ;?u:r%d 4%n£ ?E)r :\lﬂsz%gn:]azéng possible to go back to the encircled valueMfby merely

using the magnetic torque method. Arrows indicate the direction o hanging t_he fle_ld; data recorded on $Ubsequent. UpSWeeps
sweep. For theV = Rb salt, at fields below=29 T, the CDW _aII below it, while down-sweep data _I|e above (Fig. 9,
phase is stable. The region between 29 T and 33 T appears to %sei).. One can only recapture the field-cooled value by
disturbed sincéd, is different between rising and falling fields. At Warming the sample well above the CQWhase and cool-
fields above~33 T, the transition into the CDWphase is com- INg again in the presence of a steady field.

plete. The de Haas-van Alphen oscillations are the same for rising ThUS, sweeping the fi_eld produceg an ir.reversible contri-
and falling fields, apart from a relative offseA®1. For the M bution to the magnetization that manifests itself as an offset

=K salt, the magnetic torque shows similar features to that mea2AM between rising and falling field data in Fig. 9. Figure
sured in Ref. 12. The inset shows the magnetization measured afté0 showsAM for a a-(BEDT-TTF),KHg(SCN), sample;
a field cool(as indicated in Fig. )1 The magnetization starts out at values have been extracted by subtracting the reversible de
the value indicated by the large center-dot circle, after which theHaas-van Alphen effect contributidiobtained by averaging
field is swept down touoH<29 T followed by an upsweep to full up and down sweepgrom the raw magnetization data to
uoH>30 T. leave just the irreversible component. The magnetic field in
Fig. 1Q() is first swept slowly up to 29.34 T, then down to
NE,=4V2\/mehve~3 meV for 2¥=1 meV, which is 29.24 T, after which the up sweep is resumed. Each time the
comparable to the saturation observed in pulsed magnetimagnetic-field sweep direction is reversed, a finite interval in
field studies*38 field AH>2H* (whereH* is the coercion fielflis required
Should normal scattering processes be inhibited according order forAM to reach a saturation value that opposes the
to the screening model described in the Appendix, Zenedirection of sweep.
tunneling would provide a natural means for the decay of the The Appendix describes how the CDW system produces a
currents, given the potentially large values of the electricdiamagnetic contribution to the magnetization that acts to
field concentrated close to the sample edge. partially screen the applied magnetic figdtte Eq(A14) and
the discussion following jt However, this contribution satu-
rates when the force on the CDW, resulting from a spa-
tially varying free energy, exceeds the pinning forieg.
The Hall potential associated with free currentsElastic energy consideratiorisee the Appendjxshow that
jee becomes difficult to detect for magnetic-field sweepthe region in which|F|>|F/| propagates inwards from the
rates much less than 0.5 T In contrast, magnetic cur- sample surface as the magnetic field changes, so that the
rents jn,g continue to be present for an arbitrarily long volume fraction of the sample able to contribute to the dia-
period of time after the magnetic-field sweep is stopffed. magnetic screening decreases. This is analogous to the sce-
Figure 9 shows examples of the magnetizatiomdBEDT-  nario in the Bean model of type-Il superconduct&r&>**
TTF) ,MHg(SCN), (for M=K and R estimated from the Yielding, under the approximation of a cylindrical sample, an
magnetic torque. Magnetic fields afH~23 T anduoH  irreversible susceptibility
~32 T are required to access the CRWWhase forM =K
and Rb, respectivel§? in this phase, hysteresis similar to JAM
that originally obtained by Christt al*>*is observed. Ax=—0=Axf(AH) =24,
The magnetizatiorM of quasi-two-dimensional metals
such asy-(BEDT-TTF),KHg(SCN), is largely directed nor- and an irreversible magnetization
mal to the conducting layers. A torque= 3 uoM,H sin 26
per unit volume therefore occurs when there is a finite angle H*
6 betweenM and the applied fieldH.*® Sawtoothlike de AM:<AX0?)(2
Haas-van Alphen oscillationéoriginating from the closed
section of Fermi surface that survives CDW formatfrac-  Figure 1@b) shows the predicted behavior of the irreversible
count for the larger, reversible contributiontb. These os- component oM according to Eq(17), and Fig. 10a) shows

IV. MAGNETIC TORQUE MEASUREMENTS

AH |?
- 1o

AH
2H*

1_

3
—1). (17)
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F a + data b
50 [ ® - cubic fit | — '
- m v nH"/S? ‘ \\ FIG. 10. Evidence for persistent currents in
. : : a-(BEDT-TTF),KHg(SCN),. (a) An example of
a loop in the nonequilibrium component of the
magnetizatiodd M measured as the field is swept
up to 29.33 T then momentarily down to 29.24 T
before being resumed. Arrows indicate the
change in the locus cAM vs H. The solid lines
show the results of fits cAM to Eq.(17). (b) A
model hysteresis loop calculated according to Eq.
(17) [i.e., the Bean model for a long cylinder with
its axis parallel toH (Refs. 43,44, showing the
theoretical saturation value &fM, and the rever-
sal state(c) A series ofAM vs H loops like that
in (@) measured over an extended interval of field
(top), and (bottom), a similar measurement but
where the field interval over which the sweep di-
rection is reversed is increased. Arrows indicate
the appropriate axegd) Estimates ofAy from
fits of Eq. (17) to the many loops shown ift)
(full circles) together with those(large full
squares calculated according to EqA14) (see
also Ref. 32 Estimates of the coercion field*
(x symbolg are also shown. Arrows indicate the
appropriate axes.

r

M (Am™)

X (%)

1 1 1 N N 1 0.0

29 30
K, H(T)

a fit of the model to the experimental data. The fact that Eqthat in(a), from which A x, is extracted at various values of
(17) reproduces the experimental result indicates that thél in (d). The magnitude ofA , is low and of the order of
volume fraction of the sampl& AH) that is able to respond 5x10 * whenyu is situated in the middle of a Landau level
with an irreversible susceptibiliti) yo, declines in a simple (at half-integral filling factorg but increases almost tenfold
quadratic manner witAH [see Eq(16)], behavior typical of whenu is between Landau level(at integral filling factors
critical-state models such as that of B€aft>**here,f(AH)  The theoretical limit forA y, becomes equivalent to that of a
is the cross-sectional area of the remaining noncritical porsuperconductofi.e., A yo=—1) only in that case of an ideal
tion of the sample. sample at integral filling factors in which the quantum life-
As the magnetization varies throughout the sample, Maxtime is infinite[see Eq(A14) in the Appendix, remembering
well's relation jnmag=VXM (Ref. 31 implies that a that demagnetizing factotsmust be taken into account once
magnetic-field-induced critical state always involves cur-the susceptibility becomes very laige
rents. However, although a critical-state model provides an When pinning of the CDW occurs, the nonequilibrium
excellent fit to the experimental data in Fig.(&0 it is im-  susceptibility A x, provides a measure of how quickly the
portant to note that there are two essential properties of th€DW departs from equilibrium as the magnetic field is
currents giving rise to the loops in Fig. 10 that distinguishswept. This occurs more rapidly at integral Landau-level fill-
them from those in superconductors. First, the magnitude ahg factors where the density of states is lowest, enahling
the nonequilibrium susceptibilityA yo| ~3x 10~ 2 (obtained  to jump quickly between Landau levefs.Pinning of the
from the fit9 departs significantly from the ideal diamagnetic CDW prevents the equilibrium redistribution of carriers be-
value A yo~—1 observed in superconductors. This impliestween the bands, causing this jump to become much more
that the magnetic currents -(BEDT-TTF),MHg(SCN),  abrupt. This can account the origin of the strong variations in
cannot be considered as screening currents in the same semsg, in Fig. 10d), as shown by the model calculatio(see
as those in superconductors. Because the magnetic currertke Appendiy.
screen only a part of the magnetic field, the effective coer-
cion fieldH* ~j /A is rather large. Second, the value of
Ay, varies strongly as a function dfl in Figs. 1Qc) and
10(d), a property that would be very difficult to explain in Before concluding this paper, it is instructive to compare
terms of superconductivity, but which is an intrinsic featureeffective ac susceptibilities af-(BEDT-TTF),KHg(SCN),
of the model of a CDW coexisting with well-defined Landau determined using different methods in Fig. 11. In Figall
levels discussed in the Appendix. x'=Ax, is obtained by fitting the Bean models described
Figure 1Qc) shows a series of loops ihM, versusH like ~ above—see Eq17)] to many hysteresis loops over an ex-

V. DISCUSSION AND CONCLUSION
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measurements in Fig. (4, the magnetization My,
=Vylpyy~7 Am~1 due to free currents is actually smaller.
Free currents therefore have insufficient duration to contrib-
ute a significant amount to the irreversible steady magnetic
torque in Fig. 10. By contrast, magnetic currents observed in
the torque experiments last for an indefinite period of tifne.
The combined induction of free and magnetic currents
JreeT Imag can therefore be understood as follows: for small
changes in magnetic fieldAH<10 mT, the greatest con-
tribution to the susceptibility initially originates from free
currents at the surface that attempt to screen changes in mag-
netic flux density from within the bulk. These currents
quickly saturate, however, as dissipation sets in, possibly as-
g8 T sisted by Zener tunneling. At that point, changes in magnetic
" Hall potential flux density enter the bulk which cause the Landau level
P T T B structure and chemical potential to change, causing the CDW
ey o Ry oy o to depart from equilibrium, as described in the Appendix.
The stored energy increases quadratically witd, eventu-
ally causing the CDW to collapse at the edges, initiating the
critical state.
In conclusion, Hall potential and magnetic torque mea-
ac susceptibility, 10 kHz surements ona-(BEDT-TTF),MHg(SCN), (M=K, Rb)
| show that two types of screening currents occur within the
25 30 high-field, low-temperature CDWphase in response to
n,Heosé (T) changing magnetic fields. The first, which gives rise to the
induced Hall potential, is a free currenjq{), weighted
FIG. 11. A comparison of ac susceptibilitiesr equivalent ac  mostly towards the edge of the sample. The time constant for
susceptibilities made ona-(BEDT-TTF),KHg(SCN), using dif-  the decay of these currents is longer than that expected from
ferent methods. Iita) this is determined by fitting Eq17) to many  the sample resistivity. The second component of the current
hysteresis loops over an extended interval in magnetic field. Th%ppears to be magneti¢n{ag) in that it is a microscopic,
imaginary component is determined from the area of the loop diy, \agiorhital bulk effect; it is evenly distributed within the
V|ded.by its width. In(b), trle effective s.usceptlblllty is obtained by sample upon saturation. A simple mod@ppendiy, de-
equatingy’ =2mVi/pxyuoH, whereVy, is the reactive component  gerining a new type of quantum fluid comprising a CDW
of the Hall potential. The imaginary susceptibility is given By existing with a two-dimensional Fermi-surface pocket, is
=27V puyuoH. Here, the susceptibility is estimated from the apje to account for the origins of the currents. Taken to-
data in Fig. 3.(c) is the published ac susceptibility measured on gether, these findings are able to reconcile the body of ex-
another sampléRef. 33. perimental evidendé?°-?’which had previously been inter-
reted in terms of the quantum Hall effét or

tended region of magnetic field. The imaginary componenE

tivity>
, Which accounts for losses, is obtained from the loop uperconductivity.
areas In Fig. 1b), the susceptibility is estimated using
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Jtree, €stimated from the ac Hall potential, agree more closelyand the State of Florida. We thank Stan Tozer and Alessandro
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made in Ref. 33shown in Fig. 11c)] than with the magnetic  stimulating discussions with James Brooks, Jason Lashley,
torque measurements. This indicates that the ac susceptibilighd Albert Migliori.
made at frequencie®/27=50 Hz consists mostly of free
currentssee, Which are showrtabove, and in the Appendix
to be confined to the sample edges. The data in Fig. 8 shows
that j e can persist for times as long &&“®=0.5 ms for
sufficiently small values of the Hall potenti,<7 uVin a We treat a  simplified version of  the
sample of ~1 mn? cross section ajuH~25T and T a-(BEDT-TTF),KHg(SCN), band structuré® comprising a
~0.5 K. In spite of the fact that the corresponding suscepti<D electron band and a two-dimensio{2&)) hole band with
bility in Fig. 11(b) is much larger than that for the torque dispersionsep=%velky—ke and e,p=gr—72(|ke—ky|?

APPENDIX: SCREENING MECHANISMS IN
a-(BEDT-TTF),KHg(SCN),,
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+|ky—kY|2)/2m, respectively; heren is the effective mass, The in-plane electric field also modifies the Landau-level
v is the Fermi velocity of the 1D band, akg andky define ~ energies’ To quantify this, we consider the casé(r)
the center of the 2D hole pocket. Each of these bands inter=V(X), i.e., the potential varies only in the direc-
sects the Fermi energys{), giving rise to the simplified tion (variation in an arbitrary direction in the,y plane
Fermi surface shown in the inset to Fig. 2. is reintroduced beloy If V(x) varies slowly over length
The simplest scenario to consider is that where only thecales~X,, it can be expanded aboxg in a Taylor’s series
1D Fermi-surface section is subject to CDW formation, giv-V(X)=V(Xo) + (X—X) V' (X—Xg) + 3 (X—X0)?V"(Xo) + - - -,
ing rise to a gap ¥ in its density of electronic states, while where the primes indicate differentiation with respecixto
the 2D hole section remains ungapped. Under equilibriunffter a little algebra, the Schdinger equation becomes

conditions, the average volume charge dens'@i@andgw n2 2y q
associated with the 1D and 2D Fermi-surface sections, re- — S——5T|5m w§+ —V”(Xo))(x—xl)z y=Ey,
spectively, would be subject to the conservation equation 2m dx 2 m A3)

C1pt 020t @pg=0, Wheregy, is the density of charge due ) _ )
to the ionic cores. However, below we consider slight localvherex; is a constanfabsorbing terms g, V(xo) and
deviationsA @, and A@,p in the charge density from the V'(Xo)l. o

equilibrium valuegi.e., the total local charge densities asso-  The chief effect ofv(x) comes fromv”(xo); this gives a
ciated with the 1D and 2D Fermi-surface sections becoménodified Landau-level spectrum ¢ 3)% o, with n an inte-

010=A01p+01pande,p=A0,p+ 02p, respectively, be- ger and

cause of the presence of the CDW, the overall conservation qV” 12 AB Vi

equation need no longer holdcally. However, the charge w=w 1+ 5 ~wc0(1+B—+ 5o B

densities must obey Poisson’s equation 2Mag 0 “coP0 A
—€eVAV(r)=Ap,p+AQ1p, (A1) wherews =0qBy/m and only terms to leading order ihB

_ _ _ . andV” are retained in the right-hand bracket. Reintroducing
whereV is the electrostatic potential ards the permittivity. 3 potential variation in an arbitrary intraplane direction
We are at liberty to set the origin of potential; we choosemere|y change¥” in Eq. (A4) to V2V.

V=0 in the absence of spatial charge variations. Equation |n the absence of potential variations, the number of states
(A1) implies that the presence of local charge-density variaper unit volume per Landau level B=Dg=mw/7hC,
tions will lead to an in-plane, spatially varying electric field herec is the layer separation in thedirection; the intro-

E=-VV. duction of varyingV (and consequenAB) causeswg, to
We now introduce the magnetic-flux densBy, applied change tow [Eq. (A4)], modifying this to D=mw/wic

along z [i.e., B=(0,0B)=Bz, L to the 2D ,y) planes. =Dy+AD, where

This has two effects; first, the crossedand B fields force AB V2V

the 2D hole wave function centers to drift at a velodgy AD=D0(—+ _ (A5)

X By/B3. This leads to a spatially varying in-plane current Bo 2wcBo

density, which, provided that the scattering rate is ratheiThe change in Landau-level degeneracy results in a change
small (e.g., under conditions of ballistic or quasiballistic to the local 2D hole density,
transpor}, can be written ag~ 0 ,E X Bo/B2; note that the

relationship becomes exact in the total absence of scattering. A@op=vqAD—vBGAD — BqgapA p. (A6)
Integration of Maxwell's fourth equatioMx H=j*!) shows |t is worth taking time to understand this equation fully, since
that this current produces an additional contribution it is the key to understand the screening effects that are the
R point of this paper. The first term of the right-hand side re-
AB=— up0,p(V/Bgy)z (A2) sults from the change in degeneracyatif of the occupied

) ) . Landau levels; positiveV?V(r) or AB gives a greater
to the magnetic-flux density parallel L4 which then be- | andau-level degeneradfq. (A5)], producing arincrease
comesB=B,+ AB. A second effect 0B is to produce Lan- i, the number of holes. The second term results from the
dau quantization of the 2D holes; this |345usually dealt withgpergy shift of thevth Landau level closest to the chemical
using the Landau gaugeA=(0Bx,0).” After some  p,gientialy; in the high-field limit of well-resolved levels,
manipulation,” the Schrdinger equation for the in-plane he contribution from the tails of the Landau-levels remote

wave functionsys and eigenenergies may be written as from u can be ignored. As an increaseViV(r) causesw
. to increasg¢Eq. (A4)], this results in a slightlepopulatiornof
he 9° 1 the Landau levels closest @, acting to reducep,p. The

2 2 —
a ﬁﬁ+§mw°(x_x‘)) y=Ed. dimensionless factop therefore depends critically on the
position of x amongst the Landau levels, i.e., it oscillates as
Here, the effect of the crystalline potential has been takem function ofB. If w is in the middle of the highest occupied
into account by the effective mass the cyclotron frequency Landau level(at half-integral Landau-level fillingy=F/B),
is w.=qB/m, with q the charge;x, represents the wave the density of states is large, so that the shift in energy of the

function guiding-center coordinate. Landau level has a relatively large effect onp; in this
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2D hole Landau levels g, 1D electron dispersion The proportionality betwee@¢/dx and Au leads to two
qualitatively different solutions to E4AS).

1. Within the bulk of the sample

In the bulk of the sample, the transport is dissipative
(V?2V—0) and the equilibrium phase of the CDW becomes
H k dependent only on the magnetic field. Equati&®) there-

FIG. 12. A model depicting the effect of a chanyg AN, in fore becomes
the chemical potentigk on the 2D hole Landau levels and the 1D
electron dispersionén this case at half-integer filling giving rise A_r““ _ hﬂ
to a direct relationship betweekN;p, Au, andAQ and conse- AB m
quently betweerAQ andH.

1-5
B+vyn
Thus, there is a direct proportionality between local varia-

situation, By~ 2w,r/ m>1. On the other hand, i is di-  1ONS in the magnetic field andi ..

rectly between two Landau levelat integral Landau-level A nonequilibriumA . will develop, however, if the phase
filing »=F/B) then the density of states is small agg, IS unable to relax to the equilibrium value due to the effect of
~4lmw,r<1. This tends to zero in the case of a sample ofpinning in the bulk; here, and in the discussion that follows
pristine purity for which the quantum lifetime—o0.%¢ The ~ We Wwill represent such nonequilibrium quantities using a
final term accounts for possible spatial variatiang in the  tilde (~). Afully pinned CDW is unable to exchange charge
chemical potential which are sustained by the Ch¥ge With the 2D Landau level® causingy—0 in Eq. (A7). A

below); here,g,p=0,,M/%Fq? is the mean value of the 2D honequilibrium changé . results in a nonequilibrium shift

. (A10)

density of states. in the CDW phaséEq. (A9)], and, via?
A shift in the chemical potential also affects the 1D carrier ~
density; dA —01p€
Y 89 —|ng | (A11)
Agip=—vedipAu, (A7) IA €1p

whereg, p is the 1D density of states ang=1 provided the g |ocal adjustments a away from its equilibrium valueQ
CDW is in equilibrium>*We can now reformulate EGA6)  (see Fig. 12 These changes result in a concomitant shift in
by substituting from EqgA1), (A2), (A5), and(A7) to yield  the free energyb of the system, which, following Ref. 32,

m [ B+ can be written as
2 __m Yn
VV+AB ﬁev(—l—ﬁ )

R4 ~ ~
. . . » ®=-0ip T_AM2)+5910AM2+¢2D(910)-
We have retained terms up to first order in small quantities,
omitted V2V from Eq. (A1) because it is~10* times (A12)

smaller than the otGher term M2V and substituted|=+e  pere @, is the free energy of the Landau-level system
for the hole chargé here, 7=91p/92p- o (which depends at fixed field on the number of quasiparticles
As long as the 1D band remains metallicy is uncon-  in the 2D hole band, and hence onp) and § is a dimen-

strained. Scattering facilitates the transfer of current betweegjniess parameter depending on the position of the chemical
positive and negative variations in the charge density, caug;otential amongst the Landau levels; it takes the limiting
ing them to dissipate rapidly. The stable result is when, g ,e82

V2V=0, causing Eq(A8) to become a simple proportional-
ity betweenAu and AB; i.e., a variation in the chemical

Apu. (A8)

cho

_l’_
potential due to a change in magnetic fiédd. 5= ! — 1t7 5 (A13)
By forming a CDW on the 1D bands, the system can anw - 2( nfw ,
benefit in two ways. First, by the opening of a CDW gap 4 ¢ 4 ¢

2V, the system has the potential to become partly gapped at . . N

w. Second, by forming a quantum-coherent state, the 1[_§0r mteg_e_r Landau-level filling factors and=3 for half-
band resists the spontaneous exchange of charge between figger filling factors. _

two bands. As with a superconductor, the quantum state of a 1 he effects described by Eq#A10)—(A12) result in a
CDW is locally defined by a phase, which defines the relatlpnsmp betweerb and AB, implying that there _IS_ _a
phase of the charge modulation that oscillates in one direcc_ontnbuhonAx_from thg} CDW tozthe overall susceptibility
tion (x) on a length scale 2/|Q| much shorter than the X Where Ax=—yuo(3°®/d(AB)°). Using _the |d§nt|ty
cyclotron length. Any shift in the chemical potential in Eq. (d®/d(AB))=(dP/I(An)) X (d(Aun)/I(AB)) in conjunc-

(A8) will correspond to a gradient in phagsee Fig. 12, tion with Egs.(A10) and (A12) yields’
foe2d A9 A= —2guoma1+0 (L) aa
B= o (A9) X= —291prol N ik (A14)
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Thus, the nonequilibriunii.e., spatially varying state of the linear gradient ilPAM, sustained by pinning, corresponds to
CDW provides a diamagnetic contribution to the overall sus-a critical current density,=V X (AM), in the region where
ceptibility, which resists changes in the magnetic field in thethe CDW is able to slide.

bulk of the sample; note that the presence of the fagtors  Therefore, although the mechanisms are very different,
and ¢ indicate that the effectiveness of this screening willthere are close analogies between the situation here and flux
oscillate as a function of Landau-level filling facter How-  pinning in superconductors. It is therefore not surprizing that
ever, as we discuss in the next paragraph, (Bd4) repre- in Sec. IV, we shall see that a simple Bean model is able to fit
sents the response of the sample only to infinitesimathe variation of sample susceptibility with applied magnetic
changes in magnetic field; the build @gnd releaseof elas-  field.

tic energy as the field develops further leads to an irrevers-

ible change in the overall sample susceptibility which even- 2. Close to the sample surface

tually saturates. ~
The spatially varying free energy associated with the Ve have already seen thap—0 as one approaches the

mechanism causing EqA14) corresponds to a forc& sample surface because the elastic energy cost of shifting the
——V®: the nonequilibrium excited state of the CDW will Phase would otherwise become too great. Hence, (&8)

only persist ifF remains less than the CDW's pinning force assumes the form
32 Thi i e _
F,.>= This produces two restrictions; first, because of the NYV-V=0  with \=[m/(2uee0mp)] 2

differential relationship betweef andA ., A must tend to (A15)
zero at the sample surface, or elsevould be singulafand
hence exceedr;). Second, oncé& develops with changing
field to such an extent that the CDW depins, the nonequilib

rium buildup of Az must stop, preventing any further con-
tribution from Ay. These combine to ensure that the region
in which |F|>|F,| propagates inwards from the sample sur-
face as the magnetic field changes, so that the volume fra
tion of the sample able to contributey [Eq. (A14)] to the
overall volume-averaged sample susceptibilitybecomes

ivel ler. This i imilar 1o the B Ref. 30 yields\ =400 nm.
progressively smaz%"m IS IS very similar 1o the Bean  1nq eyistence of a finit§ 2V close to the surface implies

critical-state modet; indeed, a common feature el quasiballistic transport. By carrying the current close to the

critical-state models is that motion initiates at the surfacee ges, the total system can save endngythis case, elastic

bgcause it s there ihat the potential energy can he dis;ipat% ergy due to the nonequilibrium arrangement of the CDW
s o oo o st s A e bl of e sapls and any process it saves
the CDVS depinning force Approximatgly linear gradients in-gﬂergy also protects the quagipart.icles' from o.rdi.nary scatter-
- ' ] ] ing events that would otherwise give rise to dissipative bulk
Agip andAQ occur because the work done Bys a linear  currents. This type of explanation for the variation in the
function of the departureAQ of the CDW from current density, electrostatic potential, electric field, and per-
equilibrium32 Currents result from changes in the chargeturbed charge carrier density follows on from a model origi-
density 0, associated with the two-dimensional Fermi sur-nally proposed by MacDonaldt al3® for two-dimensional
face section as the quasiparticles redistribute themselves stectron gas systems. Whereas for a single two-dimensional
as to screen the changes in the open Fermi surface sectitayer an exact solution can only be obtained numerically, in
[see Eq(A1l)]. The variation in the orbital magnetization of bulk crystalline systems like.-(BEDT-TTF),KHg(SCN),,
the closed Fermi-surface pock&M with Ag,p then leads the above treatment shows that the variation in all of these
to linear gradients id M. Maxwell's equations imply that a quantities becomes a simple exponential function.

where we have substituted faB using Eq.(A2). Equation
(A15) defines a penetration depthanalogous to the London
penetration depth in superconductivity; it implies that devia-
tionsV from the equilibrium value of the electrostatic poten-
tial will be screened from the bulk of the sample. Owing to
the proportionality betweel and AB in Eq. (A2), spatial
Gariations in the magnetic field will also be screened. Sub-
stituting values for-(BEDT-TTF),KHg(SCN), taken from
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