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Nucleation of Al3Zr and Al 3Sc in aluminum alloys: From kinetic Monte Carlo simulations
to classical theory
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Zr and Sc precipitate in aluminum alloys to form the compounds Al3Zr and Al3Sc which for low supersatu-
rations of the solid solution have theL12 structure. The aim of the present study is to model at an atomic scale
this kinetics of precipitation and to build a mesoscopic model based on classical nucleation theory so as to
extend the field of supersaturations and annealing times that can be simulated. We use someab initio calcu-
lations and experimental data to fit an Ising model describing thermodynamics of the Al-Zr and Al-Sc systems.
Kinetic behavior is described by means of an atom-vacancy exchange mechanism. This allows us to simulate
with a kinetic Monte Carlo algorithm kinetics of precipitation of Al3Zr and Al3Sc. These kinetics are then used
to test the classical nucleation theory. In this purpose, we deduce from our atomic model an isotropic interface
free energy which is consistent with the one deduced from experimental kinetics and a nucleation free energy.
We test different mean-field approximations@Bragg-Williams approximation as well as cluster variation
method~CVM!# for these parameters. The classical nucleation theory is coherent with the kinetic Monte Carlo
simulations only when CVM is used: it manages to reproduce the cluster size distribution in the metastable
solid solution and its evolution as well as the steady-state nucleation rate. We also find that the capillary
approximation used in the classical nucleation theory works surprisingly well when compared to a direct
calculation of the free energy of formation for smallL12 clusters.

DOI: 10.1103/PhysRevB.69.064109 PACS number~s!: 64.60.Qb, 64.60.Cn
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I. INTRODUCTION

Precipitation kinetics of a metastable solid solution
known to be divided in three successive stages: the nu
ation, growth, and coarsening of nuclei of the new sta
phase. The first stage of precipitation is of great pract
interest but difficult to observe experimentally. Kinet
Monte Carlo simulation is the suitable tool for a numeric
prediction of a nucleation kinetics1,2 but a rationalization of
the results is difficult and atomic simulations cannot rea
very low supersaturations. On the other hand, classical
scriptions of these different stages3,4 are well established an
the associated models are now widely used to unders
experimental kinetics and to model technologic
processes.5–8 Recently, classical nucleation theory has be
shown to be in good agreement with more reliable atom
models by way of a direct comparison with kinetic Mon
Carlo simulations.9–13 These different studies included d
composition of a metastable solid solution for a demixi
binary system on a surface9 or in the bulk11,12and kinetics of
electrodeposition on a surface.13 In this last study, Berthier
et al. show that physical parameters of classical nuclea
theory have to be carefully calculated so as to reprod
atomic simulations. In the present paper, we want to ext
the range of comparison between classical nucleation th
and atomic simulations by studying the case of an orde
system on a frustrated lattice. We thus choose to mode
netics of precipitation of aL12 ordered compound forme
from a solid solution lying on a face-centered-cubic~fcc!
lattice.

For fcc lattices it is now well established that one has
use a mean-field approximation more accurate than
0163-1829/2004/69~6!/064109~14!/$22.50 69 0641
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widely used Bragg-Williams one in order to calculate the
modynamic properties.14 The cluster variation method
~CVM! ~Refs. 15 and 16! enables one to obtain phase di
grams which are in quantitative agreement with thermo
namic Monte Carlo simulations.17,18 When CVM is used,
frustration effects on the tetrahedron of first nearest nei
bors and short-range order due to interactions are consid
in a satisfying way enabling one to predict quantitative
thermodynamic behavior. Nevertheless, the use of CVM
often restricted to the calculation of equilibrium properti
and, thus, for computing thermodynamic properties of
metastable supersaturated solid solution in classical nu
ation theory one merely considers Bragg-Williams appro
mation. The purpose of this paper is then to show that the
of CVM calculations with classical nucleation theory lea
to a satisfying description of the metastable solid solut
and extend the range of supersaturations that can be mod
with this theory.

In this purpose we build an atomic model which allows
to study kinetics of precipitation of Al3Zr and Al3Sc. The
two considered binary systems, Al-Zr and Al-Sc, have diff
ent kinetic properties: the interaction with vacancies is rep
sive for Zr atoms whereas it is attractive for Sc atoms. On
other hand, for low supersaturations, thermodynamics
both systems are quite similar. Al3Zr has the stableDO23
structure,19 but for small supersaturations of the solid sol
tion, Al3Zr precipitates with the metastableL12 structure
and precipitates with theDO23 structure only appear fo
prolonged heat treatment and high enough sup
saturations.6,20,21 As for Al3Sc, the stable structure isL12
~Ref. 19! and thus onlyL12 precipitates have been observe
during experimental kinetics.22–24 In this study we mainly
©2004 The American Physical Society09-1
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focus on the nucleation stage and therefore we consider
both Zr and Sc lead to the precipitation of a compound h
ing the L12 structure. In this context, Al-Zr and Al-Sc sys
tems are really similar from a thermodynamic point of vie
unlike their kinetic behavior. It is then interesting to stu
these two systems in parallel and to see if classical nu
ation theory manages to reproduce atomic simulations
these two different kinetic behaviors.

The atomic model used in kinetic Monte Carlo simu
tions is built using experimental data as well asab initio
calculations. We deduce from it physical parameters ente
mesoscopic models such as classical nucleation theory
show how this theory compares to atomic simulations
different supersaturations and different annealing temp
tures. The capillary approximation used in classical nuc
ation theory is then discussed as well as different mean-fi
approximations that can be combined with it.

II. ATOMIC MODEL

A. Al-Zr and Al-Sc thermodynamics

In order to simulate thermodynamic behavior of Al-Zr a
Al-Sc binary systems, we use a rigid lattice: configuratio
of the system are described by the occupation numberspn

i

with pn
i 51 if the siten is occupied by an atom of typei and

pn
i 50 if not. Energies of such configurations are given by

Ising model with first and second nearest-neighbor inter
tions. This is the simplest model to simulate precipitation
a stoichiometric Al3X compound in theL12 structure. In-
deed, one has to include second nearest-neighbor inte
tions, otherwiseL12 precipitates do not show perfect Al3X
composition. On the other hand, there is no use to cons
interactions beyond second nearest neighbors as these
actions are significantly lower than first and second near
neighbor interactions.25 We could have considered intera
tions for clusters other than pairs too, but we showed that
use of interactions for first nearest-neighbor triangle and
rahedron does not really change the kinetics
precipitation:26 the Onsager coefficients defining diffusion
the solid solution are unchanged with or without these in
actions as well as the nucleation free energy. Thus, in
model, the energy per site of a given configuration is

E5
1

2Ns
(
n,m
i , j

e i j
(1)pn

i pm
j 1

1

2Ns
(
r ,s
i , j

e i j
(2)pr

i ps
j , ~1!

where the first and second sums, respectively, run on all
and second nearest-neighbor pairs of sites,Ns is the number
of lattice sites,e i j

(1) and e i j
(2) are the respective effective en

ergies of a first and second nearest-neighbor pair in the
figuration$ i , j %.

With such a model, as long as vacancy concentration
be neglected, thermodynamic behavior of Al-X system (X
[Zr or Sc! only depends on the order energies,

v (1)5eAlX
(1) 2 1

2 eAlAl
(1) 2 1

2 eXX
(1) , ~2!

v (2)5eAlX
(2) 2 1

2 eAlAl
(2) 2 1

2 eXX
(2) . ~3!
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We use experimental data combined withab initio calcula-
tions to obtain these order energies for Al-Zr and Al-Sc s
tems.

First nearest-neighbor order energies are chosen so a
correctly reproduce formation energies of Al3Zr and Al3Sc
compounds inL12 structure,DF(Al3X,L12)53v (1). For
Al3Zr, we use the free energy of formation that we pre
ously calculated.25 For Al3Sc, we calculate the enthalpy o
formation with the full-potential linear-muffin-tin-orbita
method27 in the generalized gradient approximation28 and we
use the value of Refs. 29 and 30 for the vibrational con
bution to the free energy of formation:

DF~Al3Zr,L12!520.530173.231026T eV,

DF~Al3Sc,L12!520.463162.931026T eV.

Second nearest-neighbor interactions are chosen so
reproduce Zr and Sc solubility limits in Al. Indeed thes
limits only depend on order energyv (2), as can be seen from
the low-temperature expansion31 to the second order in exci
tation energies:

xX
eq5exp~26v (2)/kT!16 exp~210v (2)/kT!. ~4!

We check using the CVM in the tetrahedron-octahed
approximation15,16 that this low-temperature expansion fo
the solubility limit is correct in the whole range of temper
ture of interest, i.e., until Al melting temperature (Tmel

5934 K). For Al-Zr interactions, as we want to model pr
cipitation of the metastableL12 structure of Al3Zr com-
pound, we use the metastable solubility limit that we pre
ously obtained fromab initio calculations,25 whereas for
Al3Sc theL12 structure is stable and we use the solubil
limit arising from a thermodynamic modeling of experime
tal data:32

xZr
eq5exp@~20.620115531026T! eV/kT#,

xSc
eq5exp@~20.701123031026T! eV/kT#.

One should notice that these solubility limits have be
found to be consistent withab initio calculations25,30 and
thus with the formation energies we used for Al3Zr and
Al3Sc.

Unlike thermodynamics, kinetics do not only depend
order energies but also on effective energiese i j

(1) and e i j
(2) .

We deduce them fromv (1) andv (2) by using experimenta
values for cohesive energies of pure elements:33 Ecoh(Al)
53.36 eV,Ecoh(Zr)56.27 eV, andEcoh(Sc)53.90 eV. We
assume that second nearest-neighbor interactions do not
tribute to these cohesive energies, i.e.,eXX

(2)50 (X [Al, Zr,
or Sc! and we neglect any possible temperature depende
of these energies. Therefore, the cohesive energy ofX ele-
ment is Ecoh(X)56eXX

(1) . Resulting effective energies ar
presented in Table I.

B. Al-Zr and Al-Sc kinetics

We introduce in the Ising model atom-vacancy intera
tions for first nearest-neighbors~Table I!, so as to consider
9-2
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the electronic relaxations around the vacancy. Without th
interactions, the vacancy formation energyEV

f or in a pure
metal would necessarily equal the cohesive energy whic
in contradiction with experimental data.eAlV

(1) and eZrV
(1) are

deduced from vacancy formation energy, respectively,
pure Al,34 EV

f or50.69 eV, and in pure Zr,35 EV
f or52.07 eV.

For Zr, this energy corresponds to the hcp structure whic
quite similar to the fcc one~same first nearest neighbo
hood!. Therefore, we assume that the vacancy energy is
same in both structures. It is then possible to correct
formation energy to take into account the difference betw
Al and Zr equilibrium volumes, but this leads to a correcti
of ;10% for EV

f or and does not really change the physic
interaction between Zr atoms and vacancies. We thus ch
to neglect such a correction. To compute the interaction
tween Sc atoms and vacancies, we can directly deduceeScV

(1)

from the experimental binding energy in aluminum,36 EScV
bin

5eAlV
(1) 1eAlSc

(1) 2eScV
(1) 2eAlAl

(1) 50.35 eV at 650 K. Such an ex
perimental data does not exist for Zr impurity, but we c
check that the physical interaction we obtain is correct. T
binding energy deduced from our set of parameters
strongly negative (EZrV

bin 520.276 eV at 650 K!. This is in
agreement with the experimental fact that no attraction
been observed between vacancy and Zr impurity.34,37 This
repulsion in the case of Zr impurity and this attraction in t
case of Sc impurity are related to the difference of cohes
energies between Zr and Sc, showing thus that elastic re
ations around the vacancy are not the dominant effec
could explain why Zr diffusion coefficient in aluminum is s
low compared to the Sc one. Someab initio calculations
have been made to compute this binding energy with a
cancy for all transition metals in aluminum.38 They obtained
in the case of Zr as well as Sc impurity a repulsive inter
tion with a vacancy. This is in contradiction with the expe
mental data we use to compute Sc-vacancy interaction. S
a disagreement may arise from approximations made in
calculation ~Kohn-Korringa-Rostoker Green’s functio
method! as the neglect of atom relaxations and the box t
includes only the first nearest-neighbors of the impuri
vacancy complex. Nevertheless, theseab initio calculations
showed that a binding energy as large as 0.35 eV is poss
as the value obtained for Sr impurity was even larger.

TABLE I. First and second nearest-neighbor pair effective en
gies ~in eV!. Only interactions different from zero are presented

eAlAl
(1) 20.560

eZrZr
(1) 21.045

eScSc
(1) 20.650

eAlZr
(1) 20.979124.431026T

eAlSc
(1) 20.759121.031026T

eVV
(1) 20.084

eAlZr
(2) 10.101222.331026T

eAlSc
(2) 10.113233.431026T

eAlV
(1) 20.222

eZrV
(1) 20.350

eScV
(1) 20.757
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We use the experimental value of the divacancy bind
energy,34 E2V

bin50.2 eV, in order to compute a vacanc
vacancy interaction,eVV

(1)52eAlV
(1) 2eAlAl

(1) 2E2V
bin . If we do not

include this interaction and set it equal to zero instead,
obtain a binding energy which is slightly too low, divaca
cies being thus not as stable as they should be. Some re
ab initio calculations39,40have shown that divacancies shou
be actually unstable, the non-Arrhenius temperature dep
dence of the vacancy concentration arising from anharmo
atomic vibrations. Nevertheless, this does not affect
Monte Carlo simulations as we only include one vacancy
the simulation box, but this divacancy binding energy sho
be considered more seriously if one wants to build a me
field approximation of our diffusion model or if one wants
compensate vacancy trapping by adding new vacancie
the simulation box.

Diffusion is described through vacancy jumps. The v
cancy exchange frequency with one of its twelve fi
nearest-neighbors of typea is given by

Ga-V5na expS 2
Ea

act

kT D , ~5!

wherena is an attempt frequency and the activation ene
Ea

act is the energy change required to move thea atom from
its initial stable position to the saddle-point position. It
computed as the difference between the contributionea

sp of
the jumping atom to the saddle-point energy and the con
butions of the vacancy and of the jumping atom to the init
energy of the stable position. This last contribution is o
tained by considering all bonds which are broken by
jump.

The attempt frequencyna and the contributionea
sp of the

jumping atom to the saddle point energy can depend on
configuration.41–43 Nevertheless, we do not have enough
formation to see if such a dependence holds in the cas
Al-Zr or Al-Sc alloys. We thus assume that these parame
depend only on the nature of the jumping atom. We fit the
resulting kinetic parameters~Table II! so as to reproduce A
self-diffusion coefficient44 and Zr ~Refs. 44 and 45! and Sc
~Ref. 46! impurity diffusion coefficients:

DAl* 50.17331024 exp~21.30 eV/kT! m2 s21,

DZr* 572831024 exp~22.51 eV/kT! m2 s21,

DSc* 55.3131024 exp~21.79 eV/kT! m2 s21.

r- TABLE II. Kinetic parameters: contribution of the jumpin
atom to the saddle point energyea

sp and attempt frequencyna for
a[Al, Zr, and Sc atoms.

eAl
sp 28.219 eV

eZr
sp 211.464 eV

eSc
sp 29.434 eV

nAl 1.3631014 Hz
nZr 931016 Hz
nSc 431015 Hz
9-3
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FIG. 1. Monte Carlo simulation of the kinetics of precipitation of Al3Sc for a supersaturated aluminum solid solution of nomi
concentrationxSc

0 50.005 atT5773 K. The simulation box contains 83106 lattice sites. Only Sc atoms belonging toL12 precipitates are
shown. The critical size used isnSc* 513.
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Zr is diffusing slower than Sc which itself is diffusing slowe
than Al. The difference between diffusion coefficients is d
creasing with the temperature, but at the maximal temp
ture we considered, i.e.,T5873 K, it still remains important
as we then haveDAl* ;20DSc* ;2000DZr* .

C. Monte Carlo simulations

We use residence time algorithm to run kinetic Mon
Carlo simulations. The simulation boxes containNs51003 or
2003 lattice sites and a vacancy occupies one of these s
At each step, the vacancy can jump with one of its twe
first nearest neighbors, the probability of each jump be
given by Eq.~5!. The time increment corresponding to th
event is

Dt5
1

Ns~1213xX
0 !CV~Al !

1

(
a51

12

Ga-V

, ~6!

wherexX
0 is the nominal concentration of the simulation b

(X [Zr or Sc! andCV(Al) the real vacancy concentration i
pure Al as deduced from energy parameters of Table I.
first factor appearing in Eq.~6! is due to the difference be
tween the experimental vacancy concentration in pure Al
the one observed during the simulations. The dependenc
this factor on the concentrationxX

0 reflects that for each im
purity the corresponding lattice site and its twelve first ne
est neighbors cannot be considered as being pure Al.
correct only for a random solid solution in the dilute lim
but concentrations considered in this study are low eno
so the same expression can be kept for this factor. The a
lute time scale is then obtained by summing only configu
tions where the vacancy is surrounded by Al atoms in its fi
nearest neighborhood, i.e., where the vacancy is in pure
This ensures that the influence on the time scale of the t
modynamic interaction between the vacancy and the Sc o
impurity is correctly taken into account. The method e
ployed here is equivalent to measuring the fraction of ti
spent by the vacancy in pure Al during the simulation a
multiplying then all time increments by this factor as done
06410
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Ref. 43. We check by running Monte Carlo simulations f
different sizes of the box that results do not depend on
effective vacancy concentration.

For low impurity concentration, residence time algorith
can be sped up by noticing that in most of the explor
configurations the vacancy is located in pure Al, i.e., on
lattice site where all exchange frequencies are equal to
one in pure Al. In such a configuration, the move of t
vacancy can be associated with a random walk and the
responding time increment is knowna priori. Lattice sites
corresponding to such configurations can be detected in
beginning of the simulation and the corresponding tab
need to be modified only each time the vacancy exchan
with an impurity.47 For impurity concentration in the rang
531023<xX

0<131022, the algorithm is sped up by a fac
tor ;2. This allows us to simulate lower supersaturations
the solid solution than we could have done with a conv
tional algorithm.

So as to follow kinetics of precipitation in the simulatio
box, we need a criterion to discriminate atoms belonging
the solid solution from those inL12 precipitates. As, accord
ing to the phase diagram, the stoichiometry of theses prec
tates is almost perfect, we only look at Zr or Sc atoms a
assume for each of these atoms in aL12 cluster that three
associated Al atoms belong to the same cluster. Zr~or Sc!
atoms are counted as belonging to a cluster havingL12
structure if all their twelve first nearest-neighbors are Al
oms and at least one of their six second nearest-neighbo
a Zr ~or Sc! atom. This criterion works only for dimers an
bigger clusters and then all Zr or Sc atoms not belonging
such clusters are considered to be monomers. We o
counted as precipitatesL12 clusters bigger than a critica
size, i.e., containing more Zr or Sc atoms than a criti
numbernX* , this critical number being chosen as the initi
one given by classical nucleation theory~cf. Sec. III!. Clus-
ters smaller than this critical size are unstable and will red
solve into the solid solution. Therefore atoms contained
such clusters are counted as belonging to the solid solut
With this criterion, we can measure during the atomic sim
lations the number of stable precipitates and their mean
~Figs. 1 and 2!. The solid solution concentration is then d
9-4
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NUCLEATION OF Al3Zr AND Al 3Sc IN ALUMINUM . . . PHYSICAL REVIEW B 69, 064109 ~2004!
fined at each step by the relation

xX5 (
nX51

nX*

nXCnX
, ~7!

whereCnX
is the number ofL12 clusters containingnX Zr or

Sc atoms normalized by the number of lattice sites, i.e.,
instantaneous probability to observe such a cluster in
simulation box.

All starting configurations for simulations are complete
disordered~random! solid solutions. We thus simulate infi
nitely fast quenching from high temperatures. During t
first steps of the precipitation, the number of stable prec
tates is varying quite linearly with time~Fig. 2!. The slope of
this linear relation gives a measure of the steady-state nu
ation rateJst, i.e., the number of stable precipitates appe
ing by time unit during the nucleation stage.

III. CLASSICAL NUCLEATION THEORY

In order to compare kinetic Monte Carlo simulations w
classical nucleation theory, we need to define the forma
free energyDGn(xX

0 ) of a L12 cluster containingn atoms
(n54nZr or 4nSc) embedded in a solid solution of nomin
concentrationxX

0 . Usually, one uses the capillary approxim
tion and considers a volume contribution, the nucleation f
energyDGnuc(xX

0 ), and a surface contribution correspondi
to the energy cost to create an interface between the s
solution and theL12 precipitate,

FIG. 2. Kinetics of precipitation of a supersaturated alumin
solid solution of nominal concentrationxSc

0 50.005 atT5773 K:
evolution with time of the numberNsp of stable precipitates in the
simulation box~normalized by the number of lattice sitesNs), of
stable precipitate average size^nSc&sp , and of Sc concentrationxSc

in the solid solution. The critical size used to discriminate sta
precipitates from subcritical clusters isnSc* 513. Some of the corre-
sponding simulation configurations are shown in Fig. 1.
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DGn~xX
0 !5nDGnuc~xX

0 !1S 9p

4 D 1/3

n2/3a2s̄, ~8!

where a is the lattice parameter ands̄ the interface free
energy. For a supersaturated solution,DGn(xX

0 ) shows a
maximum inn* 54nZr* or 4nSc* corresponding to the critica
size used to follow the kinetics of precipitation during th
Monte Carlo simulations~cf. Sec. II C!. We now have to
calculate the nucleation free energyDGnuc(xX

0 ) and the in-

terface free energys̄ corresponding to the set of atomic p
rameters presented in the preceding section.

A. Nucleation free energy

The nucleation free energy to precipitate Al3X (X[Zr or
Sc! is3,48

DGnuc~xX
0 !5 3

4 @mAl~xX
eq!2mAl~xX

0 !#1 1
4 @mX~xX

eq!

2mX~xX
0 !#, ~9!

wheremAl(xX) and mX(xX) are the chemical potentials o
respectively, Al andX components in the solid solution o
concentrationxX , xX

eq is the equilibrium concentration of th
solid solution, andxX

0 the nominal concentration. The facto
3/4 and 1/4 arise from the stoichiometry of the precipitati
phase Al3X. We use the CVM in the tetrahedron-octahedr
approximation15,16 to calculate chemical potentials enterin
Eq. ~9!. This is the minimum CVM approximation that ca
be used with first and second nearest-neighbor interacti
Within this approximation, all correlations inside the tetrah
dron of first nearest neighbors and the octahedron linking
centers of the six cubic faces are included in the calcula
of the chemical potentials. Usually one does not consi
these correlations in the calculation of the nucleation f
energy and merely uses the Bragg-Williams approximat
to obtainDGnuc, but we will see in Sec. IV B that this lead
to discrepancies between results of atomic simulations
predictions of classical nucleation theory.

B. Interface free energy

1. Plane interfaces

We calculate interface free energies between the alu
num solid solution assumed to be at equilibrium close to
interface and theL12 precipitates for three different direc
tions of the interface~@100#, @110#, and@111#!. If phases are
assumed to be pure, the different interface energies are
ply related by the equation

s1005
1

A2
s1105

1

A3
s1115

v (2)

a2
. ~10!

At finite temperature, one has to consider that the solid
lution is not pure Al and that theL12 structure differs from
Al3X stoichiometry. Moreover, to minimize the energy co
due to the interface, concentrations and order paramete
planes near the interface can differ from those in the bulk.
as to take into account such a relaxation, we calculate th

e

9-5
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interface free energies within the Bragg-Williams appro
mation. A better statistical approximation based on CVM
too cumbersome and we only check for the@100# direction
that we obtain the same value of the free energy in the wh
range of temperatures with a CVM calculation in the tet
hedron approximation.

At finite temperature, we still observe thats100,s110
,s111 ~Fig. 3!. Nevertheless, as the relaxation is small
the interface in the@100# direction and important for the
@111# direction, the difference between interface energie
decreasing with temperature. This indicates that precipit
are becoming more isotropic at higher temperatures. Us
Wulff construction48,49 to determine the precipitate equilib
rium shape, we find that precipitates will mainly show fac
in the @100# direction and that facets in the@110# and @111#
directions are small but becoming more important with
creasing temperature. Comparing these predicted equilibr
shapes with the ones observed during the atomic simulati
we find a good agreement~Fig. 4!: at low temperatures (T
;723 K), precipitates are cubic with sharp@100# interfaces,
whereas at higher temperatures interfaces are not so s
For Al3Sc, Marquis and Seidman23 experimentally observed
precipitates showing facets in the@100#, @110#, and @111#
directions atT5573 K, with @100# facets tending to disap
pear at high temperatures. This is well reproduced by
atomic model, the main difference being that the experim
tally observed@100# facets are less important compared
the other ones than in our study.

Astaet al.50 used a cluster expansion ofab initio calcula-
tions to obtain the same interface energies in Al-Sc syst
The energies they got are higher than ours:a2s100 is varying
from 167 to 157 meV between 0 K and the melting tempera
ture (Tmel5934 K) anda2s111 from 233 to 178 meV. The
difference could be due to the limited range of our inter
tions compared to those of Asta. This could explain too w

FIG. 3. Dependence on temperature of the free energies o
solid solution/Al3Zr ~top! and solid solution/Al3Sc ~bottom! inter-
faces for the@100#, @110#, and@111# directions, and associated iso

tropic free energys̄ obtained from Wulff construction.
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the interface free energies we obtain are decreasing m
rapidly with temperature especially in the@111# direction.51

Hylandet al.52 also calculated interface free energies w
an empirical potential for Al-Sc, but the energies they o
tained are really low compared to ours and those of Asta
well as compared to the isotropic interface free energy t
measured.22 Some of the discrepancy can be due to rela
ations of atomic positions which are considered in their stu
and are missing in ours. It may also indicate that the pot
tial they used is not really well suited to describe so
solution/Al3Sc interfaces.

2. Average interface free energy

We use the Wulff construction48,49 to define an isotropic
free energys̄ from the free energiess100, s110, ands100. s̄
is defined so as to give the same interface free energy f
spherical precipitate having the same volume as the real
eted one. Details of calculations can be found in the App
dix A. The free energys̄ is higher than the minimum energ
s100 ~Fig. 3!. The ratio s̄/s100 is slightly lower than
(6/p)1/3, this value corresponding to cubic precipitat
showing only@100# facets.

Robson and Prangnell6 deduced from experimental obse
vations of Al3Zr coarsening a Al/Al3Zr interface free energy
s̄5100 mJ m22 at 773 K. The agreement between this val
and the one deduced from our atomic model is perfect. In
same way, Hyland22 obtained from measured nucleation rat

he

FIG. 4. Al3Sc precipitate observed during Monte Carlo simu
tions at different temperatures and corresponding Wulff constr
tion obtained from the interface free energies calculated at the s
temperatures. For Monte Carlo simulations, only Sc atoms
shown. Atom color corresponds to the number of Sc atoms as
ond nearest-neighbors. For a@100# interface, it should be 5, for a
@110# 4, and for a@111# 3.
9-6
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and incubation times an experimental Al/Al3Sc interface en-
ergy s̄594623 mJ m22 between 563 and 623 K. Neverthe
less, this experimental value should be considered only a
order of magnitude as experimental nucleation rates and
cubation times are hard to obtain. One has to be sure
precipitates of the critical size can be observed and the
ference between the interface energies deduced from th
cubation times or from the nucleation rates could be due
detection limit for small precipitates greater than the criti
size. Moreover, the Sc diffusion coefficient used by Hyla
in his study differs from the one which has been more
cently obtained from radioactive tracer diffusio
measurements46 and this would influence too the value of th
interface energy deduced from his experimental obse
tions. With these considerations in mind, this experimen
value, although slightly lower than the one we calcula
(;113 mJ m22), is in good agreement with it. This indicate
that the use of Wulff construction with mean-field theory is
good way to estimate this isotropic interface free energy
that our set of atomic parameters~Table I! is realistic to
model solid solution/Al3Zr and solid solution/Al3Sc inter-
faces.

C. Cluster size distribution

For a dilute solution, the probability to observe in th
solid solution a cluster containingn atoms havingL12 struc-
ture is3,53

Cn;
Cn

12(
j

Cj

5exp~2DGn /kT!, ~11!

where the formation energyDGn is given by Eq.~8!. If the
solution is supersaturated, the energyDGn is decreasing for
sizes greater than the critical size and Eq.~11! is assumed to
be checked only forn<n* . As this is the criterion we chos
to discriminate the solid solution from theL12 precipitates
~cf. Sec. II C!, this means that only the cluster size distrib
tion in the solid solution should obey Eq.~11! and not the
size distribution of stable precipitates.

We compare the cluster size distribution given by Eq.~11!
with the ones measured in Monte Carlo simulations for d
ferent temperatures between 723 and 873 K and diffe
concentrations of the solid solution in the Al-Zr~Fig. 5! as
well as Al-Sc systems, both systems leading to the sa
conclusions.

For stable solid solutions (xX
0 ,xX

eq), all energetic contri-
butions enteringDGn are positive and the cluster critical siz
is not defined. Therefore, one expects Eq.~11! to be obeyed
for all values ofn. A comparison with Monte Carlo simula
tions shows a good agreement. The comparison can onl
made for small clusters: the probability to observe large c
ters in the simulations is too low to obtain statistical info
mation on their distribution in a reasonable amount of co
putational time. It is interesting to note that for a so
solution having a concentration equal to the solubility lim
(xX

0 5xX
eq), the prediction~11! of the cluster size distribution

is still correct. As the nucleation free energy is null for th
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concentration, the only contribution toDGn arises from the
interface. This shows that our estimation of the interface f

energys̄ is coherent with its use in Eq.~11! and that the
capillary approximation gives a good description of the so
solution thermodynamics.

For low supersaturated solid solution~for instance, on
Fig. 5, xZr

0 50.2%), we observe a stationary state during K
netic Monte Carlo simulations: the computational time
obtain a stableL12 cluster is too high and the solid solutio
remains in its metastable state. Therefore, we can still m
sure the cluster size distribution during the simulations. T
agreement with Eq.~11! is still correct~Fig. 5!. One should
notice that now, the critical size being defined, the comp
son is allowed only forn<n* .

For higher supersaturations, the solid solution concen
tion xX is decreasing meanwhile stable precipitates app
~cf. kinetics of precipitation of Al3Sc in Fig. 2!. This in-
volves that the nucleation free energy is decreasing in ab
lute value and that the critical sizen* is increasing. At each
step we have to recalculate the solid solution concentra
and the critical size self-consistently by means of the defi
tion ~7! of xX and by imposing thatDGn(xX) is maximum in
n* . Then we use this new value of the solid solution co
centration in Eq.~11! to calculate the corresponding clust
size distribution and compare it with the kinetic Monte Ca
simulation ~cf. cluster size distributions in a Zr supersat
rated aluminum solution in Fig. 6!. We see that the time
evolution of the cluster size distribution is well reproduc
by Eq. ~11! when the instantaneous concentration is used
calculate the nucleation free energy and therefore the pre
tion of cluster size distribution is not only verified during th
nucleation stage but is well adapted even during the grow
stage. Thus the thermodynamic description used in the c
sical nucleation theory is in good agreement with results
atomic simulations.

FIG. 5. Dependence on the nominal concentrationsxZr
0 of

the cluster size distributions of an aluminum solid soluti
at T5773 K. At this temperature, the solubility limit isxZr

eq

55.4831024. Lines correspond to prediction of classical nucl
ation theory combined with CVM calculation and symbols
Monte Carlo simulations.
9-7
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D. Kinetic description

1. Diffusion

Classical nucleation theory assumes that only monom
migrate and that larger clusters like dimers do not diffu
We check that this is the case with our atomic model
measuring during Monte Carlo simulations the diffusion c
efficient associated with the gravity center ofN atomsX in
pure Al for 2<N<4. We obtain for Zr as well as Sc atom
that this diffusion coefficient is equal to the monomer diff
sion coefficient divided by the numberN of X atoms consid-
ered. This implies the following relation:

K S (
n51

N

DrXnD 2L 5 (
n51

N

^DrXn

2&, ~12!

where the brackets indicate a thermodynamic ensemble
erage andDrXn

is the displacement of the atomXn during a
given time. This relation is satisfied only if there is no co
relation between the displacement of theN atomsX, which in
other words means that cluster formed of theN atoms does
not diffuse. In both systems, tracer diffusion coefficient of
is several order of magnitude larger than tracer diffusion
efficients ofX. The relationship of Manning54 shows that in
that case the correlation factorf XX is almost equal to the
tracer correlation factorf X which is equivalent55,56 to Eq.
~12!. Thus the assumption used by classical nuclea
theory of a diffusion controlled by monomers is checked
both Al-Zr and Al-Sc systems although interactions with v
cancies are different for these two binary systems. This is
the case for all systems: when vacancies are trapped in
precipitates or at the interface with the matrix, small clust
can migrate12,43,57,58which affects kinetics of precipitation.

FIG. 6. Evolution with time of the cluster size distribution
of an aluminum solid solution of nominal concentrationxZr

0

5131022 at T5723 K. At this temperature, the solubility limi
is xZr

eq52.9031024. Symbols correspond to Monte Carlo simul
tions and lines to prediction of classical nucleation theory combi
with CVM calculation with the following instantaneous sol
solution concentrations and critical sizes:xZr5131022, 731023,
2.731023, and 1.531023 and nZr* 57, 8, 18, and 41 at, respec
tively, t52, 36, 533, and 3290 s.
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2. Steady-state nucleation rate

The steady-state nucleation rate is then predicted to
given by the equation3

Jst5NsZb* exp~2DG* /kT!, ~13!

whereNs is the number of nucleation sites, i.e., the numb
of lattice sites,DG* is the nucleation barrier and corre
sponds to the free energy of a precipitate of critical sizen*
as given by Eq.~8!, Z is the Zeldovitch factor and describe
size fluctuations of precipitates aroundn* ,

Z5
~DGnuc!2

2p~a2s̄ !3/2AkT
, ~14!

and b* is the condensation rate for clusters of critical si
n* . Assuming that the limiting step of the adsorption is t
long-range diffusion of Zr or Sc in the solid solution and th
Al atoms diffuse infinitely faster than Zr or Sc atom, th
condensation rate is3

b* 5232p
a2s̄

DGnuc

DX

a2
xX

0 . ~15!

Although only monomers diffuse, the concentration appe
ing in Eq.~15! is the nominal one as it reflects the gradient
concentration driving diffusion. Each time one Zr or Sc ato
condensates on a cluster, three Al atoms condensate to
the same cluster. Thus clusters are growing from sizes 4n to
4(n11).

Comparing with the steady-state nucleation rate measu
in Monte Carlo simulations for different temperatures a
different supersaturations of the solid solution in the Al-
and Al-Sc systems, we see that the classical nuclea
theory manages to predictJst ~Fig. 7!. The agreement is re
ally good for low nominal concentrations of the solid sol
tion (xX<131022) and is still good for higher concentra
tions: there is a small discrepancy but the relative values
different temperatures at a given concentration are corre
predicted. For instance, for the nominal concentrationxZr

0

50.01, we obtain that the steady-state nucleation rate
higher atT5823 K than atT5773 or 873 K. This shows
that the kinetic model used by the classical nucleation the
is checked both for Al3Zr kinetics of precipitation where
there is repulsion between the vacancy and the precipita
element and for Al3Sc kinetics where there is attraction.

IV. CAPILLARY APPROXIMATION

Although it manages to catch thermodynamics of the so
solution, the capillary approximation that we used previou
can look rough. First of all, one can wonder if it is reaso
able to assume spherical precipitates especially for sm
ones. Moreover, when counting precipitates in Monte Ca
simulations, we assume them as being stoichiome
whereas in the mean-field calculation of the nucleation f
energy we include antisite defect contribution. Anoth
source of mistake could be the use of the Wulff construct
to calculate an isotropic interface free energy: doing so,

d

9-8
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NUCLEATION OF Al3Zr AND Al 3Sc IN ALUMINUM . . . PHYSICAL REVIEW B 69, 064109 ~2004!
calculate the interface free energy of the most stable prec
tate and therefore neglect some configurational entropy.

In the present section, we calculate the cluster free en
without using the capillary approximation. The results o
tained with thisdirect calculation are then confronted to th
ones obtained with the capillary approximation. We also ta
the benefit of the exact results to discuss different levels
mean-field approximation used for the calculation of para
eters entering in the capillary approximation.

A. Direct calculation of cluster energies

Instead of using the capillary approximation to calcula
the formation energy ofL12 clusters, we can calculate th
quantity exactly. This can be done, following Ref. 59,
sampling thermodynamic averages with Monte Carlo sim
lations so as to compute the free energy difference betwe
cluster of sizen and one of sizen11 at a given temperature
This method presents the drawback that a calculation
needed at every temperature of interest. We prefer calcu
ing all coefficients entering the partition function as done
Ref. 13 and then derive the free energy at every tempera

A L12 cluster containingnX X atoms can have differen
shapes which we group by classesa of same energy:DnX ,a

FIG. 7. Variation with nominal concentration and temperature
the steady-state nucleation rateJst for Al3Zr ~top! and Al3Sc ~bot-
tom! precipitations. Symbols correspond to Monte Carlo simu
tions and lines to classical nucleation theory combined with CV
calculation.
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is the number per lattice site of clusters containingnX X
atoms and having the energyHnX ,a5nX(12v (1)16eXX

(1)

26eAlAl
(1) 13eXX

(2)23eAlAl
(2) )1dHnX ,a. Energies are defined re

ferred to the pure Al reference state as the cluster energ
the energy change due to the presence of a cluster in pur
The free energy of aL12 cluster containingnX X atoms is
then defined by

GnX
52kT lnS (

a
DnX ,a exp~2HnX ,a /kT! D

5nX~12v (1)16eXX
(1)26eAlAl

(1) 13eXX
(2)23eAlAl

(2) !

2kT lnS (
a

DnX ,a exp~2dHnX ,a /kT! D . ~16!

DegeneraciesDnX ,a can be computed for a given size b
generating clusters with a random configuration and then
counting for each energy levela the number of different
clusters. The obtained values are presented in Table III
L12 clusters containing less than nineX atoms. For bigger
clusters, the degeneracy of the different classes is becom
too high to be countable. This is important to notice that
use the same criterion to defineL12 clusters as in the kinetic

f

-

TABLE III. DegeneraciesDnX ,a corresponding to classes o
L12 clusters containingnX X atoms and having energyHnX ,a

5nX(12v (1)16eXX
(1)26eAlAl

(1) 13eXX
(2)23eAlAl

(2) )1dHnX ,a for 1<nX

<9.

nX a dHnX ,a DnX ,a

1 1 6v (2) 1
2 1 10v (2) 3
3 1 14v (2) 15
4 1 16v (2) 3
4 2 18v (2) 83
5 1 20v (2) 48
5 2 22v (2) 486
6 1 22v (2) 18
6 2 24v (2) 496
6 3 26v (2) 2967
7 1 24v (2) 8
7 2 26v (2) 378
7 3 28v (2) 4368
7 4 30v (2) 18 746
8 1 24v (2) 1
8 2 28v (2) 306
8 3 30v (2) 4829
8 4 32v (2) 35 926
8 5 34v (2) 121 550
9 1 28v (2) 24
9 2 30v (2) 159
9 3 32v (2) 5544
9 4 34v (2) 51 030
9 5 36v (2) 289 000
9 6 38v (2) 803 000
9-9
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E. CLOUET, M. NASTAR, AND C. SIGLI PHYSICAL REVIEW B69, 064109 ~2004!
Monte Carlo simulations~cf. Sec. II C!, and that Zr or Sc
atoms belonging to aL12 cluster only have Al atoms as firs
nearest neighbors. We thus do not allow antisite defects
the majority sublattice. This is not an important restriction
these defects have a high formation energy and there
their contribution to the partition function can be neglecte
As for the minority sublattice, antisite defects cannot
taken into account as they lead to a change of the precip
size.

The formation energies entering Eq.~11! to calculate the
cluster concentrations are the formation energies relativ
the solid solution,

DGnX
~xX

0 !5GnX
22nXm~xX

0 !, ~17!

wherem(xX
0 )5@mX(xX

0 )2mAl(xX
0 )#/2 is the effective poten-

tial, i.e., a Lagrange multiplier imposing that the nomin
concentration of the solid solution is equal to the concen
tion of solute contained in the clusters as given by Eq.~7!.
As in the capillary approximation, this formation energy c
be divided into a volume and an interface contribution:

DGnX
~xX

0 !54nXDGnuc~xX
0 !1~36pnX

2!1/3a2snX
, ~18!

where we have defined the nucleation free energy

DGnuc~xX
0 !5@12v (1)16eXX

(1)26eAlAl
(1) 13eXX

(2)23eAlAl
(2)

22m~xX
0 !#/4 ~19!

and the interface free energy

a2snX
52kT~36pnX

2!21/3

3 lnS (
a

DnX ,a exp~2dHnX ,a /kT! D . ~20!

All information concerning the solid solution, i.e., its nom
nal concentration, is contained in the nucleation free ene
whereas the interface free energy is an intrinsic property
clusters, which was already the case with the capillary
proximation. The main difference is that now the interfa
free energy depends on cluster size. Periniet al.59 show that
this size dependence can be taken into account in the c
lary approximation by adding terms to the series~8! of the
formation energy reflectingline andpoint contributions.

We compare the nucleation free energy obtained from
direct calculation of the cluster formation energies with t
one that we previously calculated with CVM in Sec. III
~Fig. 8!. The direct calculation leads to a slightly lower
nucleation free energy in absolute value than the CVM o
This mainly arises from the neglect of excluded volume
tween the different clusters in thedirect calculation. Never-
theless, the agreement is correct for all temperatures an
both Al-Zr and Al-Sc systems. This shows that these t
approaches used to describe thermodynamics of the s
solution, i.e., the mean-field and the cluster descriptions,
consistent.

The interface free energy defined by Eq.~20! is decreas-
ing with cluster size, the variation becoming more importa
at higher temperatures~Fig. 9!. The asymptotic limit is
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smaller than the interface free energys̄ that we calculated in
Sec. III B using Wulff construction and Bragg-Williams ap
proximation. This is quite natural as Wulff construction pr
dicts the cluster shape costing least energy. We are thus m
ing some configurational entropy by using it to compute
interface free energys̄ and we overestimates̄. This error
can be neglected at low temperature (T<773 K) where pre-
cipitates show sharp interfaces but it increases with temp
ture when precipitate shapes are becoming smoother.

We use this direct calculation of the cluster formation fr
energy@Eq. ~16! and~17!# to predict cluster size distribution
in the solid solution and compare the results with the dis
butions obtained with the capillary approximation@Eq. ~8!#
combined to the CVM calculation. These two models lead
similar distributions~Fig. 10!, indicating that the associate
thermodynamic descriptions are consistent. Nevertheless
distribution predicted by the direct calculation better rep
duces the ones measured during the Monte Carlo sim

FIG. 8. Variation with the nominal concentrationxZr
0 of the

nucleation free energyDGnuc at T5723 K obtained with different
approximations: direct calculation of the cluster formation free
ergy @Eq. ~19!#, capillary approximation with the nucleation fre
energy given by the CVM calculation, the ideal solid solutio
model, and the regular solid solution model.

FIG. 9. Variation with the cluster sizenZr of the interface free
energy between the solid solution and Al3Zr. Symbols correspond
to snZr

as given by the direct calculations of the cluster formati

free energy@Eq. ~20!# and lines tos̄, i.e., the Bragg-Williams cal-
culation combined with the Wulff construction.
9-10
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NUCLEATION OF Al3Zr AND Al 3Sc IN ALUMINUM . . . PHYSICAL REVIEW B 69, 064109 ~2004!
tions. Thus, the capillary model is good to describe therm
dynamics of the solid solution but it can be improved.

Comparing the steady-state nucleation rates predicted
the two thermodynamic models with the ones measured
Monte Carlo simulations~Fig. 11!, we do not obtain any
improvement by using the direct calculation of cluster ene
instead of the capillary approximation. For low supersatu
tions, both models are in reasonable agreement with Mo
Carlo simulations whereas for higher supersaturations
crepancies appear. The direct calculation leads to a slig

FIG. 10. Cluster size distribution of two aluminum sol
solutions of nominal concentrationsxZr

0 5831024 and 2.431023

at T5873 K. At this temperature, the solubility limit isxZr
eq

51.631023. Symbols correspond to Monte Carlo simulations a
lines to prediction of classical nucleation theory as given by
~11!. To evaluate the cluster free energy of formation, we use
capillary approximation@Eq. ~8!# with the nucleation free energ
given by CVM for the continuous line and the direct calculati
@Eq. ~16! and ~17!# for the dashed line.

FIG. 11. Variation with nominal concentrationxZr
0 and tempera-

ture of the steady-state nucleate rateJst for Al3Zr. Solid lines cor-
respond to prediction of the classical nucleation theory when u
the capillary approximation with the CVM calculation of the nucl
ation free energy and dashed lines when using the direct calcula
of the cluster formation free energy. Symbols are measuremen
Monte Carlo simulations. The error bars correspond to the un
tainty on the measurements ofJst due to the choice of the critica
size corresponding to each energetic model.
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lower nucleation rate than the capillary approximation. T
mainly arises from a difference of the critical size:nX* is
usually one atom greater with the direct calculation than w
the capillary approximation. As the use of the direct calcu
tion improves the agreement for the cluster size distributi
the discrepancy observed at high supersaturations is not
to a bad description of the solid solution thermodynamics
may arise from limitations of classical nucleation theory
self. The assumption of a constant flux between the differ
size classes made by this theory to solve the rate equa
associated with the cluster size evolution may not apply
high supersaturations. This can be seen in our atomic si
lations by the fact that, for these supersaturations, the lin
domain observed for the variation with time of the number
precipitates and used to define the steady-state nuclea
rate is more restricted than in the low supersaturation c
shown in Fig. 1. One could try to improve the agreeme
with atomic simulations by using more sophisticated me
scopic models such as cluster dynamics60–63 which do not
need such a kinetic assumption to solve the rate equati
Another improvement that could be made to classical nu
ation theory is to consider the variation with the nomin
concentration of the diffusion coefficient ofX atoms which
would lead to a diffusion coefficient different from the im
purity one that we use.

B. Other mean-field approximations

Usually, one does not calculate the nucleation free ene
with CVM as we did in Sec. III A but one uses simple
mean-field approximation to evaluate the chemical potent
entering Eq.~9! of DGnuc. We test these other approxima
tions and see if they are reliable to be used with class
nucleation theory.

The easiest approximation that can be used is the id
solid solution model in which one keeps only the configu
tional entropy contribution in the expression of chemical p
tentials and calculates this term within the Bragg-William
approximation. This leads to the following expression:

DGideal
nuc ~xX

0 !5
3

4
lnS 12xX

eq

12xX
0 D 1

1

4
lnS xX

eq

xX
0 D . ~21!

The exact expression of the nucleation free energy,
with the enthalpic contribution, can be calculated within t
Bragg-Williams approximation too. This is called the regu
solid solution model and gives

DGBW
nuc~xX

0 !5DGideal
nuc ~xX

0 !1V$ 3
4 ~xX

eq22xX
0 2!1 1

4 @~12xX
eq!2

2~12xX
0 !2#%. ~22!

Comparing all different mean-field approximations us
to evaluate the nucleation free energy~Fig. 8!, we see that
for low supersaturations all approximations are close,
that for an increasing nominal concentration of the solid
lution discrepancies between the different approximatio
are becoming more important. Both ideal and regular so
solution models overestimate the nucleation free ene
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compared to the CVM and the direct calculations. The d
crepancy is even worse when all contributions, i.e., the
thalpic and entropic ones, are considered in the Bra
Williams approximation. Thus, when the supersaturation
becoming too important, the Bragg-Williams approximati
seems too rough to give a reliable approximation of
nucleation free energy.

This becomes clear when combining these approxim
tions of DGnuc with classical nucleation theory to predi
cluster size distributions. The ideal and the regular solid
lution models completely fail for high supersaturations
predict the cluster size distributions observed during Mo
Carlo simulations~Fig. 12!. The predicted critical sizenX* is
too small as it corresponds to a cluster size in the obse
stationary distribution and the predicted probabilities
each cluster size are too high compared to the observed o
As the prediction of the steady-state nucleation rate by c
sical nucleation theory is based on the predicted size di
bution, the ideal solution model and the Bragg-Williams a
proximation lead to an overestimation ofJst too. Thus the
use of CVM to calculate nucleation free energy really i
proves agreement with atomic simulations compared to m
conventional mean-field approximations. This arises fr
the fact that order effects are not taken into account
Bragg-Williams approximation whereas they are in CVM
These order effects correspond to a strong attraction for
nearest-neighbors and a strong repulsion for second nea
neighbors between Al and Zr atoms as well as Al and
atoms. They are the reason why at the atomic scale a su
saturated aluminum solid solution evolves to lead to the p
cipitation of aL12 compound. Therefore one must fully con
sider these order effects when modeling kinetics
precipitation.

V. CONCLUSIONS

We built an atomic kinetic model for Al-Zr and Al-S
binary systems so as to be as close as possible to the

FIG. 12. Cluster size distribution of an aluminum solid soluti
of nominal concentrationxSc

0 57.531023 at T5773 K. Symbols
correspond to Monte Carlo simulations and lines to prediction
classical nucleation theory with the different mean-field approxim
tions of the nucleation free energy.
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systems. Thanks to this model, we were able to simulat
an atomic scale kinetics of precipitation of theL12 ordered
compounds Al3Zr and Al3Sc.

From this atomic model we deduced the correspond
interface and nucleation free energies which, with the dif
sion coefficients, are the only parameters required by me
scopic models such as classical nucleation theory. W
CVM is used to calculate the nucleation free energy
showed that the capillary approximation leads to a satisfy
thermodynamic description of the solid solution. If on
wants to improve this description, one can calculate direc
formation free energies of the different size clusters. T
leads to a better description of the thermodynamic beha
of the solid solution, as the agreement on cluster size dis
bution is better, but it does not dramatically change pred
tions of the classical nucleation theory. This shows that
capillary approximation is reasonable. From the kinetic po
of view, classical nucleation theory assumes that evolution
the different clusters is governed by the long-range diffus
of monomers. For Al-Zr and Al-Sc systems, it appears to
a good assumption as we checked that dimers, trimers,
4-mers do not diffuse and that the steady-state nuclea
rates measured in Monte Carlo simulations are in go
agreement with predictions of the classical nucleation the
Discrepancies appear at higher supersaturations which
be due to the dependence of the diffusion coefficient with
solute concentration of the metastable solid solution or to
limits of the classical nucleation theory which requires t
nucleation regime to be separated from the growth regi
Nevertheless, the nucleation model was built on purpos
predict kinetics at low supersaturations for which kine
Monte Carlo simulations are not tractable.

On the other hand, when one uses a less sophistic
mean-field approximation than CVM such as the Brag
Williams approximation to calculate the nucleation free e
ergy, predictions of the classical nucleation theory co
pletely disagree with Monte Carlo simulations, especia
when supersaturations are too high. This shows that sh
range order effects which are naturally considered in CV
must be taken into account so as to build a kinetic mes
copic model based on a reasonable physical description.
is expected to be the case for all systems where order eff
are important and thus for systems leading to the precip
tion of an ordered compound.
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APPENDIX: WULFF CONSTRUCTION

We use the Wulff construction48,49 so as to define an iso
tropic interface free energiess̄ from the free energiess100,
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s110, ands111. This construction allows us to determine th
real shape of the precipitate and to associate with its̄ which
corresponds to the same interface energy for a spherical
cipitate having the same volume.

Al3 X precipitates will show facets in the@100#, @110#, and
@111# directions if the following conditions are met:

A2/2s100,s110,A2s100,

A6/3s110,s111,2A6/3s1102A3/3s100.

For Al3Zr and Al3Sc, with the set of parameters given b
Table I, this is true for all temperatures. Each facet surf
will then be proportional to
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