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Nucleation of Al;Zr and Al 3Sc in aluminum alloys: From kinetic Monte Carlo simulations
to classical theory

Emmanuel Clouet?” Maylise Nasta? and Christophe Sidfi
Ipechiney Centre de Recherches de VoreppéeBrostale 27, 38341 Voreppe cedex, France
2Service de Recherches de tillurgie Physique, CEA/Saclay, 91191 Gif-sur-Yvette, France
(Received 25 July 2003; revised manuscript received 27 October 2003; published 19 February 2004

Zr and Sc precipitate in aluminum alloys to form the compound@Aand ALSc which for low supersatu-
rations of the solid solution have thel, structure. The aim of the present study is to model at an atomic scale
this kinetics of precipitation and to build a mesoscopic model based on classical nucleation theory so as to
extend the field of supersaturations and annealing times that can be simulated. We usd soitie calcu-
lations and experimental data to fit an Ising model describing thermodynamics of the Al-Zr and Al-Sc systems.
Kinetic behavior is described by means of an atom-vacancy exchange mechanism. This allows us to simulate
with a kinetic Monte Carlo algorithm kinetics of precipitation of;&r and AkSc. These kinetics are then used
to test the classical nucleation theory. In this purpose, we deduce from our atomic model an isotropic interface
free energy which is consistent with the one deduced from experimental kinetics and a nucleation free energy.
We test different mean-field approximatiopBragg-Williams approximation as well as cluster variation
method(CVM)] for these parameters. The classical nucleation theory is coherent with the kinetic Monte Carlo
simulations only when CVM is used: it manages to reproduce the cluster size distribution in the metastable
solid solution and its evolution as well as the steady-state nucleation rate. We also find that the capillary
approximation used in the classical nucleation theory works surprisingly well when compared to a direct
calculation of the free energy of formation for smhll, clusters.
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[. INTRODUCTION widely used Bragg-Williams one in order to calculate ther-
modynamic propertie¥ The cluster variation method
Precipitation kinetics of a metastable solid solution is(CVM) (Refs. 15 and 16enables one to obtain phase dia-
known to be divided in three successive stages: the nuclegrams which are in quantitative agreement with thermody-
ation, growth, and coarsening of nuclei of the new stablenamic Monte Carlo simulations:*® When CVM is used,
phase. The first stage of precipitation is of great practicafrustration effects on the tetrahedron of first nearest neigh-
interest but difficult to observe experimentally. Kinetic bors and short-range order due to interactions are considered
Monte Carlo simulation is the suitable tool for a numericalin a satisfying way enabling one to predict quantitatively
prediction of a nucleation kinetit$ but a rationalization of ~thermodynamic behavior. Nevertheless, the use of CVM is
the results is difficult and atomic simulations cannot reacloften restricted to the calculation of equilibrium properties
very low supersaturations. On the other hand, classical deand, thus, for computing thermodynamic properties of the
scriptions of these different stagésare well established and metastable supersaturated solid solution in classical nucle-
the associated models are now widely used to understaration theory one merely considers Bragg-Williams approxi-
experimental kinetics and to model technologicalmation. The purpose of this paper is then to show that the use
processes:® Recently, classical nucleation theory has beerof CVM calculations with classical nucleation theory leads
shown to be in good agreement with more reliable atomido a satisfying description of the metastable solid solution
models by way of a direct comparison with kinetic Monte and extend the range of supersaturations that can be modeled
Carlo simulations™® These different studies included de- with this theory.
composition of a metastable solid solution for a demixing In this purpose we build an atomic model which allows us
binary system on a surfater in the bulk!*?and kinetics of  to study kinetics of precipitation of AZr and ALSc. The
electrodeposition on a surfat&ln this last study, Berthier two considered binary systems, Al-Zr and Al-Sc, have differ-
et al. show that physical parameters of classical nucleatiorent kinetic properties: the interaction with vacancies is repul-
theory have to be carefully calculated so as to reproducsive for Zr atoms whereas it is attractive for Sc atoms. On the
atomic simulations. In the present paper, we want to extendther hand, for low supersaturations, thermodynamics of
the range of comparison between classical nucleation theofyoth systems are quite similar. #&XIr has the stablédO,;
and atomic simulations by studying the case of an orderingtructure’? but for small supersaturations of the solid solu-
system on a frustrated lattice. We thus choose to model kition, AlsZr precipitates with the metastablel, structure
netics of precipitation of d 1, ordered compound formed and precipitates with théO,3 structure only appear for
from a solid solution lying on a face-centered-culficc) prolonged heat treatment and high enough super-
lattice. saturation$:?°?* As for Al;Sc, the stable structure Isl,
For fcc lattices it is now well established that one has to(Ref. 19 and thus onlyL1, precipitates have been observed
use a mean-field approximation more accurate than thduring experimental kinetic€=2*In this study we mainly
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focus on the nucleation stage and therefore we consider théYe use experimental data combined wéh initio calcula-

both Zr and Sc lead to the precipitation of a compound havtions to obtain these order energies for Al-Zr and Al-Sc sys-

ing theL1, structure. In this context, Al-Zr and Al-Sc sys- tems.

tems are really similar from a thermodynamic point of view  First nearest-neighbor order energies are chosen so as to

unlike their kinetic behavior. It is then interesting to study correctly reproduce formation energies of;At and ALSc

these two systems in parallel and to see if classical nuclesompounds inL1, structure, AF(AlzX,L1,)=3wY. For

ation theory manages to reproduce atomic simulations foAl;Zr, we use the free energy of formation that we previ-

these two different kinetic behaviors. ously calculated® For Al;Sc, we calculate the enthalpy of
The atomic model used in kinetic Monte Carlo simula-formation with the full-potential linear-muffin-tin-orbital

tions is built using experimental data as well @s initto  method’ in the generalized gradient approximafidand we

calculations. We deduce from it physical parameters enteringse the value of Refs. 29 and 30 for the vibrational contri-

mesoscopic models such as classical nucleation theory arition to the free energy of formation:

show how this theory compares to atomic simulations for

different supersaturations and different annealing tempera- AF(Al3Zr,L1,)=—0.530+ 73.2<10 °T eV,

tures. The capillary approximation used in classical nucle- 6

ation theory is then discussed as well as different mean-field AF(Al3Scl1;)=—-0.463+62.9<10 °T eV.

approximations that can be combined with it. Second nearest-neighbor interactions are chosen so as to

reproduce Zr and Sc solubility limits in Al. Indeed these

Il. ATOMIC MODEL limits only depend on order energy®, as can be seen from

A. Al-Zr and Al-Sc thermodynamics the low-temperature expansirio the second order in exci-

) . _ tation energies:
In order to simulate thermodynamic behavior of Al-Zr and
Al-Sc binary systems, we use a rigid lattice: configurations x§9= exp(—6w(2)/kT)+6 exp(—lOw(z)/kT). (4)

of the system are described by the occupation numpgrs . .
. i a4 . . . . We check using the CVM in the tetrahedron-octahedron
with py =1 if the siten is occupied by an atom of tyrieand approximatioﬁS'l% that this low-temperature expansion for

Pn=0 if not. Energies of such configurations are given by AMhe solubility limit is correct in the whole range of tempera-

I§|ng mo'de.I with f[rst and second ngarest-ne|ghpo_r mterac,iure of interest, i.e., until Al melting temperaturd e
tions. This is the simplest model to simulate precipitation of _

. . ; =934 K). For Al-Zr interactions, as we want to model pre-
a stoichiometric AJX compound in theL1, structure. In- ) P

deed has to includ q t-neiahbor int cipitation of the metastablé 1, structure of A}Zr com-
\eed, one has 1o Inciude second nearest-neignbor: in er%bund, we use the metastable solubility limit that we previ-
tions, otherwisd_1, precipitates do not show perfect 4

tion. On foe other hand. there | ) i ously obtained fromab initio calculations®> whereas for
composition. n the other hand, there 1S no use 1o consi eAIgSC theL 1, structure is stable and we use the solubility

Interactions peyp_nd second nearest_ne|ghbors as these int Fit arising from a thermodynamic modeling of experimen-
actions are significantly lower than first and second nearesi-

: . : . : al data®?
neighbor interaction® We could have considered interac-

tions for clusters other than pairs too, but we showed that the xS%9= exp] (— 0.620+ 155X 107 °T) eV/kT],
use of interactions for first nearest-neighbor triangle and tet-
rahedron does not really change the kinetics of x&%= exq[ (— 0.701+ 230X 107 °T) eV/kT].

precipitation?® the Onsager coefficients defining diffusion in
the solid solution are unchanged with or without these interOne should notice that these solubility limits_have been
actions as well as the nucleation free energy. Thus, in oufound to be consistent withab initio calculation$>* and

model, the energy per site of a given configuration is thus with the formation energies we used forsAl and
Al;Sc.
oo . Unlike thermodynamics, kinetics do not only depend on
- Mg 4~ (2)pi pl '
E= 2N, nzn €ij PoPm™ 5. % €ij PrPs. (D) order energies but also on effective energifd and /.

i i We deduce them frorw™ and »® by using experimental

. . . H H h
where the first and second sums, respectively, run on all firgfalues for cohesive energies of pure eleménts*°"(Al)
and second nearest-neighbor pairs of sikesis the number ~=3.36 eV,E™(Zr)=6.27 eV, ancE""(Sc)=3.90 eV. We
of lattice sites,e) and €/ are the respective effective en- @SSume that second nearest-neighbor interactions do not con-
(| I

- ; e 1 A2) _
ergies of a first and second nearest-neighbor pair in the coffibute to these cohesive energies, Q=0 (X =Al, Zr,

figuration{i,j}. or Sg and we neglect any possible temperature dependence
With such a model, as long as vacancy concentration cafif these energies. T(hlszrefore, the cohesive energy efe-
be neglected, thermodynamic behavior of Alsystem Kk~ ment is E*(X) =6y . Resulting effective energies are
=Zr or S9 only depends on the order energies, presented in Table I.
o=l -3l -3, 2 B. Al-Zr and Al-Sc kinetics
@) (2) _1.2) _1.02) We introduce in the Ising model atom-vacancy interac-
W= EQx T 2 €AIAI T 2 EXX - () tions for first nearest-neighbor3able |), so as to consider
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TABLE I. First and second nearest-neighbor pair effective ener- TABLE II. Kinetic parameters: contribution of the jumping
gies(in eV). Only interactions different from zero are presented. atom to the saddle point energy® and attempt frequency, for
a=Al, Zr, and Sc atoms.

e —0.560
et —1.045 exr —8.219 eV
S
e, —0.650 esP —11.464 eV
e, —0.979+24.4x10°°T el —9.434 eV
el —0.759+21.0x 10 6T val 1.36X 104 Hz
) —0.084 vz 9Xx10% Hz
€2 +0.101-22.3x 107 6T vse 4x 10" Hz
i +0.113-33.4x10°°T
€S ~0.222 _ _ L
L) 0350 We use the experimental value of the divacancy binding
Ei{C\)\’/ 0757 energy’® ES'=0.2 eV, in 8rder to compute a vacancy-

vacancy interactione{s) =2l — €A —ESY . If we do not
include this interaction and set it equal to zero instead, we

. . . obtain a binding energy which is slightly too low, divacan-
the electronic relaxations around the vacancy. Without thesggies being thus not as stable as they should be. Some recent

interactions, the vacancy formation ene@ffr IN-a puré — ap initio calculationg®*°have shown that divacancies should
metal would necessarily equal the cohesive energy which ife actyally unstable, the non-Arrhenius temperature depen-
in contradiction with experimental datagy, and e, are  gence of the vacancy concentration arising from anharmonic
deduced from vacancy formation energy, respectively, inytomic vibrations. Nevertheless, this does not affect our
pure AI* E{?'=0.69 eV, and in pure Z, E[’'=2.07 eV.  Monte Carlo simulations as we only include one vacancy in
For Zr, this energy corresponds to the hcp structure which ighe simulation box, but this divacancy binding energy should
quite similar to the fcc ondsame first nearest neighbor- be considered more seriously if one wants to build a mean-
hood. Therefore, we assume that the vacancy energy is thgeld approximation of our diffusion model or if one wants to
same in both structures. It is then possible to correct thigompensate vacancy trapping by adding new vacancies in
formation energy to take into account the difference betweeihe simulation box.

Al and Zr equilibrium volumes, but this leads to a correction  Diffusion is described through vacancy jumps. The va-
of ~10% for E{’" and does not really change the physicalcancy exchange frequency with one of its twelve first
interaction between Zr atoms and vacancies. We thus choosgarest-neighbors of type is given by

to neglect such a correction. To compute the interaction be-

tween Sc atoms and vacancies, we can directly dedQ}{p E2¢t
from the experimental binding energy in alumindfg2, Lav=v, €xp - KT | ®)

=€) +el) —eld) — 1) =0.35 eV at 650 K. Such an ex- _ o
perimental data does not exist for Zr impurity, but we canWh‘?r_e v, IS an attempt frequency and the activation energy
check that the physical interaction we obtain is correct. ThéES"" is the energy change required to move ¢hatom from
binding energy deduced from our set of parameters idfs initial stable position to the saddle-point position. It is
strongly negative Egir(‘/: —0.276 eV at 650 K This is in computed as the difference between the contribuégfhof
agreement with the experimental fact that no attraction hate jumping atom to the saddle-point energy and the contri-
been observed between vacancy and zr impdfify. This butions of the vacancy and of the jumping atom to the initial
repulsion in the case of Zr impurity and this attraction in theenergy of the stable position. This last contribution is ob-
case of Sc impurity are related to the difference of cohesivéained by considering all bonds which are broken by the
energies between Zr and Sc, showing thus that elastic rela}udmp.

ations around the vacancy are not the dominant effect. It The attempt frequency, and the contributiore;” of the
could explain why Zr diffusion coefficient in aluminum is so jumping atom to the saddle point energy can depend on the
low compared to the Sc one. Sorab initio calculations —configuratiorf'~*3 Nevertheless, we do not have enough in-
have been made to compute this binding energy with a vaformation to see if such a dependence holds in the case of
cancy for all transition metals in aluminuih They obtained  Al-Zr or Al-Sc alloys. We thus assume that these parameters
in the case of Zr as well as Sc impurity a repulsive interacdepend only on the nature of the jumping atom. We fit the six
tion with a vacancy. This is in contradiction with the experi- resulting kinetic parameterJable 1) so as to reproduce Al
mental data we use to compute Sc-vacancy interaction. Suaelf-diffusion coefficierft! and Zr (Refs. 44 and 4band Sc

a disagreement may arise from approximations made in theRef. 49 impurity diffusion coefficients:

calculation (Kohn-Korringa-Rostoker Green's function

method as the neglect of atom relaxations and the box that ~ Dax=0.173<10"* exp(—1.30 eVKT) m’s™%,

includes only the first nearest-neighbors of the impurity-

vacancy complex. Nevertheless, thedeinitio calculations Dz« =728x10"* exp(—2.51 eVKT) m?s™?,
showed that a binding energy as large as 0.35 eV is possible
as the value obtained for Sr impurity was even larger. Dge=5.31x10 # exp(—1.79 eVKT) m?s L.
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FIG. 1. Monte Carlo simulation of the kinetics of precipitation of;8¢ for a supersaturated aluminum solid solution of nominal
concentratiorxgc:0.00S atT=773 K. The simulation box containsgL(f lattice sites. Only Sc atoms belongingltd, precipitates are
shown. The critical size used &= 13.

Zr is diffusing slower than Sc which itself is diffusing slower Ref. 43. We check by running Monte Carlo simulations for
than Al. The difference between diffusion coefficients is de-different sizes of the box that results do not depend on the
creasing with the temperature, but at the maximal temperaeffective vacancy concentration.

ture we considered, i.€T,=873 K, it still remains important For low impurity concentration, residence time algorithm
as we then hav® pjx ~20D g ~ 200 7, . can be sped up by noticing that in most of the explored
configurations the vacancy is located in pure Al, i.e., on a
C. Monte Carlo simulations lattice site where all exchange frequencies are equal to the

one in pure Al. In such a configuration, the move of the

We use residence time algorithm to run kinetic Montevacancy can be associated with a random walk and the cor-

g&;glol stlrulat]tons. Tge simulation boxe§ contahg!:flt(?]@ or it responding time increment is knowan priori. Lattice sites
attice sites and a vacancy occupies one ol these si et'i,orresponding to such configurations can be detected in the

At each step, the vacancy can jump with one of its tWeIVebeginning of the simulation and the corresponding tables

first nearest neighbor;, thg probability of each jump bei.ngneed to be modified only each time the vacancy exchanges
given by Eq.(5). The time increment corresponding to this with an impurity?” For impurity concentration in the range

eventis 5X10 3<x%=<1X10 2, the algorithm is sped up by a fac-
tor ~2. This allows us to simulate lower supersaturations of

At= ! T ! , (6)  the solid solution than we could have done with a conven-
Ng(1—13x%)Cy(Al) > tional algorithm.
= Fov So as to follow kinetics of precipitation in the simulation

box, we need a criterion to discriminate atoms belonging to
wherex$ is the nominal concentration of the simulation box the solid solution from those ih1, precipitates. As, accord-
(X =Zr or Sg andC,,(Al) the real vacancy concentration in ing to the phase diagram, the stoichiometry of theses precipi-
pure Al as deduced from energy parameters of Table I. Théates is almost perfect, we only look at Zr or Sc atoms and
first factor appearing in Eq6) is due to the difference be- assume for each of these atoms il B, cluster that three
tween the experimental vacancy concentration in pure Al an@ssociated Al atoms belong to the same clusterlarrSg
the one observed during the simulations. The dependence afoms are counted as belonging to a cluster havidg
this factor on the concentratiot reflects that for each im- structure if all their twelve first nearest-neighbors are Al at-
purity the corresponding lattice site and its twelve first nearoms and at least one of their six second nearest-neighbors is
est neighbors cannot be considered as being pure Al. It i8 Zr (or SQ atom. This criterion works only for dimers and
correct only for a random solid solution in the dilute limit, bigger clusters and then all Zr or Sc atoms not belonging to
but concentrations considered in this study are low enougkuch clusters are considered to be monomers. We only
so the same expression can be kept for this factor. The abseeunted as precipitatelsl, clusters bigger than a critical
lute time scale is then obtained by summing only configurasize, i.e., containing more Zr or Sc atoms than a critical
tions where the vacancy is surrounded by Al atoms in its firshumberny, , this critical number being chosen as the initial
nearest neighborhood, i.e., where the vacancy is in pure Abne given by classical nucleation thedpof. Sec. Ill). Clus-
This ensures that the influence on the time scale of the theters smaller than this critical size are unstable and will redis-
modynamic interaction between the vacancy and the Sc or &olve into the solid solution. Therefore atoms contained in
impurity is correctly taken into account. The method em-such clusters are counted as belonging to the solid solution.
ployed here is equivalent to measuring the fraction of timeWwith this criterion, we can measure during the atomic simu-
spent by the vacancy in pure Al during the simulation andations the number of stable precipitates and their mean size
multiplying then all time increments by this factor as done in(Figs. 1 and 2 The solid solution concentration is then de-
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) - 9| 12 B
Sc 0.004 | 1 AGL(x3)=nAG"(x%) + T) n?%a%g, €)

0.002 | _
where a is the lattice parameter and the interface free

energy. For a supersaturated solutiaiG,(x%) shows a
maximum inn* =4n3, or 4ng; corresponding to the critical
size used to follow the kinetics of precipitation during the
Monte Carlo simulationgcf. Sec. 11 Q. We now have to
calculate the nucleation free energyG""%(x%) and the in-

terface free energ; corresponding to the set of atomic pa-

0
<nge >, 20

(atoms)

NC /N? . . .
7 1.5x10°5 rameters presented in the preceding section.
-5
10 A. Nucleation free energy
5x10° The nucleation free energy to precipitate;Al(X=2Zr or
) ) ) ) ) SC) iS3,48
0.1 0.2 03
" AGM0G) = G pa (X5 — a5 1+ [ x (X5
FIG. 2. Kinetics of precipitation of a supersaturated aluminum _Mx(Xg)], 9)

solid solution of nominal concentratiox,=0.005 atT=773 K:

evolution with time of the numbeN,, of stable precipitates in the where ua(Xx) and ux(xx) are the chemical potentials of,
simulation box(normalized by the number of lattice sitdk), of  respectively, Al andX components in the solid solution of
stable precipitate average si@®sysp, and of Sc concentrations.  concentratiorky , x3% is the equilibrium concentration of the
in thg_solld solution. Th_e critical size used to discriminate stablegg)ig solution, and(g the nominal concentration. The factors
precipitates from subcritical clustersrng.=13. Some of the corre- 3/4 and 1/4 arise from the stoichiometry of the precipitating

sponding simulation configurations are shown in Fig. 1. phase ALX. We use the CVM in the tetrahedron-octahedron
_ . approximatio™!® to calculate chemical potentials entering
fined at each step by the relation Eq. (9). This is the minimum CVM approximation that can

be used with first and second nearest-neighbor interactions.
Within this approximation, all correlations inside the tetrahe-
o — E 1C ) dron of first nearest ne_:ighbors and.the octahedron linking Fhe

=S centers of the six cubic faces are included in the calculation

of the chemical potentials. Usually one does not consider

hereC. is th ber of 1, clust taini 7 these correlations in the calculation o_f _the nucleatic_)n fr_ee
Wheret,, Is the number oL 1, clusters contaningy 2 or energy and merely uses the Bragg-Williams approximation

instantaneous probability to observe such a cluster in thg; discrepancies between results of atomic simulations and

simulation box. . . . predictions of classical nucleation theory.
All starting configurations for simulations are completely

disordered(randon) solid solutions. We thus simulate infi-

nitely fast quenching from high temperatures. During the
first steps of the precipitation, the number of stable precipi- 1. Plane interfaces
tates is varying quite linearly with timg-ig. 2). The slope of

*
Nx

B. Interface free energy

D i ; We calculate interface free energies between the alumi-

this linear L?'?“O” gives a measure of the steady-state nuclgy o sjig solution assumed to be at equilibrium close to the

_at|on ra_teJ 1€, th_e number of st_able precipitates appeariyierace and thé 1, precipitates for three different direc-

ing by time unit during the nucleation stage. tions of the interface&[100], [110], and[111]). If phases are
assumed to be pure, the different interface energies are sim-

lll. CLASSICAL NUCLEATION THEORY ply related by the equation
In order to compare kinetic Monte Carlo simulations with 1 1 w®

classical nucleation theory, we need to define the formation 0100~ 70110 5 0111=_, - (10)

f 0 i V2 V3 a

ree energyAG,(xy) of a L1, cluster containingh atoms

(n=4nz or 4ng) embedded in a solid solution of nominal At finite temperature, one has to consider that the solid so-

concentratiorxy, . Usually, one uses the capillary approxima- lution is not pure Al and that the 1, structure differs from

tion and considers a volume contribution, the nucleation fre@\l ;X stoichiometry. Moreover, to minimize the energy cost

energyAG“”C(x?(), and a surface contribution corresponding due to the interface, concentrations and order parameters of

to the energy cost to create an interface between the soliplanes near the interface can differ from those in the bulk. So

solution and the.1, precipitate, as to take into account such a relaxation, we calculate these

064109-5



E. CLOUET, M. NASTAR, AND C. SIGLI PHYSICAL REVIEW B69, 064109 (2004

'Al-Zr: [100] =
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FIG. 3. Dependence on temperature of the free energies of the
solid solution/ALZr (top) and solid solution/AJSc (bottom) inter-
faces for the[100], [110], and[111] directions, and associated iso- (b) T=873K

tropic free energy7 obtained from Wulff construction.

FIG. 4. Al;Sc precipitate observed during Monte Carlo simula-

interface free energies within the Bragg-Williams approxi-t!Ons at different temperatures and corresponding Wulff construc-
. tion obtained from the interface free energies calculated at the same

mation. A better statistical approximation based .On C_ZVM IStemperatures. For Monte Carlo simulations, only Sc atoms are
too Cumbers.ome and we only check for {1690] d!rectlon shown. Atom color corresponds to the number of Sc atoms as sec-
that we obtain the same value of the free energy in the wholgng nearest-neighbors. Forf#00] interface, it should be 5, for a
range of temperatures with a CVM calculation in the tetra{110] 4, and for a[111] 3.
hedron approximation.

At finite temperature, we still observe that;yo<o 119
<0411 (Fig. 3. Nevertheless, as the relaxation is small for _ . : : : N |
the interface in thg100] direction and important for the rapidly with temperature especially in theL1] direction.

52 : : :
[111] direction, the difference between interface energies isa n Z)Qqar;gceg_lal.ot::]st?ar?cl)?‘u,lb\ell:[g?; mbtﬁ,:f?ﬁg gﬁzre:;ir%fs W(;g‘_
decreasing with temperature. This indicates that precipitates P P ' 9 Y

are becoming more isotropic at higher temperatures. Usiné‘?med are really low com_pared to ours and those of Asta as
Wulff constructiorf®*° to determine the precipitate equilib- ell as compared to the isotropic interface free energy they

rium shape, we find that precipitates will mainly show facetsmgasurea? Sqme Of .the dlsprepancy can be d.ue o relax-
in the [100] direction and that facets in tHd10] and[111] ations of a;orr_uc posmons which are cpns_mlered in their study
directions are small but becoming more important with in-and are missing in ours. It may also _|nd|cate that 'ghe poten-
creasing temperature. Comparing these predicted equilibriurlﬁal they used. is not really well suited to describe solid

shapes with the ones observed during the atomic simuIationg,Olu'['onlAhsc interfaces.

we find a good agreemefiEig. 4): at low temperaturesT(

~723 K), precipitates are cubic with shgrp00] interfaces, 2. Average interface free energy

whereas at higher temperatures interfaces are not so sharp.we use the Wulff constructidf*® to define an isotropic

For Al;Sc, Marquis and Seidm&hexperimentally observed free energyr from the free energies oo, 0110, andogg. o

precipitates siowing facgts in tHa00l, [110]’. and [1.11] is defined so as to give the same interface free energy for a
directions afT =573 K, with [100] facets tending to disap- gpnerical precipitate having the same volume as the real fac-

pear at high temperatures. This is vyell reproduced b_y OUBted one. Details of calculations can be found in the Appen-
atomic model, the main difference being that the experimen-

tally observed 100] facets are less important compared todIX A. The free energy is Egher than the minimum energy
the other ones than in our study. o100 (Fig. 3. The ratio a/oiq is slightly lower than
Astaet al% used a cluster expansion ab initio calcula-  (6/m)"%, this value corresponding to cubic precipitates
tions to obtain the same interface energies in Al-Sc systenhowing only[100] facets. _
The energies they got are higher than oarfst o is varying Robson and Prangn@iiieduced from experimental obser-
from 167 to 157 meV betwee0 K and the melting tempera- Vations of AbZr coarsening a Al/AjZr interface free energy
ture (T™®'=934 K) anda®o;; from 233 to 178 meV. The =100 mJm?2 at 773 K. The agreement between this value
difference could be due to the limited range of our interac-and the one deduced from our atomic model is perfect. In the
tions compared to those of Asta. This could explain too whysame way, Hylarif obtained from measured nucleation rates

the interface free energies we obtain are decreasing more
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and incubation times an experimental A48k interface en- 10

- i Xy =0.0274 %
ergy o =94+ 23 mJ m 2 between 563 and 623 K. Neverthe- \ 0.0548 %
less, this experimental value should be considered only as an 8~§ZZ
order of magnitude as experimental nucleation rates and in- ’
cubation times are hard to obtain. One has to be sure that
precipitates of the critical size can be observed and the dif-
ference between the interface energies deduced from the in-
cubation times or from the nucleation rates could be due to a
detection limit for small precipitates greater than the critical 2
size. Moreover, the Sc diffusion coefficient used by Hyland 107 1
in his study differs from the one which has been more re-
cently obtained from radioactive tracer diffusion
measurement8and this would influence too the value of the 10
interface energy deduced from his experimental observa-
tions. With these considerations in mind, this experimental
value, although slightly lower than the one we calculate  FIG. 5. Dependence on the nominal concentratiod}s of
(~113 mJm?), is in good agreement with it. This indicates the cluster size distributions of an aluminum solid solution
that the use of Wulff construction with mean-field theory is aat T=773 K. At this temperature, the solubility limit i3
good way to estimate this isotropic interface free energy and=5.48<10™“. Lines correspond to prediction of classical nucle-
that our set of atomic parametef$able | is realistic to ation theory combined with CVM calculation and symbols to
model solid solution/AjZr and solid solution/A)Sc inter- ~ Monte Carlo simulations.
faces.

a x b o

Cluster concentration
—_
=)
N

-10

Rze

concentration, the only contribution tdG,, arises from the
C. Cluster size distribution interface. This shows that our estimation of the interface free

For a dilute solution, the probability to observe in the energyo is coherent with its use in Eq11l) and that the
solid solution a cluster containingatoms havind_1, struc-  capillary approximation gives a good description of the solid
ture ish°3 solution thermodynamics.

For low supersaturated solid solutidfor instance, on
—exp(— AG, /KT), (11) Fig: 5,x3,=0.2%), we obsgrve a stationary sta}te dur?ng Ki-
netic Monte Carlo simulations: the computational time to
Rk obtain a stablé_1, cluster is too high and the solid solution
remains in its metastable state. Therefore, we can still mea-
where the formation energyG,, is given by Eq.(8). If the  gyre the cluster size distribution during the simulations. The
solution is supersaturated, the enety$,, is decreasing for agreement with Eq(11) is still correct(Fig. 5. One should

sizes greater than the ciitical size and B) is assumed 10 yiice that now, the critical size being defined, the compari-
= .
be checked only fon<n*. As this is the criterion we chose ¢, is allowed only fon<n*.

to discriminate the solid solution from thel, precipitates For higher supersaturations, the solid solution concentra-

(cf. Sec. Il Q, this means that only the cluster size distribu- .. - ; ; .
s . ) tion xyx is decreasing meanwhile stable precipitates appear
tion in the solid solution should obey E{L1) and not the (cf. kinetics of precipitation of ASc in Fig. 2. This in-

size distribution of stable precipitates, olves that the nucleation free energy is decreasing in abso-
We compare the cluster size distribution given by 84) Vo u ion’ =hergy | easing |
slute value and that the critical siz€® is increasing. At each

with the ones measured in Monte Carlo simulations for di

ferent temperatures between 723 and 873 K and differerite€P we have to recalculate the solid solution concentration
concentrations of the solid solution in the Al-Fig. 5) as and the critical size self-consistently by means of the defini-

well as Al-Sc systems, both systems leading to the samton (7) of xy and by imposing thaA G(xy) is maximum in
conclusions. n*. Then we use this new value of the solid solution con-

For stable solid solutionsxf<x%%), all energetic contri- ~centration in Eq(11) to calculate the corresponding cluster
butions entering\ G, are positive and the cluster critical size size distribution and compare it with the kinetic Monte Carlo
is not defined. Therefore, one expects Eii) to be obeyed Simulation (cf. cluster size distributions in a Zr supersatu-
for all values ofn. A comparison with Monte Carlo simula- rated aluminum solution in Fig.)6 We see that the time
tions shows a good agreement. The comparison can only k&volution of the cluster size distribution is well reproduced
made for small clusters: the probability to observe large clusby Eq.(11) when the instantaneous concentration is used to
ters in the simulations is too low to obtain statistical infor- calculate the nucleation free energy and therefore the predic-
mation on their distribution in a reasonable amount of com+ion of cluster size distribution is not only verified during the
putational time. It is interesting to note that for a solid nucleation stage but is well adapted even during the growing
solution having a concentration equal to the solubility limit stage. Thus the thermodynamic description used in the clas-
(x§’<=x§q), the prediction(11) of the cluster size distribution sical nucleation theory is in good agreement with results of
is still correct. As the nucleation free energy is null for this atomic simulations.
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107 - 2. Steady-state nucleation rate
t=28 +
t=36s = The steady-state nucleation rate is then predicted to be
, oaes given by the equatich
gt -
g JS'=NZB* exp(—AG*/KT), (13
=1 -
g 10 > =25 whereNg is the number of nucleation sites, i.e., the number
° Sl 1=36s of lattice sites,AG* is the nucleation barrier and corre-
g T,e. sponds to the free energy of a precipitate of critical size
8 107 | T, a* as given by Eq(8), Z is the Zeldovitch factor and describes
res33s e size fluctuations of precipitates around,
. t=3290s o D*X +oxx (AGFIUC)Z
A 10 - 232 [T’ (14)
2m(aco)”“ VKT

nzy

and B* is the condensation rate for clusters of critical size
n*. Assuming that the limiting step of the adsorption is the
long-range diffusion of Zr or Sc in the solid solution and that
Al atoms diffuse infinitely faster than Zr or Sc atom, the
Cfondensation rateds

FIG. 6. Evolution with time of the cluster size distributions
of an aluminum solid solution of nominal concentratios,
=1x10"2 at T=723 K. At this temperature, the solubility limit
is x59=2.90x 10 4. Symbols correspond to Monte Carlo simula-
tions and lines to prediction of classical nucleation theory combine
with CVM calculation with the following instantaneous solid
solution concentrations and critical sizes;=1X 1072, 7x 1073, B*=—-327
2.7x107%, and 1.5<10°2 and n%,=7, 8, 18, and 41 at, respec-
tively, t=2, 36, 533, and 3290 s.

X3 (15)

Although only monomers diffuse, the concentration appear-
ing in Eq.(15) is the nominal one as it reflects the gradient of
concentration driving diffusion. Each time one Zr or Sc atom
condensates on a cluster, three Al atoms condensate too on
. . the same cluster. Thus clusters are growing from sizeto4
Classical nucleation theory assumes that only monomerz?(nJr 1)

migrate and that larger clusters like dimers do not diffuse. Comp;aring with the steady-state nucleation rate measured

\r;vgagzsi(r:]k :jhljirﬁnthIl?/l(I)Snt::%;ﬁgesixﬁTat?gr:s?r?énclﬁff[lns?gre]Ic?)yin Monte Carlo simulations for different temperatures and
g g different supersaturations of the solid solution in the Al-Zr

eg:g%tfngfﬁfg WV'\t/Z theta?ﬁ\g:yzfzr:i\rlzggrgséxa,'tgms and Al-Sc systems, we see that the classical nucleation
b e theory manages to predidt' (Fig. 7). The agreement is re-

that this diffusion coefficient is equal to the monomer diffu- . . .
. - - . ally good for low nominal concentrations of the solid solu-
sion coefficient divided by the numbafof X atoms consid- tion (x,<1x10-2) and is still good for higher concentra-

ered. This implies the following relation: tions: there is a small discrepancy but the relative values for
different temperatures at a given concentration are correctly
predicted. For instance, for the nominal concentratigp
=0.01, we obtain that the steady-state nucleation rate is
higher atT=823 K than atT=773 or 873 K. This shows

- . that the kinetic model used by the classical nucleation theor
where the brackets indicate a thermodynamic ensemble a y y

. ) . Ys checked both for AlZr kinetics of precipitation where
erage andiry is the displacement of the atoKy during a o0 is repulsion between the vacancy and the precipitating

relation between the displacement of ti@atomsX, which in

other words means that cluster formed of th@toms does
not diffuse. In both systems, tracer diffusion coefficient of Al
is several order of magnitude larger than tracer diffusion co-
efficients ofX. The relationship of Mannirg shows that in Although it manages to catch thermodynamics of the solid
that case the correlation factdiy is almost equal to the solution, the capillary approximation that we used previously
tracer correlation factofy which is equivalent®to Eq.  can look rough. First of all, one can wonder if it is reason-
(12). Thus the assumption used by classical nucleatiorable to assume spherical precipitates especially for small
theory of a diffusion controlled by monomers is checked forones. Moreover, when counting precipitates in Monte Carlo
both Al-Zr and Al-Sc systems although interactions with va-simulations, we assume them as being stoichiometric
cancies are different for these two binary systems. This is nowvhereas in the mean-field calculation of the nucleation free
the case for all systems: when vacancies are trapped insidmergy we include antisite defect contribution. Another
precipitates or at the interface with the matrix, small clustersource of mistake could be the use of the Wulff construction
can migrat&**5"58yhich affects kinetics of precipitation. to calculate an isotropic interface free energy: doing so, we

D. Kinetic description

1. Diffusion

[Eonaf)-Zns oo

IV. CAPILLARY APPROXIMATION
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1028 TABLE 1. Degeneraciesan’a corresponding to classes of
L1, clusters containinghy X atoms and having energhln, .
=Ny (1200 +6€()— 65 +3€G)—3eii) ) + oH, , for 1<ny

o~ 108 | <9.

“‘E Ny a SHo, o Doy
L

E 107+ 1 1 602 1
s 2 1 100 3
= 3 1 140 15

162 4 1 160 3
4 2 180@ 83
5 1 200 48
5 2 2202 486
6 1 2203 18
6 2 2402 496
6 3 2602 2967
7 1 2402 8

=~ 7 2 260 378
o 7 3 28, 4368
E 7 4 30 18746
g 8 1 2402 1
= 8 2 280 306
= 8 3 300 4829
8 4 3202 35926
8 5 34, 121550
: 9 1 280 24
0 0.25 0.5 0.75 1 1.25 9 5 300 159
% Se 9 3 32 5544
FIG. 7. Variation with nominal concentration and temperature of9 4 340 51030
the steady-state nucleation rak¥ for Al;Zr (top) and AkSc (bot- 9 5 36w 289 000
tom) precipitations. Symbols correspond to Monte Carlo simula-g 6 3802 803 000

tions and lines to classical nucleation theory combined with CVM
calculation.

is the number per lattice site of clusters containimg X
calculate the interface free energy of the most stable preciphtoms and having the energil,, ,=ny(120®+ 6els)
tate and therefore neglect some configurational entropy. _6el), + 362 —3€2) )+ oH Exﬁer ies are defined re-

In the present section, we calculate the cluster free energ%/ AlA XX AlA Ny e 9 .
without using the capillary approximation. The results ob- erred to the pure Al reference state as the cluster_energy is
tained with thisdirect calculation are then confronted to the the energy change due to the presence of a cluster in pure Al.
ones obtained with the capillary approximation. We also take! N free energy of & 1, cluster containingy X atoms is
the benefit of the exact results to discuss different levels ofhen defined by
mean-field approximation used for the calculation of param-

eters entering in the capillary approximation. Gy, = — kTIn( g Do, o €X0(—Hip, ,alkT))
A. Direct calculation of cluster energies =I’]X(12w(l)+66§(1>2_665_\1|,&| +36§(2>2—365_\2|2\|
Instead of using the capillary approximation to calculate
the formation energy of 1, clusters, we can calculate this —kTIn 2 D exg — 6H IkT)|.  (16)
guantity exactly. This can be done, following Ref. 59, by A fx«

sampling thermodynamic averages with Monte Carlo simu-
lations so as to compute the free energy difference betweenRRegeneracie®, , can be computed for a given size by
cluster of sizen and one of size+ 1 at a given temperature. generating clusters with a random configuration and then by
This method presents the drawback that a calculation isounting for each energy level the number of different
needed at every temperature of interest. We prefer calculatiusters. The obtained values are presented in Table Il for
ing all coefficients entering the partition function as done inL1, clusters containing less than nikeatoms. For bigger
Ref. 13 and then derive the free energy at every temperaturelusters, the degeneracy of the different classes is becoming
A L1, cluster containinghy X atoms can have different too high to be countable. This is important to notice that we
shapes which we group by classe®f same energyb, ., use the same criterion to defihd , clusters as in the kinetic
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Monte Carlo _S|mulat|on9{cf. Sec. 11 Q, and that Zr or Sp 0 Birect calonation 3
atoms belonging to &1, cluster only have Al atoms as first deal lCVM a
nearest neighbors. We thus do not allow antisite defects on Regutar solution -

the majority sublattice. This is not an important restriction as
these defects have a high formation energy and therefore
their contribution to the partition function can be neglected.
As for the minority sublattice, antisite defects cannot be N

taken into account as they lead to a change of the precipitate T M
size.

The formation energies entering Ed1) to calculate the

)
S

AG™ (meV at.™h)
s
o

cluster concentrations are the formation energies relative to 60 | . . .
the solid solution, 0 05 1
% Zr
AGq (X3)=Gp, —2nxu(X5), (17)

FIG. 8. Variation with the nominal concentratio, of the
Where,u(xﬁ) =[,ux(x‘>)<) —MN(X?()]/Z is the effective poten- nucleation free energgG"“ at T=723 K obtained with different
tial, i.e., a Lagrange multiplier imposing that the nominal approximations: direct calculation of the cluster formation free en-
concentration of the solid solution is equal to the concentraergy [Eq. (19)], capillary approximation with the nucleation free
tion of solute contained in the clusters as given by &y.  energy given by the CVM calculation, the ideal solid solution
As in the capillary approximation, this formation energy canmodel, and the regular solid solution model.

be divided into a volume and an interface contribution:

smaller than the interface free energyhat we calculated in
Sec. lll B using Wulff construction and Bragg-Williams ap-
proximation. This is quite natural as Wulff construction pre-
dicts the cluster shape costing least energy. We are thus miss-

AG,, (%) =4nxAG"(xg) +(36mny?) a0y, , (18)

where we have defined the nucleation free energy

AGM(x%) =[1201M+6€l) — 6€l), +3€) —3€ld) ing some configurational entropy by using it to compute an
0 interface free energy and we overestimate. This error
—2u(xx)]/4 (19 can be neglected at low temperatufies(773 K) where pre-

cipitates show sharp interfaces but it increases with tempera-
ture when precipitate shapes are becoming smoother.
aZUnXI —kT(36mny?) 13 We use this direct caIcuIation. of the clus.ter fqrmgtiqn free
energy{Eq. (16) and(17)] to predict cluster size distributions
in the solid solution and compare the results with the distri-
xIn| X Dy, o ©Xp(—8Hn, o/kKT)|. (200 butions obtained with the capillary approximatifq. (8)]
“ combined to the CVM calculation. These two models lead to
All information concerning the solid solution, i.e., its nomi- similar distributions(Fig. 10, indicating that the associated
nal concentration, is contained in the nucleation free energthermodynamic descriptions are consistent. Nevertheless, the
whereas the interface free energy is an intrinsic property oflistribution predicted by the direct calculation better repro-
clusters, which was already the case with the capillary apduces the ones measured during the Monte Carlo simula-
proximation. The main difference is that now the interface
free energy depends on cluster size. Pestral %° show that

and the interface free energy

this size dependence can be taken into account in the capil- T285K -
lary approximation by adding terms to the seri8s of the 105 ° T=923K -
formation energy reflectinine and point contributions. © ., T=723K
We compare the nucleation free energy obtained from this S 10 S S
direct calculation of the cluster formation energies with the & o T=823K
one that we previously calculated with CVM in Sec. Il A bﬁ 95 | T T=923K |
(Fig. 8). The direct calculationleads to a slightly lower s : Tt e e
nucleation free energy in absolute value than the CVM one. 00 | s
This mainly arises from the neglect of excluded volume be- s
tween the different clusters in thdrect calculation Never- gs | e L L]
theless, the agreement is correct for all temperatures and for 4 s

both Al-Zr and Al-Sc systems. This shows that these two
approaches used to describe thermodynamics of the solid
solution, i.e., the mean-field and the cluster descriptions, are FIG. 9. Variation with the cluster size,, of the interface free
consistent. energy between the solid solution and;2d. Symbols correspond

The interface free energy defined by ER0) is decreas- 10 oy, as given by the direct calculations of the cluster formation
ing with cluster size, the variation becoming more importantiree energyEq. (20)] and lines too, i.e., the Bragg-Williams cal-
at higher temperaturegFig. 9). The asymptotic limit is culation combined with the Wulff construction.

nzr
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102 T Sy g lower nucleation rate than the capillary approximation. This
ome Ao = S .| mainly arises from a difference of the critical size} is
Capillary approximation usually one atom greater with the direct calculation than with

’ Direct calculation 1 the capillary approximation. As the use of the direct calcula-

tion improves the agreement for the cluster size distribution,
the discrepancy observed at high supersaturations is not due

] to a bad description of the solid solution thermodynamics but

may arise from limitations of classical nucleation theory it-

self. The assumption of a constant flux between the different

] size classes made by this theory to solve the rate equations
o associated with the cluster size evolution may not apply at

high supersaturations. This can be seen in our atomic simu-

lations by the fact that, for these supersaturations, the linear
domain observed for the variation with time of the number of
precipitates and used to define the steady-state nucleation
rate is more restricted than in the low supersaturation case
solutions of nominal concentration§,=8x10 4 and 2.4<10 3 shown in Fig. 1. One could try to improve the agreement
at T=873 K. At this temperature, the solubility limit is7!  with atomic simulations by using more sophisticated meso-
=1.6x10"3. Symbols correspond to Monte Carlo simulations andscopic models such as cluster dynar?ﬂé@e‘ which do not

lines to prediction of classical nucleation theory as given by Ed.need such a kinetic assumption to solve the rate equations.

(12). To evaluate the cluster free energy of formation, we use theangther improvement that could be made to classical nucle-

capillary approximatior{Eq. (8)] with the nucleation free energy 4tjon theory is to consider the variation with the nominal

given by CVM for the continuous line and the direct calculation .,ncentration of the diffusion coefficient of atoms which

[Eq. (16} and (17)] for the dashed line. would lead to a diffusion coefficient different from the im-

. . . . urity one that we use.
tions. Thus, the capillary model is good to describe thermop Y

dynamics of the solid solution but it can be improved.
Comparing the steady-state nucleation rates predicted by
the two thermodynamic models with the ones measured in Usually, one does not calculate the nucleation free energy
Monte Carlo simulationgFig. 11), we do not obtain any with CVM as we did in Sec. lll A but one uses simpler
improvement by using the direct calculation of cluster energymean-field approximation to evaluate the chemical potentials
instead of the capillary approximation. For low supersaturaentering Eq.(9) of AG""C. We test these other approxima-
tions, both models are in reasonable agreement with Montdons and see if they are reliable to be used with classical
Carlo simulations whereas for higher supersaturations disaucleation theory.
crepancies appear. The direct calculation leads to a slightly The easiest approximation that can be used is the ideal
solid solution model in which one keeps only the configura-

Cluster concentration

10710

FIG. 10. Cluster size distribution of two aluminum solid

B. Other mean-field approximations

10% tional entropy contribution in the expression of chemical po-
tentials and calculates this term within the Bragg-Williams
approximation. This leads to the following expression:

_ 105

- 3 [1-x3% 1 [x3d

0 nuc, 0y _ X X

E AGid%aKXX)_ZIn(m +Zln X_O . (22)
E 10| X X

=]

S The exact expression of the nucleation free energy, i.e.,
= 0B with the enthalpic contribution, can be calculated within the
Monte Carlo: T=723K @ - . K .

T=713K - Bragg-Williams approximation too. This is called the regular
Capillary approximation solid solution model and gives
102 L Direct Calculation -
0.5 0.75 1 125

AGEW(X3) = AGHigz(x3) + {3 (x5 P = x3?) + 3 [ (1= x5H?

—(1—-x9)2]}

% Zr

FIG. 11. Variation with nominal concentratiofj, and tempera- (22

ture of the steady-state nucleate ratefor Al;Zr. Solid lines cor- . ) . . .
respond to prediction of the classical nucleation theory when usin? Comparing all different mean-field approximations used
0

the capillary approximation with the CVM calculation of the nucle- 10 evaluate the nucle_atlon free ener_@yg._ 8), we see that

ation free energy and dashed lines when using the direct calculatidf’ 10w supersaturations all approximations are close, but
of the cluster formation free energy. Symbols are measurements #hat for an increasing nominal concentration of the solid so-
Monte Carlo simulations. The error bars correspond to the uncefution discrepancies between the different approximations

tainty on the measurements &t due to the choice of the critical
size corresponding to each energetic model.

are becoming more important. Both ideal and regular solid
solution models overestimate the nucleation free energy
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102 : systems. Thanks to this model, we were able to simulate at
’=§:? ﬁ . an atomic scale kinetics of precipitation of thé, ordered
62ms =@ compounds AJZr and ALSc.
g Regular solution _ From this atomic model we deojuced Fhe co_rresponqing
g 107} 1 interface and nucleation free energies which, with the diffu-
g sion coefficients, are the only parameters required by meso-
g e scopic model h lassical nucleation th Wh
g Ldeal solution pic models such as classical nucleation theory. en
Z CVM is used to calculate the nucleation free energy we
z 10" showed that the capillary approximation leads to a satisfying
o thermodynamic description of the solid solution. If one
CVM wants to improve this description, one can calculate directly
" g formation free energies of the different size clusters. This
10° : * :0 leads to a better description of the thermodynamic behavior

of the solid solution, as the agreement on cluster size distri-
bution is better, but it does not dramatically change predic-
FIG. 12. Cluster size distribution of an aluminum solid solution tions of the classical nucleation theory. This shows that the
of nominal concentrationd =7.5x107% at T=773 K. Symbols  capillary approximation is reasonable. From the kinetic point
correspond to Monte Carlo simulations and lines to prediction ofof view, classical nucleation theory assumes that evolution of
classical nucleation theory with the different mean-field approximathe different clusters is governed by the long-range diffusion
tions of the nucleation free energy. of monomers. For Al-Zr and Al-Sc systems, it appears to be
a good assumption as we checked that dimers, trimers, and
compared to the CVM and the direct calculations. The dis4-mers do not diffuse and that the steady-state nucleation
crepancy is even worse when all contributions, i.e., the enfates measured in Monte Carlo simulations are in good
thalpic and entropic ones, are considered in the Braggagreement with predictions of the classical nucleation theory.
Williams approximation. Thus, when the supersaturation idiscrepancies appear at higher supersaturations which may
becoming too important, the Bragg-Williams approximationbe due to the dependence of the diffusion coefficient with the
seems too rough to give a reliable approximation of thesolute concentration of the metastable solid solution or to the
nucleation free energy. limits of the classical nucleation theory which requires the
This becomes clear when combining these approximanucleation regime to be separated from the growth regime.
tions of AG"U¢ with classical nucleation theory to predict Nevertheless, the nucleation model was built on purpose to
cluster size distributions. The ideal and the regular solid sopredict kinetics at low supersaturations for which kinetic
lution models completely fail for high supersaturations toMonte Carlo simulations are not tractable.
predict the cluster size distributions observed during Monte On the other hand, when one uses a less sophisticated
Carlo simulationgFig. 12. The predicted critical siza¥ is ~ mean-field approximation than CVM such as the Bragg-
too small as it corresponds to a cluster size in the observeWilliams approximation to calculate the nucleation free en-
stationary distribution and the predicted probabilities forerdy, predictions of the classical nucleation theory com-
each cluster size are too high compared to the observed ond¥etely disagree with Monte Carlo simulations, especially
As the prediction of the steady-state nucleation rate by clasvhen supersaturations are too high. This shows that short-
sical nucleation theory is based on the predicted size distritange order effects which are naturally considered in CVM
bution, the ideal solution model and the Bragg-Williams ap-must be taken into account so as to build a kinetic mesos-
proximation lead to an overestimation 8t too. Thus the Ccopic model based on a reasonable physical description. This
use of CVM to calculate nucleation free energy really im-is expected to be the case for all systems where order effects
proves agreement with atomic simulations compared to morare important and thus for systems leading to the precipita-
conventional mean-field approximations. This arises fronfion of an ordered compound.
the fact that order effects are not taken into account in
Bragg-Williams approximation whereas they are in CVM. ACKNOWLEDGMENTS
These ordgr effects correspond to a st_rong attraction for first 1ha authors are grateful to Dr. J. Dalla Torre, Dr. B. Leg-
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cipitation of aL 1, compound. Therefore one must fully con- ¢ions on interface free energy and low-temperature expan-

Eirii:pittgt?sg order effects when modeling kinetics Ofgjons. This work was funded by the joint research program

“Precipitation” between Pechiney, Usinor, CNRS, and CEA.
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V. CONCLUSIONS APPENDIX: WULFF CONSTRUCTION

We built an atomic kinetic model for Al-Zr and Al-Sc ~ We use the Wulff constructidfi*® so as to define an iso-
binary systems so as to be as close as possible to the raabpic interface free energies from the free energies g,
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0110, andoygy. This construction allows us to determine the )\ = 4( 0100~ V201102~ 2(0 100~ 2V20 110+ V30110)2,
real shape of the precipitate and to associate withthich (A1)
corresponds to the same interface energy for a spherical pre-

cipitate having the same volume. _
Al X precipitates will show facets in tj&00], [110], and T'110= 272( = 20100+ V20110 (V20 110~ V30110),  (A2)

[111] directions if the following conditions are met:

V2 V2 T'111=3\3/2 — 0505~ 20515t 031) +3/2010d 4\6 0110
2/20'100< 0'1]_0< 20—100!

V6/30110< 0111< 2/6/307110~ 3130710 Considering a spherical precipitate with the same volume

For Al,Zr and AlSc, with the set of parameters given by @nd the same interface energy, one gets

Table I, this is true for all temperatures. Each facet surface —_ 3 1
i ’ , =\/— + + .
will then be proportional to 7 27 (87100 100+ 120110 110 Bor1aal 11) (A4)
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