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Kinetic coefficient of Ni solid-liquid interfaces from molecular-dynamics simulations
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The kinetics of isothermal crystallization and melting are studied for elemental Ni employing non-
equilibrium molecular-dynamics simulations based on interatomic potentials of the embedded-atom-method
form. These simulations form the basis for calculations of the magnitude and crystalline anisotropy of the
kinetic coefficientu, defined as the constant of proportionality between interface velocity and undercooling.
We obtain highly symmetric rates for crystallization and melting, from which we extract the following values
of u for low index{100}, {110}, and{111} interfacesiu,90=35.8+22, w110=25.51.6, andu,,,=24.1
+4.0 in units of cm/s K. The results of the present study are discussed in the context of previous molecular-
dynamics simulations for related systems, and kinetic models based upon transition-state and density-
functional theories.
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I. INTRODUCTION been derived in more recent simulation studies {fb@0},
{110, and{111} interfaces in the Lennard-Jones systéas
The kinetic coefficientu of a molecularly rough solid- well as the metals Ni, Ag, Au, and Ct8?*?3For each of
liquid interface is the constant of proportionality betweenthese fcc-forming systems the fastest and slowest growth
growth velocity and undercooling. For metallic systems therates in MD are obtained fof100 and {111} orientations,
magnitude and associated crystalline anisotropyuofire  respectively, with kinetic anisotropies spanning the range
known to be critical factors governing crystallization rates ./ u1,7~1.4-1.8 and uq11/p106~2.0-3.6. In recent
and growth morphologies under rapid solidification condi-quantitative phase-field simulations of dendritic solidification
tions(e.g., Refs. 1-p To date few direct measurementsof  for elemental Ni, Bragardet al® demonstrated that kinetic
are available experimentally? and much of the current the- anisotropies of this magnitude play a dominant role in the

oretical u_nderstanding of_ crystal-melt interface kinetics haggection of growth morphologies and dendrite tip velocities
been derived from atomic-scale molecular-dynanl®®) 5 high undercoolings. As discussed in the final section, sev-

; ;926
and Monte Carlo simulatioris. eral alternative models have been proposed to explain the

In the pioneering MD work of Broughton, Gilmer, and . : :
Jacksor?, crystal-growth simulations for Lennard-Jones dependence ofu on crystallographic orientation and at

: . . L resent a clear consensus is lacking concerning the dominant

{100 interfaces yielded appreciable crystallization rates™ . - :
even at very low temperatures where the liquid diffusivity jgMICroscopic sources of kinetic anisotropy for molecularly
negligible. These results were thus found to be inconsister{f)ugh solid-liquid interfaces. .
with transition-state theories of growth kinetics in which N the present work we have undertaken a detailed study
adatom attachment to the growing solid is modeled as a theRf the kinetic coefficient of elemental Ni employing MD
mally activated(diffusion-limited) proces£8-2° The results ~Simulations based upon embedded-atom-mettoAM) in-
of Broughtonet al. were however consistent with the obser- tératomic potentiald>~**This study follows upon our earlier
vations of Turnbull and co-workef8:* suggesting that crys- MD investigations of crystallization kinetit$**for a variety
tallization kinetics for pure metals are governed not by dif-of EAM metals including Ni. The present work was moti-
fusive time scales, but rather the frequency of adatonvated largely by the results of the recent phase-field calcula-
“collisions” with the crystal-growth surface. Based on their tions of Bragardet al® demonstrating a high level of sensi-
MD results, Broughtonet al. formulated a model of tivity in predicted Ni dendrite growth velocities and
collision-limited growth with parameters adjusted to fit the morphologies to relatively small uncertainties in the anisot-
Lennard-Jones MD data. The Broughton-Gilmer-Jacksomopy of x. In the current work we focus on computing re-
growth model has been shown to yield values foconsis-  fined estimates of. for {100}, {110}, and{111} interfaces
tent with experimental measurements in(Ref. 8 and MD  directly in the regime of low undercoolings relevant for the
simulations for a number of face-centered-cuffax) form-  modeling of dendrite growtf This work includes a com-
ing metals®* parison of results derived from separate nonequilibrium MD

In the context of macroscopic crystal growth, an impor-(NEMD) methods, and an analysis of the effects upon calcu-
tant result from MD simulations is the finding of appreciable lated growth rates arising from choices of system size and
crystalline anisotropy inu. For the Lennard-Jones system, dynamical “thermostat” and “piston mass” variables. Inter-
Burke et al. found that{111} interfaces grow at rates two to face velocities are also calculated for both positive and nega-
three times slower thafl00t. Comparable anisotropies have tive undercoolings in order to investigate the generality of a
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recent result by Celestini and Debiéttdeaturing appre- TABLE I. Melting temperaturesTy, derived from coexistence
ciable asymmetry between melting and growth kinetics forsimulations employing varying cell sizes and interface orientations.
EAM Au. The notation for system size is described in the text. For the calcu-

The remainder of the paper is organized as follows. Thédated melting temperatures, error bars denote 95% confidence inter-
following section includes results of calculated melting prop-Vals-
erties for the EAM potentials considered in this work. De-

tails of the NEMD simulations, and calculated crystallization ©"entation Size Number of particles = Ty (K)

and melting kinetics are presented in Sec. lll. The results of (19q 10X 10X 100 10000 171442 .8
the present MD studies are subsequently discussed in thet100) 15% 15% 100 22500 1712.64.0
context of alternative theoretical models for the magnitude (110 8% 10X 120 9600 1701456
and crystalline anisotropy qf. The conclusions drawn from (111) 10X 10X 99 9900 172042 4
this work are summarized in Sec. V. (111) 20X 20X 99 39600 1707 61.4

II. CALCULATED MELTING PROPERTIES . . . .
existence simulations lasting up to several nanoseconds. The

The present simulations are based upon the FoilegJimensions of the simulation cell are subsequently scaled to
Baskes, and DawFBD), Ref. 34, EAM potential for Ni, the appropriate value of the crystal lattice constant corre-
which yields equilibrium melting propertigsee belowand sponding to the new estimate ®f,, and an additional co-
liquid structure factor¥ in very reasonable agreement with existence simulation is performed to refine the value of the
experimental data. As will be made clear below, the ap-imelting temperature further. This process is iterated until the
proaches used to derive by NEMD simulations require coexistence temperature is derived corresponding to zero
precise values for the equilibrium melting temperattigge. stress in the bulk crystal and liquid phases, giving our final
In this section we describe our procedure for calculafigg  estimated value oty .
by MD using a slight modification of the coexistence ap- Table | reports values dF,, derived from the coexistence
proach introduced by Morris and co-worké&s® (see also approach using each of the cell geometries employed in the
Ref. 40. In these and all other simulations described in theNEMD simulations described below. The geometries of these
following, we have employed theynamO (Ref. 4) and  different cells are denoted as follows. For each chklj
PARADYN (Ref. 42 serial and parallel MD codes. Equations refers to the orientation of the solid-liquid interfaces. For
of motion for all simulations have been integrated using &001), (10<10x100) and (1% 15x100) correspond to
predictor-corrector algorithfi with time steps of 0.002 or cells with periodic lengths that are respectively 10 and 15 fcc
0.003 ps. nearest-neighbor spacings in length along xhendy (fcc

To derive melting temperatures we begin by performing[110] and[110]) directions parallel to the interface; prior to
standardN-P-T (constant number, pressure, and temperaturgnetting the initially crystalline cell contains 100 layers along
ensemblg MD simulations to determine the equilibrium the normal directioz. Similarly for (111), ixXnx99) cells
(zero-pressupelattice parameter of the bulk fcc crystal as A 4ren nearest-neighbor spacings in length aloridcc [1TO]

function of temperature. Subsequently, we equilibrate a crys-. = | ) — .
talline simulation cell at a temperature and lattice constanfiréction, nlayers in length along ([112]), and contain 99
corresponding to our initial estimate @, . Half of the at-  Initially crystalline layers alonge ([111]). Finally, the (8

oms in the cell are subsequently melted using constantX 10x120) cell for (110) has dimensions of 8 times the fcc

volume simulations with half of the atoms fixed and the oth-attice constant alongc ([001]), 10 times the nearest-
ers maintained at temperatures approximately 1000 K aboveighbor distance along([110]), and 120 initially crystal-

Tm employing a NoséHoover thermost4t*® or Monte line layers inz Note that, for (001) and (111) interface
Carlo simulation. This procedure results in a periodic two-orientations, simulation cells with two different dimensions
phase solid-liquid simulation cell containing two crystal-meltare considered to investigate system-size effects in the cal-
interfaces. Keeping the solid atoms fixed, the liquid is sub-culations foru (see below.

sequently equilibrated at the estimated melting temperature, The values ofT\, reported in Table | show slight varia-
allowing the cell length normal to the interfaces to adjust totions (up to~20 K or about 1%) with cell size and interface
minimize stress. This equilibration phase is typically per-orientation. These differences reflect the magnitude of the
formed with simulations lasting on the order of 500 ps. Next,size effects associated with our approach for compufigg

the entire system is allowed to relax employing canonicaldn particular, we have found for related systems that the
ensembldfixed N, T, and volumé simulations lasting up to variation of the calculated melting temperatures with inter-
1 ns with the temperature maintained at the estimated valui&ce orientation can be minimized by enlarging the lateral
of Ty . A refined estimate oTy, is then derived employing size of the simulation cell. From the average of the results in
Andersen-Parinello-Rahman dynanfft€®with no imposed  Table | we estimate a bulk zero-pressure melting temperature
temperature thermostat. In these simulations the periodic dfor the FBD Ni potential ofTy,~1710+ 10 K. This value is
mensions parallel to the solid-liquid interfaces are held fixedin reasonable agreement with previous valued gfcalcu-
while the length normal is allowed to evolve dynamically lated for the same potential: Foiles and Adams obtaifigd
with zero imposed stress. The refined estimatd gfis de-  =1740 K employing a thermodynamic integration metAbd,
rived from the average temperature measured from such cevhile Chen, Barnett, and Landman derive,=1733
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TABLE Il. Comparison of calculated and experimentally mea-V of a solid-liquid interface and its undercoolifdh T=T
sured(Ref. 56 melting properties for Ni. —Tu(P)]:

Tu(K) L (eV/atom) Aw(A%/atom)

Calculated 1710 0.18 0.867 V(T)=u[T-Tu(P)], (1)
Experiment 1726 0.181 0.67

whereT andP denote the temperature and imposed pressure,

+22 K.% Table Il provides a comparison between our cal-"éspectively, andry(P) is the pressure-dependent melting
culations and experimentally measured melting properties intemperature. From the structure of &), several alternative
cluding Ty, the latent heat per atoni), and the volume NEMD approaches can be formulated for the calculation of
change on meltingA w= w,— w5, Wherewg and w,; denote . For example, one can impose a temperafl@bove or
atomic volumes in the solid and liquid phases, respectivelybelow Ty, to a solid-liquid system, and measure the resulting
In the following section we employ a NEMD method for interface velocity to extraci.. This approach, which has
extractingu from measured crystallizatiofor melting ve- ~ been implemented by a number of authors previotfsig,*
locities resulting from imposed streBs, normal to the solid-  Will be referred to below as thdree solidification (FS)
liquid interface. The implementation of this method requiresmethod. Alternatively, one can maintain the temperature of a
a knowledge of the variation of, as a function ofP,,  solid-liquid system at the zero-pressure melting point
which can be derived readily using the same coexistencelw(P=0)] and impose a finite external normal stress, re-
approach described above. Specifically, starting with théulting in a modified melting temperatutef., Fig. 1, a fi-
solid-liquid cells equilibrated with zero imposed stress wenite AT, and associated interface growth or melting. This
perform additional coexistence simulations with nonzero valapproach will be referred to as thmposed pressurelP)
ues of an externally imposd®,, and determine the value of method. While FS and IP methods are formally related, the
Tu(P,) from the resulting average temperature. Results aréetails surrounding their implementation in NEMD simula-
shown in Fig. 1 which plot¥y, vs P, for the three different tions are clearly different. A comparison of the results de-
interface orientations. For each simulation cell a linear relafived from these different approaches thus serves as a check
tion (within statistical uncertainlyis obtained consistent ©n the accuracy of the assumptions underlying the applica-
with the behavior expected from the Clausius-Clapeyron retion of the NEMD methods. In the following sections we
lation. The offsets of the different lingand most likely the —Present a detailed discussion of our implementation of the FS
apparent differences in slope as Wetflect the aforemen- and IP methods, and show that the two give resultsufon

tioned finite-size effects. good agreement in their application to EAM Ni.
In the present work we have also investigated a third
. SIMULATIONS OF MELTING AND GROWTH NEMD for calculatingu based on Eq(1), involving the
KINETICS imposition of forced interface velocities. In tHisrced veloc-

ity (FV) method, the periodic length of the simulation cell
Under isothermal conditions, the kinetic coefficigntis  normal to the solid-liquid interface is uniformly scaled to
defined as the proportionality constant between the velocitproduce a constant rate of change of the volume of the solid-
liquid system while the temperature is maintained at the
4.0 ; ; zero-pressure melting point. As the volume is scaled, the
pressure in the system builds up and simultaneously crystal-
lization or melting commences. Eventually, the system is ob-
served to approach a steady-state condition in which the im-
posed volume scaling is compensated by the rate of
crystallization or melting. The corresponding driving force
for this interface motion can then be derived from the steady-
state average value of the pressure, which is converted to an
effective undercooling using the Clausius-Clapeyron relation
(Fig. 1). While the FV method was found to yield growth and
melting rates consistent with the FS and IP methods, much
—40 | :g%j z:im: i longer equilibration times were required to achieve steady-
) W (111) orientation state kinetics with this approag¢presumably due to the fact
that the constant scaling of volume suppresses density fluc-
0 . . tuations allowed in the FS and IP methpdBue to these
1680 1700 1720 1740 long equilibration times it was difficult to ascertain whether
steady-state conditions were realized in the simulations, and
calculated growth velocities featured relatively high statisti-
FIG. 1. Calculated melting temperatures as a function of im-cal uncertainties. For these reasons, the FV approach is
posed stresB, normal to the solid-liquid interfaces. The circles are viewed to be less practical than either the FS or IP NEMD
the MD results, and the line represents a least-squares fit to the dataethods.

20 ¢

0.0 |

P_(kbar)

Temperature (K)
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A. Dynamics and initial conditions 12.7

Free-solidification and imposed-pressure results have
been received employing simulations in &T AR, en-
semble corresponding to constant values of the particle num-
ber (N) and temperatureT(), as well as the areA parallel
and stressP, normal to the solid-liquid interfaces. These
simulations employ the well-known equations of motion for-
mulated by Anderseff, Parinello and Rahmat{;*° Nose**
and Hoovef*® which introduce extra dynamical variables as- 12.1
sociated with thermal inerti® and piston mas$/1. In the
application of these equations of motion to calculationg pf
it is important to check that computed growth velocities are
insensitive to the choice of these dynamical variables. We
present below a comparison of results forderived from a
few different choices o andM, and for the following it is
thus useful to clarify the definition of these parameters by
providing explicit expressions for the equations of motion _4.15

employed in the current simulations. o 260 460 6(I)0 860 1000
Let L, (e=x,y,2z) denote the periodic lengths of an

125 ¢

123

Volume (A%

4,05 [

-4.10 |

Energy (eV)

] . . . Time (ps
orthorhombic simulation cell. The position of each particle Ps)
(i) is given in scaled coordinates Isy=r,/L,. The equa- FIG. 2. The volume per atoifupper panéland potential energy
tions of motion fors), andL , read(where dots denote time per atom(lower panel as a function of time during a free solidifi-
derivatives cation simulation for &100 oriented interface with 10000 par-
. _ ticles. The thin lines represent results from six independent runs,
. f'a L, x while the thick lines are averages.
Se= —|2—+¢&]s

are subsequently equilibrated for 300 ps at the melting tem-
. (P,~P%0 perature. Six different configurations are extracted during
L“:M—La’ (3 this equilibration phasés0 ps apaitwhich provide the ini-

@ tial atomic positions for subsequent NEMD simulations of
wheref! is the interatomic force on particie mis the par- melting or growth. From these starting structures we initiate
ticle mass () denotes the volume of the simulation cell, and melting or growth by(instantaneouslychanging either tem-

P, andP? are the instantaneous and imposed values of theerature or pressure as described below. Consequently, some
stress along the normal directien respectively? M and¢ ~ time is required for the liquid and solid structures to equili-

in Egs. (2) and (3) denote the piston mass and thermostatorate after these sudden “quenches." A trans_lent penod is
friction coefficient, respectively. In the Nostoover thus observed in the subsequent isothermal simulations, be-

scheme, the equation of motion for the latter can be writterfore the system reaches steady-state growth or meltieg

as below). At this point it is therefore important to emphasize
an important aspect of the present work, namely, the use of
T-Tg very small values AT/Ty<2%) for undercooling/
- Q (4) superheating. With these small undercoolings, the systems

remain close to equilibrium at the initiation of the growth/
whereQ is the thermal inertia, an@l and T, denote instan-  melting simulations. This allows us to avoid the relatively
taneous and imposed values of the temperature, respectivelgng time scales that have been demonstrated to govern the
For most of the present simulatiod and Q are set as equilibration of liquid structure in quenching simulations of
100 eV p$/A® and 200 K p8, respectively, although results highly undercooled meltge.g., Refs. 53—55
are also presented below using slightly different values to
investigate whether the final calculations forare sensitive
to their choice.

All of the simulations of crystal growth and melting pre-  Figure 2 shows the results of a typical free-solidification
sented below have been performed using, as initial condisimulation, performed at an undercooling of 10 K for a 10
tions, simulation cells prepared as follows. We begin withxX10x100 simulation cell with an (001) oriented solid-
solid-liquid systems equilibrated at the zero-pressure meltingjquid interface. The top and bottom panels plot the volume
point employing the approach described in Sec. Il above. Wand potential energy of the systdiper aton), respectively,
then prepare initial cells for growtkmelting simulations as a function of simulation time. The thin solid lines repre-
containing approximately 15% crystdiquid) and 85% lig- sent results derived from six independent systems, and the
uid (crysta) by slowly melting (growing the crystal using solid line is obtained by averaging. Each system displays a
free-solidification simulations performed roughly 5 K above similar transient behavior for an initial period of approxi-
(below) the equilibrium melting point. The resulting systems mately 100 ps, before steady-state growth is observed to set

B. Free solidification simulations
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1500 T T T y T 1500 r
00=200,M=100 O (10x10x100)(100)
0 0=200,M=200 O (15x15x100)(100)
1000 | AQ=40,M=100 1000 r  AdUOx10x99)11D) -
V (20x20x99)(111)
Z 500} z 500
£ £
& &
z 0t z 0
= =
= =
> -500 Ni(100) > -500
Free—solidification
-1000 7 -1000
-1500 : -1500

-30 -20 -10 0 10 20 30 32 -16 0 16 32
Undercooling(K) Undercooling(K)

FIG. 3. Velocity versus undercooling results derived from free-  FIG. 4. Velocity versus undercooling results {a00 and{111}
solidification simulations fof100 solid-liquid interfaces employ- interfaces derived from free-solidification simulations employing
ing simulation cells with 10 000 particles and three different choicescells with varying lateral dimensions.

g p ying
for the dynamical thermost&€) and piston-maséM) parameters.
The units forQ andM are given in the text. In this and subsequent open symbols are derived from E¢S) and(6) using steady-
figures error bars denote standard errors on the mean values of thgate values of) andE averaged over six independent runs
measured velocities derived from the six independent simulationqor each undercooling. Error bars denote estimated uncertain-
and solid lines correspond to least-squares fits to the data. ties (standard errojsin the mean value of/, obtained from
. . e the variance of the interface velocities derived separately
n. Du_rlng the subsequent solidification of the system, thefrom each of the six independent simulations for a gixdn
potential-energy and volume decrease accompanying the In Fig. 3 we show results for (001) oriented interfaces
grolg\rlf)hmotfhtgiecsrﬁ;alIlotted in Fia. 2. and a knowledae of thederived from 1< 10X 100 simulation cells with different
P 9. 2, 9 .choices of the thermostat and piston-mass variables defined

"0'“”?9 gnd potentlal—engrgy differences between bU|k. soll n Egs.(2)—(4). The solid line in Fig. 3 represents a least-
and liquid phases, the interface v_eIociWcan be readily squares fit to all of the data. For each set of simulation data
extracted(e.g., Refs. 17,19 For a given steady-state value a linear relation betweel and AT is obtained over the
of the slope of volume versus timé)), Vis given as range of undercoolings examined. From the slope of\the

versusAT data in Fig. 3 we obtain the values afgiven in
(5) the first three lines of Table Ill. Within the statistical preci-

V(AT)=
(AT sion of the simulations, the calculated valuesuoére found

2n(w;— ws)’

wherewg andw; denote volumes per atom for bulk solid and to be insensitive to the choice @ andM.

liquid phases, respectively, and the factor of 2 accounts fo&sm Fig. 4 we plot velocity-undercooling data derived by

the presence of two interfaces in the periodic simulation cell. . S|m_ulat|ons for (.001) gnd (111) interfaces W'th. varying
In Eq. (5), d and n denote the interplanar spacing and thedlmenS|ons of the simulation cell parallel to the solid-liquid

numbetr- Oflazj)rzs_rper Iay(Tr mbthz gr.owéh. p(ljane O:; thfl C:cyStal’ TABLE lll. Values for the kinetic coefficient derived from free-
respectivelyV(AT) can also be derived independently from solidification (FS) and imposed-pressurgP) NEMD methods for

the steady-state slope of the potential energy: ( different interface orientations, system sizes, and choices of thermal
. inertia (Q) and piston-maséM) parameters; error bars andenote
E(w—wy) 95% confidence intervals.
VAT)= —, 6
) ) ) ) Orientation Size Q M  Method u(cm/sK)
whereA is the cross-sectional area of the simulation cell, and
e; and e, denote the potential energi¢ser atom for bulk (100 (10xX10x100) 40 100 FS 3564.5

solid and liquid, respectively. In the results that follow we (100 (10xX10x100) 200 200 FS 38:48.3
have found that Eqs5) and (6) give essentially identical (100 (10x10x100) 200 100 FS 35#43.1

values for steady-state interface velocities, consistent with (100 (15x15x100) 200 100 FS 37:03.0
the findings of Huitemat all’ (100) (10x10x100) 200 100 IP 3881.8

Figures 3 and 4 give velocity versus undercooling results (110 (10x8x120) 200 100 IP 2551.6
for (001) and (111) interfaces derived from FS simulations (111) (10x10x99) 200 100 FS 24:14.0
employing different system sizes and alternate choices for (117 (20x20x99) 200 100 ES 22F%1.2

the thermostat and piston-mass variables. In these figures the
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interface. As in Fig. 3 the results are well described by a 1500 T T
linear growth relation. Values of extracted from each of O Free-solidification

. . . O Imposed pressure
the separate datasets are listed in Table Ill. Comparing the 1000

results from 1< 10X 100 and 1% 15X 100 simulation cells
for (001) interfaces, we see that the calculated valueg of

agree to within the estimated statistical uncertainties of é 500
5-10%. This result is consistent with the findings of Celes- L
tini and Debierré® who performed detailed investigations of =y 0
system size effects in their MD calculations @ffor EAM 2
Au. For {100 interface orientations these authors find that S 500

the values ofu derived from systems with cross-sectional
areas comparable to those used here are converged with re-
spect to system size to within about 5%.

The last two rows of Table Il give values @f for (111)
interfaces calculated with system sizes differing by a factor -1500 ; : '
of 4 in cross-sectional area. As for the (001) orientation, we -3 15 0 15 30
find no indication of a strong system-size dependence for Undercooling(K)
mq11- Our results for (111) interfaces in Ni are thus in sharp
contrast with previous findings for the Lennard-Jdfiesd

-1000

FIG. 5. The interface velocity as a function of undercooling

. derived from two different nonequilibrium MD methods, imposed
24,23 _500
EAM Au systems where large decreag88-50% in pressure(diamond$, and free solidificationsquares Results are

MD'CaICl_"Iated values c_)'t’“lll r_esu”ed from_ comparable N for {100 interfaces and were derived from the simulation cells
creases in the lateral dimensions of the simulation cells. FOontaining 10 000 particles.

the Lennard-Jones and Au systems this strong size depen-

dence has been attributed to the presence of stacking-faylitive discrepancy between our results and those of Tepper
islands formed at the growing crystal-melt interface. Thesgnq griels may be due to differences in the procedures em-
d(?fects0 were flrst |(_jent|f|ed by Burke, Broughton, andp|oyed to set up the initial states for the NEMD simulations,
Gilmer (BBG) in their §tudy of the Lennard.-JOHES System. or may reflect differences between EAM Ni and Lennard-
To explain the large size effect for (111) interfaces BBG jones systems related to the response of the interface to rapid
noted that, since the growing crystal remains free of stackingnanges in temperature. Another possible explanation for the
faults, the defective hcp islands must anneal out for the ingpsence of a short time growth regime in the present EAM
terface to advance. In a system with small periodic lengthgy; simulations is the system-size effect. Tepper and Briels
parallel to the interface, the defect clusters cannot grow ageport that the initial growth regime is of a much shorter
large before contacting clust.ers from the penpdlc image ofyyration in their large system siZ8096 atomy than was

the cell. BBG argued that, since the cluster circumference+yund in the smaller system@048 atoms Presumably the
to—area ratio determines the annealing rate, smaller systeni§ia| growth phase is shorter still in the larger systems stud-
should exhibit faster interface growth velocities, consistenieq here and it is possible that the initial growth period lies

with _observatior)s for Lennard-Jones and Au systems. In lighfyithin the 100 ps transierisee Fig. 2 excluded in our com-
of this explanation, the absence of a pronounced size eﬁe‘ﬁutation of the kinetic coefficient.

for w111 in the current results for Ni can be interpreted as a
reflection of the much higher stacking fault energy in this
system. Specifically, the FBD potentials for Ni predict stack-
ing fault energy(SFE values(see belowthat are roughly a In the imposed-pressure MD simulations the temperature
factor of 5 larger than for Au and at least an order of mag-0f the two-phase solid-liquid system is maintained at the
nitude greater than the Lennard-Jones system; a high@ero-pressure melting point while an external strBgsis
stacking-fault energy should lead to a decrease in the popimposed normal to the solid-liquid interface. A positive
lation of defective hcp islands at the growing interface, with(negative value ofP, has the effect of raisindowering) the
a diminished effect upon crystallization kinetics. equilibrium melting temperature, resulting in a finite bulk
To conclude this section we note that the relatively highundercoolingAT given through the Clausius-Clapeyron re-
scatter in the data for the six independent simulations showlations plotted in Fig. 1, and subsequent crystallizatioelt-
in Fig. 2 is qualitatively similar to the results obtained in FSing) of the system. The time required for the system to
simulations for the Lennard-Jones system by Tepper andchieve steady-state growth/melting with this method was
Briels2! In order to average out such statistical variationsfound to be comparable to that in the FS approach, i.e., ap-
these authors perform 50 independent simulations, and agroximately 100 ps as shown in Fig. 2. It is important to
able to identify two distinct regimes of constant growth rateemphasize that, due to finite-size effects, application of the
in their simulations: a short-time period of relatively rapid IP approach requires precise calculationsTgf(P,) inde-
growth that they associate with a period of interface relaxfpendently for each simulation geometry.
ation, followed by a long-time regime associated with mac- Figure 5 provides a comparison betweén AT results
roscopic growth. In the present work for EAM Ni, we find no obtained by IP and FS methods for (001) interfaces using
clear evidence for these distinct growth regimes. This quali10Xx 10X 100 simulation cells. Kinetic coefficients derived

C. Imposed-pressure simulations
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1500 - T - NEMD methods. These results yield the following values for
8%:5%; p the kinetic coefficient:uq1g9o=35.8+2.2, wq110=25.5£1.6,
1000 | AN Fs and u11,=24.1£4.0 in units of cm/s K, where the error de-
® Ni(100) FS note 95% confidence intervals bars. K400, orientations,
this value ofu was derived from least-squares fits \#fvs
AT derived from both FS and IP methods usingx1®
X 100 simulation cells. The values @f;;o and w11, Were
obtained from results of 208x120IP and 1&10
X 99 FS simulations, respectively. Due to improved statistics
and the use of smaller undercoolings in the present work,
these results are viewed to be more accurate than our early
Ru1=25.5(L.6)cmisiK MD calculations of the kinetic coefficient for Ni which
1 =24 1(40)cmisIK yielded p190=42, p116=32, anduq1,=18 cm/sK. The cur-
rently reported value oft1qg is in agreementwithin statis-
-1500 : . ' tical uncertaintieswith a value of 3%4 cm/sK quoted in
=32 -16 0 16 32 Ref. 57 based upon preliminary results from the current
Undercooling(K) work.

500 s

Velocity(cm/s)
[—]

-500

Pigo=35-82.2)cmisK

-1000

FIG. 6. The interface velocity as a function of undercooling for
{100}, {110, and{111} orientations. Results plotted with open and A. Symmetry of melting and growth kinetics
filled symbols were derived by the free-solidification and imposed-
pressure methods, respectively. In the results quoteg.fo®5%
confidence intervals on the final significant figi@eare given in
parentheses.

The data in Figs. 3—6 feature highly symmetric results for
melting and growth kinetics in the regime of low undercool-
ings explored in this work. Our results are thus in agreement
with those of Tepper and Briels who also obtained symmetric
from these two sets of data are given in the third and fifthmelting and growth kinetics in NEMD simulations for the
rows of Table Ill. The values of. obtained from the two Lennard-Jones systefhThe results are also consistent with
methods are found to agree to within the estimated errogéneral arguments based upon microscopic reversibility
bars, at the level of about 10%. As compared to the FS re(€.g., Ref. 58 suggesting that the slope of versusAT
SUltS, the IP data in F|g 5 are seen to feature Comparab@']ould be continuous in the limit of low UnderCOOlingS for
statistical uncertainties in both the values of interface velocfough elemental solid-liquid interfaces. Our present data for
ity (estimated from the scatter of six independent yuared ~ Ni and that of Tepper and Briels for the Lennard-Jones sys-
undercooling(originating from uncertainties in the slope of tem are, however, at variance with the MD results of Tymc-
the Clausius-Clapeyron relations given in Fig. Neverthe- zak and Ray"**for Na and Celestini and Debiefrefor Au
less, with the system sizes and simulation times employed iwhere clear slope discontinuities are obtained in calculated
the present simulations the resulting estimated uncertaintieé—AT relations at low undercoolings. In these previous
in o derived by the IP method are found to be Comparab|e t&tudies me|t|ng was found to be faster than solidification by
those obtained with the FS approach. The good level oft factor in the range of 1.6-3.6. Based upon their finding
agreement between the FS and IP results provides a noffat relatively long equilibration times are required to
trivial check on the validity of the assumptions underlying achieve steady-state growth in NEMD simulations of crystal
the current application of NEMD methods to the calculationdrowth, Tepper and Briels argue that the asymmetric kinetics
of crystal-melt kinetic coefficients. calculated for Na may reflect an artifact associated with the

Given that the FS and IP methods appear to provide cordse of small system sizes in the early MD simulations of
sistent results, it is worthwhile commenting on which of the Tymczak and Ray? This argument is, however, unable to
two methods are preferred in practice_ As emphasized abové'xplain the more recent results of Celestini and Debierre who
the IP method requires accurate calculations Of-ltkhépn) employ a direCtion-a.l'Solidiﬁcation MD scheme that allpWS
relation independently for each simulation geometry considsimulations of melting and growth to be conducted for times
ered. By comparison, application of the FS method require§ubstantially longer than in the present simulations.

On]y an estimate of the zero-pressure me|t|ng point_ In prac- To eXplain the qualitative difference between their results
tice, due to the significant computational cost required toand those of Tepper and Briels, Celestini and Debierre pro-
compute theT (P, relation for each simulation cell, FS is Pose that the asymmetric melting and growth kinetics ob-

clearly preferred over the IP method in NEMD calculationstained in their simulations reflect a strong tendency towards
of u. structural ordering in the Au crystal-melt interface. Celestini

and Debierre point out that their simulations were performed
employing a many-body “glue” potential developed by Er-
colessiet al®® which, relative to Lennard-Jones, is known to
The final results of our calculations far in Ni are sum-  enhance tendencies towards structural reconstructions at
marized in Fig. 6 which plots velocity versus undercoolingcrystal-vapor and liquid-vap®tinterfaces. In this respect, it
relations for{100}, {110}, and{111} interface orientations was thus suggested that the discrepancy between the
derived from free-solidification and imposed-pressureLennard-Jones and Au results reflect differences in the nature

IV. DISCUSSION
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of the interatomic potentials for these systems. In our currenénd the kinetic prefacto¥(T) reflects the nature of the
work for Ni we have employed an EAM potential with a microscopic processes governing adatom attachment to the
form qualitatively similar to the Au glue potential. The dis- growing crystal. In the BGJ model this term is given by the
crepancy between our results, featuring highly symmetriexpression
melting/growth kinetics for Ni, and those of Celestini and
Debierre for Au are thus surprising. Vo(T)=(d/\)(3kgT/m) 2, ()

Two possible explanations for the discrepancy between 12 . . .
the results for Ni and Au are as follows. First, even thoughWhere (KgT/m) *is the thermal velocityy, d is the in-

the EAM-Ni potential used here and the glue potential for Auterplanar spgamng);_:QAa is the average d.|stance from the
have the same “pair-functionai® form, the latter potential center of points distributed randomly within a sphere of ra-

is known to display a more pronounced tendency toward ius equal o the nearest-neighbor spacngndf, denotes

reconstructions at solid-vapor and liquid-vapor surfaes. el frz;ctlog 2°7f favor?ble dgrfW”.‘ sﬂ;ahs att) thteflltntterf{ahce.MTSe
Hence, it is possible that the asymmetric melting/growth kj-value fo="v.27 was found to give the best Tit 1o the

netics for Au reflect a stronger tendency towards structura\'ennard"]ones data for 4ia00] growth direction. At low

ordering in the solid-liquid interface. A second potential underpoolings, Eqs{.?) and(8) can _be Iinez_ari_zed. to yield the
source for the discrepancy between the current results anfallowmg expression for the kinetic coefficient:

those of Celestini and Debierre is the presence of large ther-
mal gradients in the latter simulations. The MD approach MZE L
developed by Celestini and Debierre mimics a directional A kBTZM
solidification experiment in which solidification and melting ) o ) .
result from “pulling” of the solid-liquid system through a APPlying the BGJ model to Ni, using the melting properties
thermal gradient. Due to the relatively small systems used ifer the FBD potentials given in Table Il, we obtain from Eq.
MD simulations, the approach employs thermal gradients of9) x#=41 cm/sK, in reasonably good agreement with the
the order of 160 K/m that are many orders of magnitude value of 35.8-2.2 cm/s K derived from the present MD re-
larger than experimeritvith solid-liquid boundary widths of ~ sults. o
approximately two unit cells, a #®K/m gradient in Au cor- An important feature of the BGJ model for collision-
responds to a variation in temperature of roughly 80 K ovedimited growth is the proportionality betwegnand the ther-
the interfacial region High thermal gradients are known to Mal velocity. SpecificallyVy is typically much smaller than
have the effect of suppressing capillary fluctuati&t@and  the speed of soundv) identified by Coriell and Turnbutt
solid-liquid interfaces in the Celestini and Debierre approact®s an upper bound faf, in Eq. (7). The Coriell and Turnbull
are thus expected to be more atomically “flat” than those inupper limit, u=VL/kgT4,, is commonly employed as an
the NEMD FS simulations employed hefghere the appli- estimate of the kinetic coefficient in continuum models of
cation of a thermostat over the entire system leads to highlgendritic solidification. For Ni, this estimate yields a value of
uniform temperature profilé§. Thus, the symmetric melting u that is roughly a factor of 5 larger than that obtained from
and growth kinetics obtained in the present simulations, anthe present MD calculations and the BGJ maoddhe scal-

in the work of Tepper and Briels, are expected to be moréng of u with thermal velocity has been derived also within
representative of the dynamics of rough interfaces. Clearljthe framework of kinetic density-functional-theofpFT)
further work is required to completely understand the sourcenodels®®~"*

of the discrepancy between our current results for Ni and In the kinetic DFT formulation of Mikheev and
those of Celestini and Debierre for Au. For example, it ChernoV8 it is assumed that isothermal solid-liquid interface
would be of interest to investigate whether the magnitude of’elocities are governed by the rate of propagation of crystal-
the asymmetry between melting and growth rates obtainetine “density waves” in advance of the moving solid-liquid
for Au is sensitive to changes in the magnitude of the thermainterface. The model yields the following expression for the
gradients employed in the directional-solidification MD kinetic coefficient:

simulations.

Vfo. 9)

L SGpé
B. The magnitude of the kinetic coefficient K= kBTfA 7(G1)NAS’

Broughton, Gilmer, and Jacks@BGJ), Ref. 9, have for-
mulated a model of collision-limited growth kinetics with
parameters adjusted to fit velocity vs undercooling MD dat
for {100 oriented solid-liquid interfaces in the Lennard-
Jones system. In the BGJ model, the growth velotitis
related to interface temperatufethrough an equation moti-
vated by transition-state theory:

(10

whereN; is the number of reciprocal lattice vectors in the
minimal set(e.g.,N;=8 for fcc) and &, is the correlation
6}ength in the liquid, i.e., the inverse half-width (k) evalu-
ated at the main peak is a factor governing the anisotropy
of u (see below Mikheev and Chernov argue that the un-
known terms in Eq(10) can be replaced by those of the
well-studied hard-sphere system. For example, the relaxation
V(T)=Vo(T){1—exf Ag(T)/ksT1}, (7) timeis given by? 7~=1/2(m/kgT) 1/2.0, &, is given by~1.80
andS(G;)~2.85. With the numerical values of the constants
where Ag(T) is the thermodynamic driving force given as provided by the hard-sphere model, Mikheev and Chernov
the difference between solid and liquid chemical potentialsfind w,99~0.72 for the Lennard-Jones system as compared
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to a value of 1.17 from simulatiohFor Pb, the model pre- sulting in a roughly constant number of particles “per layer”
dicts u~14 cm/s K whereas experiments of Rodway andthrough the interface. This situation f¢£0C is in contrast
Hunt yield x=28+8 cm/s K. For EAM Ni, the theory pre- with both {110 and {111} orientations where interlayer
dicts u190~26 cm/s K whereas the current MD simulations spacings remain roughly constait® and the number of
give u100=35.8+2.2 cm/sK. Thus, the theory tends to un- particles per layer decreases with distance across the inter-
derestimate by roughly 25-50% the magnitudesuwobb-  face. From interlayer particle fluxes derived by MD,
tained from experiment and MD simulations. It appears thaHuitemaet al. estimate that barriers to interlayer “hopping”
the discrepancy between the Mikheev-Chernov model aneccount for a significant contribution to the overall magni-
the MD simulation results is not due to the hard-sphere aptude of » in the growth of{110, and{111} interfaces. This
proximations. For Ni, using actual values $fG,), &,, and  contribution is estimated to be significantly reduced for
7 determined from MD simulations of the bulk liquid, one {100 due to the relative absence of variations in the number
finds a kinetic coefficient even lower than that predictedof atoms per layer across such interfaces. For fcc-based sys-
from the hard-sphere result. Interestingly, however, théems the interlayer-expansion effect fdr0G interfaces ap-
theory predicts kinetic-coefficient anisotropies in reasonabl@ears to be quite general, having been observed for
agreement with the present results for Ni as discussed belowennard-Joned’ ®hard-spheré® EAM-Ni,>* and EAM-AI"’

Oxtoby and co-workers have also performed extensiveystems. With the same FBD-EAM Ni potential considered
work applying DFT in studies of crystal-growth kinetis.’*  here, a detailed analaysis of the structur¢i¥0, and{111}
In the most recent of these studies, Shen and Oxfotlg-  solid-liquid interfaces was performed by Chen, Barnett, and
veloped a theory of crystallization and melting kinetics in theLandmarr® These authors report results for the variation of
Lennard-JoneglLJ) system employing realistic free-energy particle number per layer across these interfaces that are very
functionals’>"* The functional involves two order param- similar to those obtained by Huitenw al. for the Lennard-
eters: a conserved microscopic density function and a nonJones system. The model of Huitemtaal. offers a plausible
conserved parameter defining the local degree of crystallinexplanation for the fast growth dfl00; interfaces in fcc-
ity. The equations of motion for the former are derived frombased systems. The model is, however, unable to account for
the nonlinear Navier-Stokes equatihwhereas the latter the observation of the substantially lower values:gf, rela-
obey a simple relaxational dynamics of the Ginzburg-Landadive to ;o commonly observed from simulation&!/19:2324
form. As in the Mikheev and Chernov approach, the mobility ~As discussed above, Burke, Broughton, and Giffher
parameter entering the equation of motion for the nonconhave proposed that the slow growth{dfl1} interfaces rela-
served order parameter is derived from the relaxation timeive to {100} arises from the presence of stacking-fault de-
for density fluctuations in the bulk liquid. Shen and Oxtoby fects at the junction of fcc and hd¢pexagonal-close-packged
thus develop parameter-free equations of Lennard-Jondslands which must anneal away for thell} interface to
crystallization and melting kinetics that are solved numeri-advance. The “stacking-fault-drag” effect identified by
cally for various velocities/undercoolings. The authors conBurkeet al.is expected to be strongest for systems with low
clude that the results for crystallization are qualitatively con-values of the SFE, where high concentrations of defective
sistent with models of collision-limited growth kinetics. hcp islands may be expected at the solid-liquid interface. In
However, as in the DFT model of Mikheev and Chernov, thethe present study we have considered a potential for Ni
absolute rates of crystallization for the LJ system derived bywhich yields a SFE of approximately 45 mJwhich is at
Shen and Oxtoby are found to be significantly smaller thaneast an order of magnitude larger than the value for
the MD results of Broughton, Gilmer, and Jackson. Lennard-Jones and a factor of 5 larger than Au. Consistent
with this higher SFE value, we find a value gfjgo/ 111
=1.49 for Ni that is substantially smaller than the values of
2.0-3.6 reported for Lennard-Joh&Y and Au?24

The present results yield the following kinetic anisotropy  An alternative framework for understanding the origin of
values for FBD-EAM Ni: w0/ p110=1.40+=0.12 and w anisotropy is offered by the kinetic DFT formulation of
100/ p111=1.49+0.26. The ordering ofw with crystallo-  Mikheev and Cherno%f In the Mikheev and Chernov for-
graphic orientation, namely 100> 110> 111, 1S CONsistent  mulation, anisotropy inu originates from the geometrical
with all previous MD results for fcc-based systems. It hasprojection upon the growth direction of density waves with
been pointed out by several authdrs?*previously that this  wave vector§G,} corresponding to the minimal reciprocal
ordering is inconsistent with the commonly suggested scallattice vectors of the crystal. For fcc-based crystals the theory
ing of the kinetic coefficient with crystalline interplanar of Mikheev and Chernov predicts values for kinetic anisotro-
spacingd,, since for fcc crystalsl;;1>dg0>d110- pies of wigo/ p11~1.41 andwqoof m117~1.29. It is interest-

Huitema et all’ have suggested recently that the fasting to note that the Mikheev and Chernov model correctly
growth of {100 relative to both{111} or {110 interfaces predicts fastest growth fdrl0C} orientations despite the fact
results from a unique feature of the equilibrium density pro-that the interlayer-expansion effect identified by Huitema
file for this orientation. Fof100 interfaces it is known that et all” is not explicitly incorporated into the theory. The
the interlayer spacing increases from a valuedgf, in the ~ DFT model also yields values for the raig oo/ 1119 CONSIS-
solid tod;;; near the bulk liquid® Huitemaet al. show that  tent with the present and previous simulation results. For the
this interlayer expansion counteracts the decrease in particleennard-Jones and Au systems, the Mikheev and Chernov
density accompanying the transition from solid to liquid, re-model underestimates the magnitudeuafo/ p1117~2.0-3.6

C. Kinetic anisotropy
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derived by MD%17192324Thjs discrepancy may in part re- Ray'?for Na and Celestini and Debiefrefor Au.
flect the stacking-fault-drag effect discussed above, which is (3) In comparison to previous studies for related fcc-based
not explicitly accounted for in the DFT model. For Ni, our systems, we find a number of differences in the kinetics of
present MD resultuqgof/ 1111=1.49, shows a trend towards {111} interfaces. Specifically, our results fpr;; are found
improved agreement with the Mikheev and Chernov predicto be relatively insensitive to size of the MD simulation cell.
tion with increasing SFE. At present it remains unclear whyFurther, the anisotropy. o/ 1111 Calculated for the Ni po-
the Mikheev and Chernov model appears to be reasonablgntials of Foiles-Baskes and Dgw.49(23)| is substantially
accurate for predicting kinetic anisotropy while underesti-smaller than related values of 2.0-3.6 derived for the low-
mating the overall magnitude qf (see above SFE Lennard-Joné%!” and Au(Refs. 23 and 24systems.
(4) The Broughton-Gilmer-Jacksdmodel for collision-
limited growth yields predictions fog o in reasonably good
_ . agreement with the present Ni results. The DFT model of
The results of the present NEMD study of the kinetic \jikheev and Chernd underestimates by approximately
coefficient in elemental Ni can be summarized as follows. 2504 the magnitudes qi derived here, while producing es-

(1) Using the EAM Ni potential of Foiles, Baskes, and {jmates for kinetic anisotropy that are consistent with the
Daw, we obtain the following orientation-dependent Valuespresent results.

+1.6, anduq11=24.1+4.0 in units of cm/sK. The associ-
ated Kkinetic anisotropies are thus calculated to be
taool p110= 1.40+0.12 and wqgo/ p11:=1.49+0.26. The This research was supported by the U.S. Department of
present results are demonstrated to be relatively insensitidénergy, Office of Basic Energy Sciences, under Contracts
to the choices of system size and thermostat/piston-maddos. DE-FG02-01ER4591(D.Y.S., M.A. and J.J.H.and
variables employed in the NEMD simulations. DE-FG02-92ER45471D.Y.S), as well as the DOE Compu-
(2) Our results feature highly symmetric melting and tational Materials Science Network program. Use was made
growth kinetics in the regime of low undercoolings exploredof resources at the National Energy Research Scientific Com-
in this work. These results are thus in agreement with thosputing Center, which is supported by the Office of Science of
of Tepper and Briels for the Lennard-Jones systétmhile  the Department of Energy under Contract No. DE-ACO03-
they are qualitatively different from the asymmetric melting 76 SF00098. We gratefully acknowledge helpful discussions
and growth kinetics obtained with MD by Tymczak and with Professor Alain Karma and Professor Franck Celestini.

V. SUMMARY

ACKNOWLEDGMENTS

*Permament address: Institute of Solid State Physics, Academi®W.J. Briels and H.L. Tepper, Phys. Rev. Létd, 5074 (1997.

Sinica, 230031-Hefei, China.

IR. Willnecker, D.M. Herlach, and B. Feuerbacher, Phys. Rev.

Lett. 62, 2707(1989.

2J.W. Lum, D.M. Matson, and M.C. Flemings, Metall. Mater.
Trans. B27B, 865 (1996.

3K. Eckler, F. Gatner, H. Assadi, A.F. Norman, A.L. Greer, and
D.M. Herlach, Mater. Sci. Eng., 226-228 410 (1997).

4D.M. Matson, inSolidification 1998 edited by S.P. Marsh, J.A.
Dantzig, R. Trivedi, W. Hofmeister, M.G. Chu, E.J. Lavernia,
and J.-H. Chun(The Mineral, Metals and Materials Society,
Warrendale, PA, 1998p. 233.

SW.J. Boettinger, S.R. Coriell, A.L. Greer, A. Karma, W. Kurz, M.
Rappaz, and R. Trivedi, Acta Matet8, 43 (2000.

6J. Bragard, A. Karma, Y.H. Lee, and M. Plapp, Interface $6.
121 (2002.

"M.E. Glicksman and R.J. Schaefer, J. Cryst. Growth297
(1967).

8G.H. Rodway and J.D. Hunt, J. Cryst. Growth2, 554 (1991).

"H.E.A. Huitema, M.J. Vlot, and J.P. van der Eerden, J. Chem.
Phys.111, 4714(1999.

184 E.A. Huitema, B. van Hengstum, and J.P. van der Eerden, J.
Chem. Phys111, 10 248(1999.

193.J. Hoyt, B. Sadigh, M. Asta, and S.M. Foiles, Acta Matit.
3181(1999.

20H L. Tepper and W.J. Briels, J. Cryst. Grow280, 270 (2001).

21H.L. Tepper and W.J. Briels, J. Chem. Ph{45 9434(2001).

22H.L. Tepper and W.J. Briels, J. Chem. Phy46, 5186(2002.

Z3F, Celestini and J.-M. Debierre, Phys. Rev6& 041605(2002).

243.J. Hoyt and M. Asta, Phys. Rev. &5, 214106(2002.

253. Hoyt, M. Asta, and A. Karma, Interface St0, 149 (2002.

28K A. Jackson, Interface Scil0, 159 (2002.

27K.A. Jackson and B. Chalmers, Can. J. Pt84.473(1956.

28H A. Wilson, Philos. Mag50, 238 (1900.

293, Frenkel, Phys. Z. Sowjetunidn 498 (1932.

30D, Turnbull and B.G. Bagley, Solid State Chef).526 (1975.

93.Q. Broughton, G.H. Gilmer, and K.A. Jackson, Phys. Rev. Lett_ S-R. Coriell and D. Turnbull, Acta MetalB0, 2135(1982.

49, 1496(1982.
10E, Burke, J.Q. Broughton, and G.H. Gilmer, J. Chem. PiBgs.
1030(1988.
11c.J. Tymezak and J.R. Ray, Phys. Rev. L6&#, 1278(1990.
2¢ 3. Tymczak and J.R. Ray, J. Chem. P9%.7520(1990.
13C.F. Richardson and P. Clancy, Mol. Simi).335(1997).
14C.F. Richardson and P. Clancy, Phys. Rev® 12 260(1992.
15R. Moss and P. Harrowell, J. Chem. Ph§80, 7630(1994.

32M.S. Daw and M.I. Baskes, Phys. Rev. Ldf), 1285(1983.

33M.S. Daw and M.I. Baskes, Phys. Rev.ZB, 6443(1984).

345 M. Foiles, M.I. Baskes, and M.S. Daw, Phys. Re\33 7983
(1986.

35A.F. Voter and S.P. Chen, i@haracterization of Defects in Ma-
terials, edited by R.W. Siegel, J.R. Weertmann, and R. Sinclair,
Mater. Res. Soc. Symp. Pro82 (Materials Research Society,
Pittsburgh, 198) p. 175.

024108-10



KINETIC COEFFICIENT OF Ni SOLID-LIQUID . .. PHYSICAL REVIEW B69, 024108 (2004

361n our previous work for Ni, values of for low undercoolings 54 Baletto, C. Motter, and R. Ferrando, Chem. Phys. 1354, 82
were estimated by extrapolating nonlinear velocity vs under- (2002.
cooling data from relatively high temperatures. Due to relatively>>0.R. de la Fuente and J. Soler, Phys. Rev. 18%£.3159(1998.
large statistical scatter in our previous data, this procedure repf*®Smithell's Metals Reference Bqaédited by E.A. Brande&But-
resents a potential source of uncertainty in our estimated values terworths, Boston, 1993

- for 1« anisotropy for low interface velocities. 5'M. Asta, D.Y. Sun, and J.J. Hoyt, ithermodynamics, Micro-
SBS-M- Foiles, Phys. Rev. B2, 3409(1985. structure and PlasticityVol. 108 of NATO Advanced Studies
J.R. Morris, C.Z. Wang, K.M. Ho, and C.T. Chan, Phys. Rev. B |nstitute Series Il: Mathematics, Physics, and Chemistrited
49, 3109(1994. by A. Finel, D. Mazere, and M. Veror(Kluwer Academic Pub-
39J.R. Morris and X.Y. Song, J. Chem. Phyid6 9352 (2002. lisher, Norwell, MA, 2003.
“°D. Alfé, M.J. Gillan, and G.D. Price, J. Chem. Ph{ld6 6170  58p R. Uhimann, J.F. Hays, and D. Turnbull, Phys. Chem. Glasses
" (2002).. . 8, 1(1967.
S.M. Foiles and M. Daw, computer coseNamo (Sandia Na- %9t js also interesting to note that the simulation cells employed in
tional Laboratories, unpublishgd these simulations featured asymmetric boundary conditions with
#2s.J. Plimpton and B.A. Hendrikson iMaterials Theory and liquid-vapor and one solid-vapor interface on either end of the

Modeling edited by J. Broughton, P.D. Bristowe, and J.M.  pox.
Newsam, Mater. Res. Soc. Symp. Proc. 881 (Materials Re-  60F Ercolessi, M. Parinello, and E. Tossatti, Philos. Ma&8A213

search Society, Pittsburgh, 1999. 37. (1988.
“3M.P. Allen and D.J. TildesleyComputer Simulation of Liquids 6LF, Celestini, F. Ercolessi, and E. Tosatti, Phys. Rev. Z&t3153
(Clarendon Press, Oxford, 1993 (1997.
*'S. Nose J. Chem. Phys81, 511 (1984; Mol. Phys.52, 255 627 E Carlsson, Solid State Phy43, 1 (1990.
(1984. 83F. Celestini(private communication
“S\W.G. Hoover, Phys. Rev. 81, 1695(1985; 34, 2499(1986. 64a. Karma, Phys. Rev. Letf70, 3439(1993.
46H.C. Andersen, J. Chem. Phy&, 2384(1980 GSA' Karma, Phys Rev. B8, 3441(1993
*’M. Parinello and A. Rahman, Phys. Rev. Letf, 1196(1981). 66| \/ Mikheev and A.A. Chernov, J. Cryst. Growthl2, 591
48M. Parinello and A. Rahman, J. Appl. Phys2, 7182 (1981). (1991).
“9M. Parinello and A. Rahman, J. Chem. Phys, 2662(1982. 575.A. Schofield and D.W. Oxtoby, J. Chem. Phg4, 2176(1997).
%S M. Foiles and J.B. Adams, Phys. Rev4B 5909(1989. 68, Lowen, S.A. Schofield, and D.W. Oxtoby, J. Chem. Pi.
S1E.T. Chen, R.N. Barnett, and U. Landman, Phys. Re40B924 5685 (1991).
(1989. 89H. Lowen and J. Bechoefer, Europhys. Let6, 195 (1991).
52In the default fixed-pressure dynamics in #hevamo and PARA- °D.W. Oxtoby and P.R. Harrowell, J. Chem. Phy@6, 3834
DYN codes an additional term of the formpL , is added to the (1992.

right-hand side of Eq(3). The additional boundary drag terfh ~ "1Y.C. Shen and D.W. Oxtoby, J. Chem. Phy84, 4233(1996.
has the effect of siginificantly decreasing the equilibration time”E.G.D. Cohen, P. Westerhuijs, and I.M. de Schepper, Phys. Rev.
in a constant-pressure simulation, lB# 0 is inappropriate for Lett. 59, 2872(1987).
free solidification simulations. At a constant crystallization rate, ”®W.A. Curtin and N.W. Ashcroft, Phys. Rev. LeB6, 2776(1986.
[ ,=0 andL=const, meaning the pressure will equilibrate at "*R. Ohnesorge, H. lwen, and H. Wagner, Phys. Rev.48, 2870
some value other than the desired pressaﬁeand thus the (1991.
undercooling will be altered. In all simulations reported here we’®J.Q. Broughton and G.H. Gilmer, J. Chem. Pt84.5749(1986.
employ standard Parinello-Raman dynamics with no boundary®R.L. Davidchack and B.B. Laird, J. Chem. Phykd8 9452
drag term. (1998.

53y.G. Chusak and L.S. Bartell, J. Phys. Chel5 11 605(200).  ’’B.B. Laird (private communication

024108-11



