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Kinetic coefficient of Ni solid-liquid interfaces from molecular-dynamics simulations
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The kinetics of isothermal crystallization and melting are studied for elemental Ni employing non-
equilibrium molecular-dynamics simulations based on interatomic potentials of the embedded-atom-method
form. These simulations form the basis for calculations of the magnitude and crystalline anisotropy of the
kinetic coefficientm, defined as the constant of proportionality between interface velocity and undercooling.
We obtain highly symmetric rates for crystallization and melting, from which we extract the following values
of m for low index $100%, $110%, and$111% interfaces:m100535.8622, m110525.561.6, andm111524.1
64.0 in units of cm/s K. The results of the present study are discussed in the context of previous molecular-
dynamics simulations for related systems, and kinetic models based upon transition-state and density-
functional theories.
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I. INTRODUCTION

The kinetic coefficientm of a molecularly rough solid-
liquid interface is the constant of proportionality betwe
growth velocity and undercooling. For metallic systems
magnitude and associated crystalline anisotropy ofm are
known to be critical factors governing crystallization rat
and growth morphologies under rapid solidification con
tions~e.g., Refs. 1–6!. To date few direct measurements ofm
are available experimentally,7,8 and much of the current the
oretical understanding of crystal-melt interface kinetics h
been derived from atomic-scale molecular-dynamics~MD!
and Monte Carlo simulations.9–26

In the pioneering MD work of Broughton, Gilmer, an
Jackson,9 crystal-growth simulations for Lennard-Jon
$100% interfaces yielded appreciable crystallization ra
even at very low temperatures where the liquid diffusivity
negligible. These results were thus found to be inconsis
with transition-state theories of growth kinetics in whic
adatom attachment to the growing solid is modeled as a t
mally activated~diffusion-limited! process.26–29 The results
of Broughtonet al. were however consistent with the obse
vations of Turnbull and co-workers,30,31suggesting that crys
tallization kinetics for pure metals are governed not by d
fusive time scales, but rather the frequency of adat
‘‘collisions’’ with the crystal-growth surface. Based on the
MD results, Broughton et al. formulated a model of
collision-limited growth with parameters adjusted to fit t
Lennard-Jones MD data. The Broughton-Gilmer-Jack
growth model has been shown to yield values form consis-
tent with experimental measurements in Pb~Ref. 8! and MD
simulations for a number of face-centered-cubic~fcc! form-
ing metals.24

In the context of macroscopic crystal growth, an imp
tant result from MD simulations is the finding of appreciab
crystalline anisotropy inm. For the Lennard-Jones system
Burke et al. found that$111% interfaces grow at rates two t
three times slower than$100%. Comparable anisotropies hav
0163-1829/2004/69~2!/024108~11!/$22.50 69 0241
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been derived in more recent simulation studies for$100%,
$110%, and$111% interfaces in the Lennard-Jones system17 as
well as the metals Ni, Ag, Au, and Cu.19,24,23 For each of
these fcc-forming systems the fastest and slowest gro
rates in MD are obtained for$100% and $111% orientations,
respectively, with kinetic anisotropies spanning the ran
m100/m110'1.4–1.8 and m111/m100'2.0–3.6. In recent
quantitative phase-field simulations of dendritic solidificati
for elemental Ni, Bragardet al.6 demonstrated that kinetic
anisotropies of this magnitude play a dominant role in
selection of growth morphologies and dendrite tip velocit
at high undercoolings. As discussed in the final section, s
eral alternative models have been proposed to explain
dependence ofm on crystallographic orientation and a
present a clear consensus is lacking concerning the domi
microscopic sources of kinetic anisotropy for molecula
rough solid-liquid interfaces.

In the present work we have undertaken a detailed st
of the kinetic coefficient of elemental Ni employing MD
simulations based upon embedded-atom-method~EAM! in-
teratomic potentials.32–35This study follows upon our earlie
MD investigations of crystallization kinetics19,24for a variety
of EAM metals including Ni. The present work was mot
vated largely by the results of the recent phase-field calc
tions of Bragardet al.6 demonstrating a high level of sens
tivity in predicted Ni dendrite growth velocities an
morphologies to relatively small uncertainties in the anis
ropy of m. In the current work we focus on computing re
fined estimates ofm for $100%, $110%, and$111% interfaces
directly in the regime of low undercoolings relevant for th
modeling of dendrite growth.36 This work includes a com-
parison of results derived from separate nonequilibrium M
~NEMD! methods, and an analysis of the effects upon cal
lated growth rates arising from choices of system size
dynamical ‘‘thermostat’’ and ‘‘piston mass’’ variables. Inte
face velocities are also calculated for both positive and ne
tive undercoolings in order to investigate the generality o
©2004 The American Physical Society08-1
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recent result by Celestini and Debierre23 featuring appre-
ciable asymmetry between melting and growth kinetics
EAM Au.

The remainder of the paper is organized as follows. T
following section includes results of calculated melting pro
erties for the EAM potentials considered in this work. D
tails of the NEMD simulations, and calculated crystallizati
and melting kinetics are presented in Sec. III. The results
the present MD studies are subsequently discussed in
context of alternative theoretical models for the magnitu
and crystalline anisotropy ofm. The conclusions drawn from
this work are summarized in Sec. V.

II. CALCULATED MELTING PROPERTIES

The present simulations are based upon the Fo
Baskes, and Daw~FBD!, Ref. 34, EAM potential for Ni,
which yields equilibrium melting properties~see below! and
liquid structure factors37 in very reasonable agreement wi
experimental data. As will be made clear below, the
proaches used to derivem by NEMD simulations require
precise values for the equilibrium melting temperatureTM .
In this section we describe our procedure for calculatingTM
by MD using a slight modification of the coexistence a
proach introduced by Morris and co-workers38,39 ~see also
Ref. 40!. In these and all other simulations described in
following, we have employed theDYNAMO ~Ref. 41! and
PARADYN ~Ref. 42! serial and parallel MD codes. Equation
of motion for all simulations have been integrated using
predictor-corrector algorithm43 with time steps of 0.002 or
0.003 ps.

To derive melting temperatures we begin by perform
standardN-P-T ~constant number, pressure, and tempera
ensemble! MD simulations to determine the equilibrium
~zero-pressure! lattice parameter of the bulk fcc crystal as
function of temperature. Subsequently, we equilibrate a c
talline simulation cell at a temperature and lattice const
corresponding to our initial estimate ofTM . Half of the at-
oms in the cell are subsequently melted using const
volume simulations with half of the atoms fixed and the o
ers maintained at temperatures approximately 1000 K ab
TM employing a Nose´-Hoover thermostat44,45 or Monte
Carlo simulation. This procedure results in a periodic tw
phase solid-liquid simulation cell containing two crystal-m
interfaces. Keeping the solid atoms fixed, the liquid is s
sequently equilibrated at the estimated melting temperat
allowing the cell length normal to the interfaces to adjust
minimize stress. This equilibration phase is typically p
formed with simulations lasting on the order of 500 ps. Ne
the entire system is allowed to relax employing canonic
ensemble~fixed N, T, and volume! simulations lasting up to
1 ns with the temperature maintained at the estimated v
of TM . A refined estimate ofTM is then derived employing
Andersen-Parinello-Rahman dynamics46–49with no imposed
temperature thermostat. In these simulations the periodic
mensions parallel to the solid-liquid interfaces are held fix
while the length normal is allowed to evolve dynamica
with zero imposed stress. The refined estimate ofTM is de-
rived from the average temperature measured from such
02410
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existence simulations lasting up to several nanoseconds.
dimensions of the simulation cell are subsequently scale
the appropriate value of the crystal lattice constant co
sponding to the new estimate ofTM , and an additional co-
existence simulation is performed to refine the value of
melting temperature further. This process is iterated until
coexistence temperature is derived corresponding to z
stress in the bulk crystal and liquid phases, giving our fi
estimated value ofTM .

Table I reports values ofTM derived from the coexistenc
approach using each of the cell geometries employed in
NEMD simulations described below. The geometries of th
different cells are denoted as follows. For each cell (hkl)
refers to the orientation of the solid-liquid interfaces. F
(001), (103103100) and (153153100) correspond to
cells with periodic lengths that are respectively 10 and 15
nearest-neighbor spacings in length along thex and y ~fcc

@11̄0# and@110#) directions parallel to the interface; prior t
melting the initially crystalline cell contains 100 layers alon
the normal directionz. Similarly for (111), (n3n399) cells
aren nearest-neighbor spacings in length alongx ~fcc @11̄0#

direction!, n layers in length alongy (@112̄#), and contain 99
initially crystalline layers alongz (@111#). Finally, the (8
3103120) cell for (110) has dimensions of 8 times the f
lattice constant alongx (@001#), 10 times the nearest
neighbor distance alongy (@11̄0#), and 120 initially crystal-
line layers in z. Note that, for (001) and (111) interfac
orientations, simulation cells with two different dimensio
are considered to investigate system-size effects in the
culations form ~see below!.

The values ofTM reported in Table I show slight varia
tions~up to'20 K or about 1%) with cell size and interfac
orientation. These differences reflect the magnitude of
size effects associated with our approach for computingTM .
In particular, we have found for related systems that
variation of the calculated melting temperatures with int
face orientation can be minimized by enlarging the late
size of the simulation cell. From the average of the results
Table I we estimate a bulk zero-pressure melting tempera
for the FBD Ni potential ofTM'1710610 K. This value is
in reasonable agreement with previous values ofTM calcu-
lated for the same potential: Foiles and Adams obtainedTM
51740 K employing a thermodynamic integration method50

while Chen, Barnett, and Landman deriveTM51733

TABLE I. Melting temperaturesTM derived from coexistence
simulations employing varying cell sizes and interface orientatio
The notation for system size is described in the text. For the ca
lated melting temperatures, error bars denote 95% confidence i
vals.

Orientation Size Number of particles TM(K)

~100! 103103100 10000 1714.462.8
~100! 153153100 22500 1712.664.0
~110! 83103120 9600 1701.165.6
~111! 10310399 9900 1720.162.4
~111! 20320399 39600 1707.661.4
8-2
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KINETIC COEFFICIENT OF Ni SOLID-LIQUID . . . PHYSICAL REVIEW B69, 024108 ~2004!
622 K.51 Table II provides a comparison between our c
culations and experimentally measured melting properties
cluding TM , the latent heat per atom (L), and the volume
change on melting:Dv5v l2vs , wherevs and v l denote
atomic volumes in the solid and liquid phases, respective

In the following section we employ a NEMD method fo
extractingm from measured crystallization~or melting! ve-
locities resulting from imposed stressPn normal to the solid-
liquid interface. The implementation of this method requir
a knowledge of the variation ofTM as a function ofPn ,
which can be derived readily using the same coexiste
approach described above. Specifically, starting with
solid-liquid cells equilibrated with zero imposed stress
perform additional coexistence simulations with nonzero v
ues of an externally imposedPn , and determine the value o
TM(Pn) from the resulting average temperature. Results
shown in Fig. 1 which plotsTM vs Pn for the three different
interface orientations. For each simulation cell a linear re
tion ~within statistical uncertainty! is obtained consisten
with the behavior expected from the Clausius-Clapeyron
lation. The offsets of the different lines~and most likely the
apparent differences in slope as well! reflect the aforemen
tioned finite-size effects.

III. SIMULATIONS OF MELTING AND GROWTH
KINETICS

Under isothermal conditions, the kinetic coefficientm is
defined as the proportionality constant between the velo

TABLE II. Comparison of calculated and experimentally me
sured~Ref. 56! melting properties for Ni.

TM(K) L(eV/atom) Dv(Å3/atom)

Calculated 1710 0.18 0.867
Experiment 1726 0.181 0.67

FIG. 1. Calculated melting temperatures as a function of
posed stressPn normal to the solid-liquid interfaces. The circles a
the MD results, and the line represents a least-squares fit to the
02410
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V of a solid-liquid interface and its undercooling@DT5T
2TM(P)#:

V~T!5m@T2TM~P!#, ~1!

whereT andP denote the temperature and imposed press
respectively, andTM(P) is the pressure-dependent meltin
temperature. From the structure of Eq.~1!, several alternative
NEMD approaches can be formulated for the calculation
m. For example, one can impose a temperatureT above or
belowTM to a solid-liquid system, and measure the result
interface velocity to extractm. This approach, which ha
been implemented by a number of authors previously,16–21,24

will be referred to below as thefree solidification ~FS!
method. Alternatively, one can maintain the temperature o
solid-liquid system at the zero-pressure melting po
@TM(P50)# and impose a finite external normal stress,
sulting in a modified melting temperature~cf., Fig. 1!, a fi-
nite DT, and associated interface growth or melting. Th
approach will be referred to as theimposed pressure~IP!
method. While FS and IP methods are formally related,
details surrounding their implementation in NEMD simul
tions are clearly different. A comparison of the results d
rived from these different approaches thus serves as a c
on the accuracy of the assumptions underlying the appl
tion of the NEMD methods. In the following sections w
present a detailed discussion of our implementation of the
and IP methods, and show that the two give results form in
good agreement in their application to EAM Ni.

In the present work we have also investigated a th
NEMD for calculatingm based on Eq.~1!, involving the
imposition of forced interface velocities. In thisforced veloc-
ity ~FV! method, the periodic length of the simulation ce
normal to the solid-liquid interface is uniformly scaled
produce a constant rate of change of the volume of the so
liquid system while the temperature is maintained at
zero-pressure melting point. As the volume is scaled,
pressure in the system builds up and simultaneously crys
lization or melting commences. Eventually, the system is
served to approach a steady-state condition in which the
posed volume scaling is compensated by the rate
crystallization or melting. The corresponding driving forc
for this interface motion can then be derived from the stea
state average value of the pressure, which is converted t
effective undercooling using the Clausius-Clapeyron relat
~Fig. 1!. While the FV method was found to yield growth an
melting rates consistent with the FS and IP methods, m
longer equilibration times were required to achieve stea
state kinetics with this approach~presumably due to the fac
that the constant scaling of volume suppresses density
tuations allowed in the FS and IP methods!. Due to these
long equilibration times it was difficult to ascertain wheth
steady-state conditions were realized in the simulations,
calculated growth velocities featured relatively high statis
cal uncertainties. For these reasons, the FV approac
viewed to be less practical than either the FS or IP NEM
methods.

-

ta.
8-3



av

um

e
r-

s-

r
W

b
on

n
le

nd
th

ta

te

ive

s
t

-
nd
ith
tin
W

ve
s

m-
ing

of
ate

ome
ili-

is
be-

e
e of

ems
h/
ly
the

of

on
10
-
e

e-
the

s a
i-
set

-
-
ns,
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A. Dynamics and initial conditions

Free-solidification and imposed-pressure results h
been received employing simulations in anNTAPn en-
semble corresponding to constant values of the particle n
ber ~N! and temperature (T), as well as the areaA parallel
and stressPn normal to the solid-liquid interfaces. Thes
simulations employ the well-known equations of motion fo
mulated by Andersen,46 Parinello and Rahman,47–49 Nosé,44

and Hoover,45 which introduce extra dynamical variables a
sociated with thermal inertiaQ and piston massM. In the
application of these equations of motion to calculations ofm,
it is important to check that computed growth velocities a
insensitive to the choice of these dynamical variables.
present below a comparison of results form derived from a
few different choices ofQ andM, and for the following it is
thus useful to clarify the definition of these parameters
providing explicit expressions for the equations of moti
employed in the current simulations.

Let La (a5x,y,z) denote the periodic lengths of a
orthorhombic simulation cell. The position of each partic
~i! is given in scaled coordinates bysa

i 5r a
i /La . The equa-

tions of motion forsa
i andLa read~where dots denote time

derivatives!

s̈a
i 5

f a
i

mLa
2S 2

L̇a

La
1j D ṡa

i , ~2!

L̈a5
~Pa2Pa

0 !V

MLa
, ~3!

wheref i is the interatomic force on particlei, m is the par-
ticle mass,V denotes the volume of the simulation cell, a
Pa and Pa

0 are the instantaneous and imposed values of
stress along the normal directiona, respectively.52 M andj
in Eqs. ~2! and ~3! denote the piston mass and thermos
friction coefficient, respectively. In the Nose´-Hoover
scheme, the equation of motion for the latter can be writ
as

j̇5
T2T0

Q
, ~4!

whereQ is the thermal inertia, andT andT0 denote instan-
taneous and imposed values of the temperature, respect
For most of the present simulationsM and Q are set as
100 eV ps2/Å2 and 200 K ps2, respectively, although result
are also presented below using slightly different values
investigate whether the final calculations form are sensitive
to their choice.

All of the simulations of crystal growth and melting pre
sented below have been performed using, as initial co
tions, simulation cells prepared as follows. We begin w
solid-liquid systems equilibrated at the zero-pressure mel
point employing the approach described in Sec. II above.
then prepare initial cells for growth~melting! simulations
containing approximately 15% crystal~liquid! and 85% liq-
uid ~crystal! by slowly melting ~growing! the crystal using
free-solidification simulations performed roughly 5 K abo
~below! the equilibrium melting point. The resulting system
02410
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are subsequently equilibrated for 300 ps at the melting te
perature. Six different configurations are extracted dur
this equilibration phase~50 ps apart! which provide the ini-
tial atomic positions for subsequent NEMD simulations
melting or growth. From these starting structures we initi
melting or growth by~instantaneously! changing either tem-
perature or pressure as described below. Consequently, s
time is required for the liquid and solid structures to equ
brate after these sudden ‘‘quenches.’’ A transient period
thus observed in the subsequent isothermal simulations,
fore the system reaches steady-state growth or melting~see
below!. At this point it is therefore important to emphasiz
an important aspect of the present work, namely, the us
very small values (DT/TM,2%) for undercooling/
superheating. With these small undercoolings, the syst
remain close to equilibrium at the initiation of the growt
melting simulations. This allows us to avoid the relative
long time scales that have been demonstrated to govern
equilibration of liquid structure in quenching simulations
highly undercooled melts~e.g., Refs. 53–55!.

B. Free solidification simulations

Figure 2 shows the results of a typical free-solidificati
simulation, performed at an undercooling of 10 K for a
3103100 simulation cell with an (001) oriented solid
liquid interface. The top and bottom panels plot the volum
and potential energy of the system~per atom!, respectively,
as a function of simulation time. The thin solid lines repr
sent results derived from six independent systems, and
solid line is obtained by averaging. Each system display
similar transient behavior for an initial period of approx
mately 100 ps, before steady-state growth is observed to

FIG. 2. The volume per atom~upper panel! and potential energy
per atom~lower panel! as a function of time during a free solidifi
cation simulation for a$100% oriented interface with 10 000 par
ticles. The thin lines represent results from six independent ru
while the thick lines are averages.
8-4
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in. During the subsequent solidification of the system,
potential-energy and volume decrease accompanying
growth of the crystal.

From the results plotted in Fig. 2, and a knowledge of
volume and potential-energy differences between bulk s
and liquid phases, the interface velocityV can be readily
extracted~e.g., Refs. 17,19!. For a given steady-state valu
of the slope of volume versus time (V̇), V is given as

V~DT!5
V̇d

2n~v l2vs!
, ~5!

wherevs andv l denote volumes per atom for bulk solid an
liquid phases, respectively, and the factor of 2 accounts
the presence of two interfaces in the periodic simulation c
In Eq. ~5!, d and n denote the interplanar spacing and t
number of atoms per layer in the growth plane of the crys
respectively.V(DT) can also be derived independently fro
the steady-state slope of the potential energy (Ė):

V~DT!5
Ė~v l2vs!

2A~el2es!
, ~6!

whereA is the cross-sectional area of the simulation cell, a
es and el denote the potential energies~per atom! for bulk
solid and liquid, respectively. In the results that follow w
have found that Eqs.~5! and ~6! give essentially identica
values for steady-state interface velocities, consistent w
the findings of Huitemaet al.17

Figures 3 and 4 give velocity versus undercooling res
for (001) and (111) interfaces derived from FS simulatio
employing different system sizes and alternate choices
the thermostat and piston-mass variables. In these figure

FIG. 3. Velocity versus undercooling results derived from fre
solidification simulations for$100% solid-liquid interfaces employ-
ing simulation cells with 10 000 particles and three different choi
for the dynamical thermostat~Q! and piston-mass~M! parameters.
The units forQ andM are given in the text. In this and subseque
figures error bars denote standard errors on the mean values o
measured velocities derived from the six independent simulati
and solid lines correspond to least-squares fits to the data.
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open symbols are derived from Eqs.~5! and~6! using steady-
state values ofV̇ andĖ averaged over six independent ru
for each undercooling. Error bars denote estimated uncert
ties ~standard errors! in the mean value ofV, obtained from
the variance of the interface velocities derived separa
from each of the six independent simulations for a givenDT.

In Fig. 3 we show results for (001) oriented interfac
derived from 103103100 simulation cells with different
choices of the thermostat and piston-mass variables defi
in Eqs. ~2!–~4!. The solid line in Fig. 3 represents a leas
squares fit to all of the data. For each set of simulation d
a linear relation betweenV and DT is obtained over the
range of undercoolings examined. From the slope of thV
versusDT data in Fig. 3 we obtain the values ofm given in
the first three lines of Table III. Within the statistical prec
sion of the simulations, the calculated values ofm are found
to be insensitive to the choice ofQ andM.

In Fig. 4 we plot velocity-undercooling data derived b
FS simulations for (001) and (111) interfaces with varyi
dimensions of the simulation cell parallel to the solid-liqu

-

s

t
the
s,

FIG. 4. Velocity versus undercooling results for$100% and$111%
interfaces derived from free-solidification simulations employi
cells with varying lateral dimensions.

TABLE III. Values for the kinetic coefficient derived from free
solidification ~FS! and imposed-pressure~IP! NEMD methods for
different interface orientations, system sizes, and choices of the
inertia ~Q! and piston-mass~M! parameters; error bars onm denote
95% confidence intervals.

Orientation Size Q M Method m(cm/s K)

~100! (103103100) 40 100 FS 35.664.5
~100! (103103100) 200 200 FS 38.168.3
~100! (103103100) 200 100 FS 35.463.1
~100! (153153100) 200 100 FS 37.063.0
~100! (103103100) 200 100 IP 38.061.8
~110! (10383120) 200 100 IP 25.561.6
~111! (10310399) 200 100 FS 24.164.0
~111! (20320399) 200 100 FS 22.761.2
8-5
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D. Y. SUN, M. ASTA, AND J. J. HOYT PHYSICAL REVIEW B69, 024108 ~2004!
interface. As in Fig. 3 the results are well described by
linear growth relation. Values ofm extracted from each o
the separate datasets are listed in Table III. Comparing
results from 103103100 and 153153100 simulation cells
for (001) interfaces, we see that the calculated values om
agree to within the estimated statistical uncertainties
5–10 %. This result is consistent with the findings of Cel
tini and Debierre,23 who performed detailed investigations
system size effects in their MD calculations ofm for EAM
Au. For $100% interface orientations these authors find th
the values ofm derived from systems with cross-section
areas comparable to those used here are converged wit
spect to system size to within about 5%.

The last two rows of Table III give values ofm for (111)
interfaces calculated with system sizes differing by a fac
of 4 in cross-sectional area. As for the (001) orientation,
find no indication of a strong system-size dependence
m111. Our results for (111) interfaces in Ni are thus in sha
contrast with previous findings for the Lennard-Jones10 and
EAM Au24,23 systems where large decreases~30–50 %! in
MD-calculated values ofm111 resulted from comparable in
creases in the lateral dimensions of the simulation cells.
the Lennard-Jones and Au systems this strong size de
dence has been attributed to the presence of stacking-
islands formed at the growing crystal-melt interface. The
defects were first identified by Burke, Broughton, a
Gilmer10 ~BBG! in their study of the Lennard-Jones syste
To explain the large size effect for (111) interfaces BB
noted that, since the growing crystal remains free of stack
faults, the defective hcp islands must anneal out for the
terface to advance. In a system with small periodic leng
parallel to the interface, the defect clusters cannot grow
large before contacting clusters from the periodic image
the cell. BBG argued that, since the cluster circumferen
to–area ratio determines the annealing rate, smaller sys
should exhibit faster interface growth velocities, consist
with observations for Lennard-Jones and Au systems. In l
of this explanation, the absence of a pronounced size e
for m111 in the current results for Ni can be interpreted a
reflection of the much higher stacking fault energy in th
system. Specifically, the FBD potentials for Ni predict stac
ing fault energy~SFE! values~see below! that are roughly a
factor of 5 larger than for Au and at least an order of ma
nitude greater than the Lennard-Jones system; a hi
stacking-fault energy should lead to a decrease in the po
lation of defective hcp islands at the growing interface, w
a diminished effect upon crystallization kinetics.

To conclude this section we note that the relatively h
scatter in the data for the six independent simulations sh
in Fig. 2 is qualitatively similar to the results obtained in F
simulations for the Lennard-Jones system by Tepper
Briels.21 In order to average out such statistical variatio
these authors perform 50 independent simulations, and
able to identify two distinct regimes of constant growth ra
in their simulations: a short-time period of relatively rap
growth that they associate with a period of interface rel
ation, followed by a long-time regime associated with ma
roscopic growth. In the present work for EAM Ni, we find n
clear evidence for these distinct growth regimes. This qu
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tative discrepancy between our results and those of Tep
and Briels may be due to differences in the procedures
ployed to set up the initial states for the NEMD simulation
or may reflect differences between EAM Ni and Lenna
Jones systems related to the response of the interface to
changes in temperature. Another possible explanation for
absence of a short time growth regime in the present E
Ni simulations is the system-size effect. Tepper and Bri
report that the initial growth regime is of a much short
duration in their large system size~8096 atoms! than was
found in the smaller systems~4048 atoms!. Presumably the
initial growth phase is shorter still in the larger systems st
ied here and it is possible that the initial growth period li
within the 100 ps transient~see Fig. 2! excluded in our com-
putation of the kinetic coefficient.

C. Imposed-pressure simulations

In the imposed-pressure MD simulations the temperat
of the two-phase solid-liquid system is maintained at
zero-pressure melting point while an external stressPn is
imposed normal to the solid-liquid interface. A positiv
~negative! value ofPn has the effect of raising~lowering! the
equilibrium melting temperature, resulting in a finite bu
undercoolingDT given through the Clausius-Clapeyron r
lations plotted in Fig. 1, and subsequent crystallization~melt-
ing! of the system. The time required for the system
achieve steady-state growth/melting with this method w
found to be comparable to that in the FS approach, i.e.,
proximately 100 ps as shown in Fig. 2. It is important
emphasize that, due to finite-size effects, application of
IP approach requires precise calculations ofTM(Pn) inde-
pendently for each simulation geometry.

Figure 5 provides a comparison betweenV2DT results
obtained by IP and FS methods for (001) interfaces us
103103100 simulation cells. Kinetic coefficients derive

FIG. 5. The interface velocity as a function of undercooli
derived from two different nonequilibrium MD methods, impose
pressure~diamonds!, and free solidification~squares!. Results are
for $100% interfaces and were derived from the simulation ce
containing 10 000 particles.
8-6
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from these two sets of data are given in the third and fi
rows of Table III. The values ofm obtained from the two
methods are found to agree to within the estimated e
bars, at the level of about 10%. As compared to the FS
sults, the IP data in Fig. 5 are seen to feature compar
statistical uncertainties in both the values of interface vel
ity ~estimated from the scatter of six independent runs! and
undercooling~originating from uncertainties in the slope o
the Clausius-Clapeyron relations given in Fig. 1!. Neverthe-
less, with the system sizes and simulation times employe
the present simulations the resulting estimated uncertain
in m derived by the IP method are found to be comparable
those obtained with the FS approach. The good leve
agreement between the FS and IP results provides a
trivial check on the validity of the assumptions underlyi
the current application of NEMD methods to the calculati
of crystal-melt kinetic coefficients.

Given that the FS and IP methods appear to provide c
sistent results, it is worthwhile commenting on which of t
two methods are preferred in practice. As emphasized ab
the IP method requires accurate calculations of theTM(Pn)
relation independently for each simulation geometry cons
ered. By comparison, application of the FS method requ
only an estimate of the zero-pressure melting point. In pr
tice, due to the significant computational cost required
compute theTM(Pn) relation for each simulation cell, FS i
clearly preferred over the IP method in NEMD calculatio
of m.

IV. DISCUSSION

The final results of our calculations form in Ni are sum-
marized in Fig. 6 which plots velocity versus undercooli
relations for$100%, $110%, and $111% interface orientations
derived from free-solidification and imposed-pressu

FIG. 6. The interface velocity as a function of undercooling
$100%, $110%, and$111% orientations. Results plotted with open an
filled symbols were derived by the free-solidification and impos
pressure methods, respectively. In the results quoted form, 95%
confidence intervals on the final significant figure~s! are given in
parentheses.
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NEMD methods. These results yield the following values
the kinetic coefficient:m100535.862.2, m110525.561.6,
andm111524.164.0 in units of cm/s K, where the error de
note 95% confidence intervals bars. For$100% orientations,
this value ofm was derived from least-squares fits ofV vs
DT derived from both FS and IP methods using 10310
3100 simulation cells. The values ofm110 and m111 were
obtained from results of 10383120 IP and 10310
399 FS simulations, respectively. Due to improved statis
and the use of smaller undercoolings in the present wo
these results are viewed to be more accurate than our e
MD calculations of the kinetic coefficient for Ni which
yieldedm100542, m110532, andm111518 cm/s K. The cur-
rently reported value ofm100 is in agreement~within statis-
tical uncertainties! with a value of 3964 cm/s K quoted in
Ref. 57 based upon preliminary results from the curr
work.

A. Symmetry of melting and growth kinetics

The data in Figs. 3–6 feature highly symmetric results
melting and growth kinetics in the regime of low undercoo
ings explored in this work. Our results are thus in agreem
with those of Tepper and Briels who also obtained symme
melting and growth kinetics in NEMD simulations for th
Lennard-Jones system.21 The results are also consistent wi
general arguments based upon microscopic reversib
~e.g., Ref. 58! suggesting that the slope ofV versusDT
should be continuous in the limit of low undercoolings f
rough elemental solid-liquid interfaces. Our present data
Ni and that of Tepper and Briels for the Lennard-Jones s
tem are, however, at variance with the MD results of Tym
zak and Ray11,12 for Na and Celestini and Debierre23 for Au
where clear slope discontinuities are obtained in calcula
V2DT relations at low undercoolings. In these previo
studies melting was found to be faster than solidification
a factor in the range of 1.6–3.6. Based upon their find
that relatively long equilibration times are required
achieve steady-state growth in NEMD simulations of crys
growth, Tepper and Briels argue that the asymmetric kine
calculated for Na may reflect an artifact associated with
use of small system sizes in the early MD simulations
Tymczak and Ray.59 This argument is, however, unable
explain the more recent results of Celestini and Debierre w
employ a directional-solidification MD scheme that allow
simulations of melting and growth to be conducted for tim
substantially longer than in the present simulations.

To explain the qualitative difference between their resu
and those of Tepper and Briels, Celestini and Debierre p
pose that the asymmetric melting and growth kinetics
tained in their simulations reflect a strong tendency towa
structural ordering in the Au crystal-melt interface. Celest
and Debierre point out that their simulations were perform
employing a many-body ‘‘glue’’ potential developed by E
colessiet al.60 which, relative to Lennard-Jones, is known
enhance tendencies towards structural reconstruction
crystal-vapor and liquid-vapor61 interfaces. In this respect, i
was thus suggested that the discrepancy between
Lennard-Jones and Au results reflect differences in the na

-

8-7
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of the interatomic potentials for these systems. In our curr
work for Ni we have employed an EAM potential with
form qualitatively similar to the Au glue potential. The di
crepancy between our results, featuring highly symme
melting/growth kinetics for Ni, and those of Celestini an
Debierre for Au are thus surprising.

Two possible explanations for the discrepancy betw
the results for Ni and Au are as follows. First, even thou
the EAM-Ni potential used here and the glue potential for
have the same ‘‘pair-functional’’62 form, the latter potential
is known to display a more pronounced tendency towa
reconstructions at solid-vapor and liquid-vapor surface63

Hence, it is possible that the asymmetric melting/growth
netics for Au reflect a stronger tendency towards structu
ordering in the solid-liquid interface. A second potent
source for the discrepancy between the current results
those of Celestini and Debierre is the presence of large t
mal gradients in the latter simulations. The MD approa
developed by Celestini and Debierre mimics a directio
solidification experiment in which solidification and meltin
result from ‘‘pulling’’ of the solid-liquid system through a
thermal gradient. Due to the relatively small systems use
MD simulations, the approach employs thermal gradients
the order of 1010 K/m that are many orders of magnitud
larger than experiment~with solid-liquid boundary widths of
approximately two unit cells, a 1010 K/m gradient in Au cor-
responds to a variation in temperature of roughly 80 K o
the interfacial region!. High thermal gradients are known t
have the effect of suppressing capillary fluctuations,64,65 and
solid-liquid interfaces in the Celestini and Debierre approa
are thus expected to be more atomically ‘‘flat’’ than those
the NEMD FS simulations employed here~where the appli-
cation of a thermostat over the entire system leads to hig
uniform temperature profiles21!. Thus, the symmetric melting
and growth kinetics obtained in the present simulations,
in the work of Tepper and Briels, are expected to be m
representative of the dynamics of rough interfaces. Clea
further work is required to completely understand the sou
of the discrepancy between our current results for Ni a
those of Celestini and Debierre for Au. For example,
would be of interest to investigate whether the magnitude
the asymmetry between melting and growth rates obtai
for Au is sensitive to changes in the magnitude of the ther
gradients employed in the directional-solidification M
simulations.

B. The magnitude of the kinetic coefficient

Broughton, Gilmer, and Jackson~BGJ!, Ref. 9, have for-
mulated a model of collision-limited growth kinetics wit
parameters adjusted to fit velocity vs undercooling MD d
for $100% oriented solid-liquid interfaces in the Lennar
Jones system. In the BGJ model, the growth velocityV is
related to interface temperatureT through an equation moti
vated by transition-state theory:

V~T!5V0~T!$12exp@Dg~T!/kBT#%, ~7!

whereDg(T) is the thermodynamic driving force given a
the difference between solid and liquid chemical potentia
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and the kinetic prefactorV0(T) reflects the nature of the
microscopic processes governing adatom attachment to
growing crystal. In the BGJ model this term is given by t
expression

V0~T!5~d/l!~3kBT/m!1/2f 0 , ~8!

where (3kBT/m)1/2 is the thermal velocityVT , d is the in-
terplanar spacing,l50.4a is the average distance from th
center of points distributed randomly within a sphere of
dius equal to the nearest-neighbor spacinga, and f 0 denotes
the fraction of favorable growth sites at the interface. T
value f 050.27 was found to give the best fit to the M
Lennard-Jones data for the@100# growth direction. At low
undercoolings, Eqs.~7! and~8! can be linearized to yield the
following expression for the kinetic coefficient:

m5
d

l

L

kBTM
2

VTf 0 . ~9!

Applying the BGJ model to Ni, using the melting properti
for the FBD potentials given in Table II, we obtain from E
~9! m541 cm/s K, in reasonably good agreement with t
value of 35.862.2 cm/s K derived from the present MD re
sults.

An important feature of the BGJ model for collision
limited growth is the proportionality betweenm and the ther-
mal velocity. Specifically,VT is typically much smaller than
the speed of sound (VS) identified by Coriell and Turnbull31

as an upper bound forV0 in Eq. ~7!. The Coriell and Turnbull
upper limit, m5VsL/kBTM

2 , is commonly employed as a
estimate of the kinetic coefficient in continuum models
dendritic solidification. For Ni, this estimate yields a value
m that is roughly a factor of 5 larger than that obtained fro
the present MD calculations and the BGJ model.19 The scal-
ing of m with thermal velocity has been derived also with
the framework of kinetic density-functional-theory~DFT!
models.66–71

In the kinetic DFT formulation of Mikheev and
Chernov,66 it is assumed that isothermal solid-liquid interfa
velocities are governed by the rate of propagation of crys
line ‘‘density waves’’ in advance of the moving solid-liqui
interface. The model yields the following expression for t
kinetic coefficient:

m5
L

kBTM
2

S~G1!jb

t~G1!N1As
, ~10!

whereN1 is the number of reciprocal lattice vectors in th
minimal set~e.g., N158 for fcc! and jb is the correlation
length in the liquid, i.e., the inverse half-width ofS(k) evalu-
ated at the main peak.As is a factor governing the anisotrop
of m ~see below!. Mikheev and Chernov argue that the u
known terms in Eq.~10! can be replaced by those of th
well-studied hard-sphere system. For example, the relaxa
time is given by72 t'1/2(m/kBT)1/2s, jb is given by'1.8s
andS(G1)'2.85. With the numerical values of the constan
provided by the hard-sphere model, Mikheev and Chern
find m100'0.72 for the Lennard-Jones system as compa
8-8
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to a value of 1.17 from simulation.9 For Pb, the model pre
dicts m'14 cm/s K whereas experiments of Rodway a
Hunt8 yield m52868 cm/s K. For EAM Ni, the theory pre
dicts m100'26 cm/s K whereas the current MD simulatio
give m100535.862.2 cm/s K. Thus, the theory tends to u
derestimate by roughly 25–50 % the magnitudes ofm ob-
tained from experiment and MD simulations. It appears t
the discrepancy between the Mikheev-Chernov model
the MD simulation results is not due to the hard-sphere
proximations. For Ni, using actual values ofS(G1), jb , and
t determined from MD simulations of the bulk liquid, on
finds a kinetic coefficient even lower than that predict
from the hard-sphere result. Interestingly, however,
theory predicts kinetic-coefficient anisotropies in reasona
agreement with the present results for Ni as discussed be

Oxtoby and co-workers have also performed extens
work applying DFT in studies of crystal-growth kinetics.67–71

In the most recent of these studies, Shen and Oxtoby71 de-
veloped a theory of crystallization and melting kinetics in t
Lennard-Jones~LJ! system employing realistic free-energ
functionals.73,74 The functional involves two order param
eters: a conserved microscopic density function and a n
conserved parameter defining the local degree of crysta
ity. The equations of motion for the former are derived fro
the nonlinear Navier-Stokes equation,70 whereas the latte
obey a simple relaxational dynamics of the Ginzburg-Land
form. As in the Mikheev and Chernov approach, the mobi
parameter entering the equation of motion for the nonc
served order parameter is derived from the relaxation t
for density fluctuations in the bulk liquid. Shen and Oxto
thus develop parameter-free equations of Lennard-Jo
crystallization and melting kinetics that are solved nume
cally for various velocities/undercoolings. The authors co
clude that the results for crystallization are qualitatively co
sistent with models of collision-limited growth kinetics
However, as in the DFT model of Mikheev and Chernov,
absolute rates of crystallization for the LJ system derived
Shen and Oxtoby are found to be significantly smaller th
the MD results of Broughton, Gilmer, and Jackson.

C. Kinetic anisotropy

The present results yield the following kinetic anisotro
values for FBD-EAM Ni: m100/m11051.4060.12 and
m100/m11151.4960.26. The ordering ofm with crystallo-
graphic orientation, namelym100.m110. m111, is consistent
with all previous MD results for fcc-based systems. It h
been pointed out by several authors17,23,24previously that this
ordering is inconsistent with the commonly suggested s
ing of the kinetic coefficient with crystalline interplana
spacingdhkl , since for fcc crystalsd111.d100.d110.

Huitema et al.17 have suggested recently that the fa
growth of $100% relative to both$111% or $110% interfaces
results from a unique feature of the equilibrium density p
file for this orientation. For$100% interfaces it is known tha
the interlayer spacing increases from a value ofd100 in the
solid to d111 near the bulk liquid.75 Huitemaet al. show that
this interlayer expansion counteracts the decrease in par
density accompanying the transition from solid to liquid, r
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sulting in a roughly constant number of particles ‘‘per laye
through the interface. This situation for$100% is in contrast
with both $110% and $111% orientations where interlaye
spacings remain roughly constant,17,75 and the number of
particles per layer decreases with distance across the i
face. From interlayer particle fluxes derived by MD
Huitemaet al. estimate that barriers to interlayer ‘‘hopping
account for a significant contribution to the overall mag
tude ofm in the growth of$110% and$111% interfaces. This
contribution is estimated to be significantly reduced
$100% due to the relative absence of variations in the num
of atoms per layer across such interfaces. For fcc-based
tems the interlayer-expansion effect for$100% interfaces ap-
pears to be quite general, having been observed
Lennard-Jones,17,75hard-sphere,76 EAM-Ni,51 and EAM-Al77

systems. With the same FBD-EAM Ni potential consider
here, a detailed analaysis of the structure of$100% and$111%
solid-liquid interfaces was performed by Chen, Barnett, a
Landman.51 These authors report results for the variation
particle number per layer across these interfaces that are
similar to those obtained by Huitemaet al. for the Lennard-
Jones system. The model of Huitemaet al. offers a plausible
explanation for the fast growth of$100% interfaces in fcc-
based systems. The model is, however, unable to accoun
the observation of the substantially lower values ofm111 rela-
tive to m110 commonly observed from simulations.10,17,19,23,24

As discussed above, Burke, Broughton, and Gilme10

have proposed that the slow growth of$111% interfaces rela-
tive to $100% arises from the presence of stacking-fault d
fects at the junction of fcc and hcp~hexagonal-close-packed!
islands which must anneal away for the$111% interface to
advance. The ‘‘stacking-fault-drag’’ effect identified b
Burkeet al. is expected to be strongest for systems with lo
values of the SFE, where high concentrations of defec
hcp islands may be expected at the solid-liquid interface
the present study we have considered a potential for
which yields a SFE of approximately 45 mJ/m2 which is at
least an order of magnitude larger than the value
Lennard-Jones and a factor of 5 larger than Au. Consis
with this higher SFE value, we find a value ofm100/m111
51.49 for Ni that is substantially smaller than the values
2.0–3.6 reported for Lennard-Jones10,17 and Au.23,24

An alternative framework for understanding the origin
m anisotropy is offered by the kinetic DFT formulation o
Mikheev and Chernov.66 In the Mikheev and Chernov for
mulation, anisotropy inm originates from the geometrica
projection upon the growth direction of density waves w
wave vectors$G1% corresponding to the minimal reciproca
lattice vectors of the crystal. For fcc-based crystals the the
of Mikheev and Chernov predicts values for kinetic anisot
pies ofm100/m110'1.41 andm100/m111'1.29. It is interest-
ing to note that the Mikheev and Chernov model correc
predicts fastest growth for$100% orientations despite the fac
that the interlayer-expansion effect identified by Huitem
et al.17 is not explicitly incorporated into the theory. Th
DFT model also yields values for the ratiom100/m110 consis-
tent with the present and previous simulation results. For
Lennard-Jones and Au systems, the Mikheev and Cher
model underestimates the magnitude ofm100/m111'2.0–3.6
8-9
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derived by MD.10,17,19,23,24This discrepancy may in part re
flect the stacking-fault-drag effect discussed above, whic
not explicitly accounted for in the DFT model. For Ni, ou
present MD result,m100/m11151.49, shows a trend toward
improved agreement with the Mikheev and Chernov pred
tion with increasing SFE. At present it remains unclear w
the Mikheev and Chernov model appears to be reason
accurate for predicting kinetic anisotropy while underes
mating the overall magnitude ofm ~see above!.

V. SUMMARY

The results of the present NEMD study of the kine
coefficient in elemental Ni can be summarized as follows

~1! Using the EAM Ni potential of Foiles, Baskes, an
Daw, we obtain the following orientation-dependent valu
of the kinetic coefficient: m100535.862.2, m110525.5
61.6, andm111524.164.0 in units of cm/s K. The assoc
ated kinetic anisotropies are thus calculated to
m100/m11051.4060.12 and m100/m11151.4960.26. The
present results are demonstrated to be relatively insens
to the choices of system size and thermostat/piston-m
variables employed in the NEMD simulations.

~2! Our results feature highly symmetric melting an
growth kinetics in the regime of low undercoolings explor
in this work. These results are thus in agreement with th
of Tepper and Briels for the Lennard-Jones system,21 while
they are qualitatively different from the asymmetric melti
and growth kinetics obtained with MD by Tymczak an
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Ray11,12 for Na and Celestini and Debierre23 for Au.
~3! In comparison to previous studies for related fcc-bas

systems, we find a number of differences in the kinetics
$111% interfaces. Specifically, our results form111 are found
to be relatively insensitive to size of the MD simulation ce
Further, the anisotropym100/m111 calculated for the Ni po-
tentials of Foiles-Baskes and Daw@1.49(23)# is substantially
smaller than related values of 2.0–3.6 derived for the lo
SFE Lennard-Jones10,17 and Au ~Refs. 23 and 24! systems.

~4! The Broughton-Gilmer-Jackson9 model for collision-
limited growth yields predictions form100 in reasonably good
agreement with the present Ni results. The DFT model
Mikheev and Chernov66 underestimates by approximate
25% the magnitudes ofm derived here, while producing es
timates for kinetic anisotropy that are consistent with t
present results.
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