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Ab initio simulations of dense liquid deuterium: Comparison with gas-gun
shock-wave experiments

Stanimir A. Bonev, Burkhard Militzer, and Giulia Galli
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We present first-principles molecular-dynamics simulations of the equation of state of liquid deuterium up to
eightfold compression and temperatures between 2000 and 20 000 K. We report significant technical improve-
ments over previous density-functional calculations leading to excellent agreement with gas gun shock wave
measurements, which have provided well established experimental data for the deuterium Hugoniot. The
principal Hugoniot is further investigated by performing simulations with rigid deuterium molecules. We also
compute the double-shock Hugoniot curve and compare calculated and measured reshock temperatures.
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I. INTRODUCTION

Dense hydrogen has generated widespread interes
several decades and has been the focus of many res
initiatives. Recently, several dynamic shock techniques h
been used to study compressed fluid deuterium. Da S
et al.1 combined these techniques with a laser drive a
probed the deuterium equation of state~EOS! up to pressures
of 340 GPa. These measurements challenged the exi
understanding of hot dense deuterium by showing a 5
higher compressibility than previously estimated. As a c
sequence, a series of follow-up experiments2–6 and a large
number of theoretical efforts have been initiated.7–12 How-
ever, the controversy about the deuterium compressib
has not yet been settled. Recent shock measurements
magnetically driven flyer4,5 showed a comparatively low
compressibility, close to four times the initial density, in re
tively good agreement with the Sesame model13 and with
path-integral Monte Carlo~PIMC! simulations.8 Laser-driven
shock experiments1–3 predict instead up to sixfold compres
sion and yield data consistent with a free-energy model p
posed by Ross.14 As a result of this discrepancy, considerab
attention is now being paid to older gas gun shock wa
experiments15,16 that reached first-shock pressure up
23 GPa. These measurements are well established an
used as a reference for the validation of new experime
techniques as well as a benchmark of theoretical predicti

Among ab initio methods used to study hydrogen, on
molecular dynamics simulations based on density-functio
theory ~DFT-MD! within a local-density approximation
~LDA ! and a generalized gradient approximation~GGA!
have been applied below 50 GPa. In a previous study,7 it was
found that DFT-MD underestimates the shock pressures
temperatures by more than 30% compared with gas gun d
This has raised questions about the validity of LDA/GGA f
the description of compressed hydrogen and its isotopes
particular, it has been suggested that DFT at the level o
LDA underestimates the dissociation energy of D2 in the
compressed fluid,17 thus leading to a stiff and ‘‘featureless
Hugoniot curve, and reshock temperatures much higher
those measured by Holmeset al.16

In this paper, we demonstrate that accurate DFT-M
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simulations actually yield an excellent agreement with g
gun measurements of pressure and temperature, and are
sistent with recent independent calculations by Desjarlai18

The computed reshock temperatures are also in better ag
ment with experimental results than previously predicted.16,19

The degree of molecular dissociation has a significant in
ence on the thermodynamic properties of the fluid and
precise determination requires very careful simulations.
consider the agreement with experiments obtained in
simulations as an indication that DFT within LDA/GGA ca
indeed be used to correctly predict properties of shoc
deuterium. The computed principal Hugoniot flattens sign
cantly above 23 GPa~and 4500 K) where stable molecule
no longer exist. It eventually merges with the results pre
ously reported7 above 30 GPa, thus recovering the DFT pr
diction for a maximum compression ratio of 4.6. At high
densities, we find that molecular dissociation occurs rapi
leading to a discontinuous or negativedP/dTuV , which is
consistent with the existence of a first-order liquid-liqu
phase transition.

The rest of the paper is organized as follows. Section
describes the method used in the present study and Se
reports our results on the primary and double-shock de
rium Hugoniot. Sec. IV contains our conclusions.

II. COMPUTATIONAL METHOD

Our ab intio MD simulations were carried out with the G
code,20 using plane-wave basis sets, aG-point sampling of
the Brillouin zone, and the Car-Parrinello~CP! method.21

The use of CP dynamics, where the electronic and ionic
grees of freedom are propagated simultaneously, reduces
tematic errors in the trajectories compared with Bo
Oppenheimer MD. Depending on the density a
temperature, we integrated the equations of motion with ti
steps between 0.4 and 2.5 a.u.(1 a.u.50.0249 fs) and a cor-
responding fictitious electronic mass ranging from 6 to 1
a.u.

We used a norm-conserving pseudopotential of the Tro
lier Martins-type22 with a 60 Ry plane-wave cutoff, which
leads to an excellent description of the zero-pressure fl
~see Sec. III!. In the case of hydrogen, the accuracy a
transferability of norm-conserving pseudopotentials~PP! can
©2004 The American Physical Society01-1
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be easily and more straightforwardly insured than those
ultrasoft PP, used, for example, in Ref. 7 to describe
low-pressure Hugoniot of deuterium. We note that in the
trasoft PP scheme, norm conservation is initially not impo
on the pseudowave function, thus allowing one to us
lower energy cutoff. The norm conservation is then resto
by adding augmentation wave functions in the core regi
In the case of hydrogen, where there is no distinction
tween core and valence electrons, the transferability of ul
soft PP to correctly describe the bonding properties ove
large density range may be difficult to control. In additio
the calculation of the nonlocal part of the PP energy requ
special care when using ultrasoft PP, especially if carried
in real space where issues of nontranslational invarianc
the Hamiltonian introduced by the nonlocal PP operator n
to be addressed. Therefore, we believe that the use of n
conserving pseudopotentials may be a significant reason
the technical improvement found in our paper over Ref
~see Sec. III!.

We also note that the energy cutoffs (Ecut) used to repre-
sent the Kohn-Sham orbitals with ultrasoft and nor
conserving PP are not directly comparable. TheEcut used in
the case of norm-conserving PP is appropriate to expand
norm-conserving atomic wave functions, but a cutoff fo
times as large (Ecut

r ) is used for the expansion of the char
density and potential. In the case of ultrasoft PP,Ecut is ap-
propriate to expand only the tail of the atomic wave fun
tions ~i.e., a softer, non-norm-conserving approximation
the wave functions, which matches only the tail of the phy
cal wave functions!; this cutoff is usually much smaller tha
four times the cutoff used to expand the charge density o
norm conservation of the wave functions is restored. The
fore, in order to meaningfully compare the accuracy of ult
soft and norm-conserving PP, one needs to compareEcut

r ,
and notEcut, used in the two cases.

In all of our simulations, the exchange-correlation ene
was calculated within the Perdew-Burke-Ernzerhof23 GGA
using a zero-temperature energy functional. Recently, S
et al.24 calculated the Hugoniot of aluminum using finit
temperature exchange-correlation functionals, but found o
a shift in the density, noticeable above 33105 K, and nearly
unchanged pressure of the Hugoniot points with respec
using a zero-temperature functional. Therefore, for the te
peratures of interest here—all except one below 104 K, the
use of zero-temperature exchange-correlation for the Hu
niot calculations seems to be well justified. For higher te
peratures or/and different quantities, other approaches
become preferable.

In our study, we performed a series of constant-volu
simulations with supercells containing 128 atoms at dens
and temperatures targeted to bracket the primary and res
Hugoniot curves. The initial fluid configuration at each de
sity was prepared by classical MD~Ref. 25! simulation of a
fluid with rigid D2 molecules. Theab initio DFT-MD simu-
lations were then carried out for at least 1 ps and until a g
convergence of the pressure to a constant average value
attained and maintained for not less than 0.5 ps. For
lower densities and temperatures, this required simula
times of about 3ps, and in the case ofr50.171 g cm23 and
01410
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T520 K, we had to first heat and then quench the syst
in order to obtain the zero-pressure result. To study size
fects ~including the sufficiency of thek-point sampling!,
we performed simulations with supercells containing 2
atoms at r50.587 g cm23 (4000 K,T,5500 K) and r
50.732 g cm23 (T55000 K)—conditions over which the
fluid loses its molecular character. We found only a sm
shift in the pressure relative to the 128 atom supercell sim
lations, namely a drop of 0.3 GPa in the molecular fluid, a
an increase of 0.6 GPa in the dissociating regime.

We also repeated some of our simulations using the g
dient corrected local spin density approximation and chec
for possible spin effects~at 0.679 g cm23 and 5000 K); this
again resulted in only negligible changes (20.3 GPa and
10.02 eV) in the computed values of the pressure and
ergy. The reason for this is that in the dense fluid~whether
molecular or dissociating! all orbitals are doubly occupied in
a paramagnetic state, contrary to the case of an isolated
ecule, where separating the atoms leads to an antiferrom
netic arrangement.

III. RESULTS

We first discuss our results for the equation of state
deuterium and the primary Hugoniot~Sec. III A!; we then
compare our computed double-shock Hugoniot points w
recent gas gun experiments~Sec. III B!.

A. Primary Hugoniot

EOS values for the calculation of the primary Hugon
are given in Table I. For each of the selected densities,
data are used to determine accurately the pressure~P! and
temperature~T! that satisfy the Hugoniot equation,

E2E05 1
2 ~P1P0!~1/r21/r0!, ~1!

wherer050.171 g cm23 is the initial density of liquid deu-
terium at 20 K, P0'0, and E05215.87 eV is the com-
puted energy per atom at these conditions. The results
compared with gas gun experiments and previous DFT d
in Fig. 1; the agreement with measured pressure and t
perature is excellent. We believe that this improvemen
due to technical differences between ourab initio simula-
tions, using the CP algorithm and norm-conserving pseu
potentials, and those reported in Ref. 7, which were obtai
with Born-Oppenheimer MD and ultrasoft pseudopotentia
In our calculations forr50.587 g cm23, the fluid remains
molecular up to about 4500 K. At higher temperatures, as
simulation progresses~keepingr50.587 g cm23 andT con-
stant!, the onset of dissociation is accompanied by a decre
in the pressure. These results do not appear to dep
strongly on the supercell size at this density; however th
are sensitive to the choice of integration time step and to
resulting optimization of the wave functions in the CP alg
rithm, and extreme care has been taken to obtain conve
results. As the fluid enters a regime where stable molec
do not exist, the Hugoniot flattens and eventually merg
with the curve of Ref. 7.
1-2
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In Fig. 2, we show the pressure as a function of tempe
ture for three different densities. Atr50.546 g cm23, the
molecules remain intact over the simulation times and
given temperature range, andP(T) is almost linear. At the
higher density, the slope ofP(T) changes as the molecule
start to dissociate. We see no indication of discontinuity
P(T), meaning that the transition is gradual—an argum

TABLE I. Pressure and internal energy per atom of D2 fluid as a
function of density and temperature from DFT-MD simulation
Uncertainties in the last digit are given in parentheses and are
lated to statistical averages during the simulations.

r s r(g cm23) T(K) P(GPa) E(eV)

3.167 0.171 20 0.04 215.87
2200~20! 13.0~2! 215.38~1!

2.20 0.509 2820~20! 13.6~2! 215.28~1!

3500~30! 15.3~3! 215.14~1!

3000~25! 15.9~3! 215.22~1!

2.15 0.546 3800~30! 17.6~2! 215.05~2!

4500~50! 19.0~4! 214.89~3!

3775~40! 20.4~4! 215.00~3!

4000~35! 21.2~4! 214.98~1!

2.10 0.587 4530~35! 22.8~5! 214.87~2!

5000~40! 23.2~7! 214.74~7!

5500~30! 23.3~6! 214.60~5!

2.00 0.679 4490~40! 25.5~10! 214.72~7!

4985~45! 26.7~7! 214.61~7!

4980~40! 29.0~10! 214.53~7!

1.95 0.732 5970~45! 30.1~11! 214.31~6!

6980~30! 32.9~6! 214.13~8!

4985~40! 32.5~10! 214.47~6!

1.91 0.779 6975~35! 37.7~11! 214.11~7!

9965~40! 42.8~10! 213.64~8!

19860~165! 78.2~15! 212.25~22!

FIG. 1. Low-pressure part of the deuterium Hugoniot
comparison with gas gun measurements~Ref. 16! and previous
DFT results~Ref. 7!. Experimental uncertainties are within the si
of the symbols.
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also supported by the apparent lack of size effects, wh
would be present in the case of long correlation lengths cl
to a first-order phase transition. However, atr
51.013 g cm23, there is a large drop in pressure when he
ing from 2800 to 3000 K, suggesting the existence of a fir
order liquid-liquid phase transition in thisP-T region. To
check sensitivity to size effects, we have performed calcu
tions with 256-atom cells. The results, plotted in Fig. 2, sh
that the computed pressures increase consistently by a
1.5 GPa and the magnitude of the drop inP remains almost
unchanged, but the transition temperature is shifted slig
upward as expected. We have observed such a sharp dr
the pressure also at lower density, namely, atr
50.858 g cm23 between 3000 and 4000 K. These observ
tions are consistent with the results of other authors26 who
have reported a negativedP/dTuV slope, and in particular
with the very recently proposed27 transition at 1500 K and
125 GPa. We note that there are numerous predictions
plasma phase transition in dense liquid hydrogen in
literature,28 including some on the principal Hugoniot.29 Our
results support the view that the shocked fluid dissocia
gradually on the Hugoniot and that there is a critical po
below 4500 K at higher densities.

The compressibility of deuterium observed in shock wa
experiments is often explained in terms of molecular dis
ciation. In order to elucidate the differences between dis
ciating and purely molecular hydrogen, we perform
DFT-MD simulations where we prevented dissociation
constraining the molecular bond lengths to 0.77 Å.30 We per-
formed the usual CP-MD, with the only exception that t
bond lengths were now artificially kept constant using t
SHAKE algorithm.31 In order to mimic vibrating~harmonic!
molecules, we have addedkBT to the energy of each D2 pair
obtained in the DFT simulations. The Hugoniot points co

.
e-

FIG. 2. Pressure vs temperature at selected densities corresp
ing to r s52.15, 2.10, and 1.75. Circles indicate calculated valu
with 128 atoms, diamonds are calculations with 256 atoms,
angles are gas gun measurements~Ref. 16! and the lines connecting
the points are only guides to the eye. The size effects for 0.587
0.546 g cm23 are insignificant and are not shown.
1-3
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TABLE II. Principal Hugoniot densities, pressures, and temperatures computed with and withou
strained molecular dissociation. Statistical uncertainties to the last digit are given in parentheses.

Unconstrained MD Constrained MD
r (g cm23) P(GPa) T(K) P(GPa) T(K)

0.509 13.3~5! 2540~50!

0.546 16.8~4! 3440~100!
0.587 23.0~5! 4600~150! 21.8~5! 4400~150!
0.679 26.0~7! 4700~200! 33.5~15! 7500~700!
0.732 29.2~7! 5150~200!
0.779 39.5~15! 7770~300!
0.779 62.7~30! 15600~800! 63~4! 4500~1000!
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puted in this way are given in Table II together with th
nonconstrained MD data, and they are plotted in Fig. 3 al
with other theoretical and experimental results. As expec
restricting the dissociation does not vary the thermodyna
properties in any relevant way in the region where the
constrained fluid is mostly molecular. However it leads
more repulsive interactions compared to the dissocia
fluid and increases the pressure at intermediate densities
temperatures. In Fig. 3, we have also shown the results o
cusp-condition constraints approximation32 ~CCA!, where
proton-proton correlations beyond the core repulsive reg
are ignored. The deviations from the CCA reflect the imp
tance of the longer-range interactions among the nuc
Thus, the constrained MD calculations presented here
the CCA describe the two extremes of pure molecular an
pure atomic hydrogen, respectively, valid in the low-(P
,23 GPa) and the high-(P.200 GPa, see Ref. 32 for de
tails! pressure limits.

FIG. 3. Deuterium Hugoniot calculated with and without co
strained molecular dissociation~see text!—compared to experimen
tal data@NOVA ~Refs. 1,2!, Sandia-Z~Refs. 4,5!, and gas gun~Ref.
16!#, and to previous theoretical results: PIMC~Ref. 8!, DFT ~Ref.
7!, and CCA~Ref. 32!. For a meaningful comparison, the actu
shock densities from the Sandia measurements have been res
here by 1.024, as the initial sample density in these experimen
0.167 g cm23.
01410
g
d,
ic
-

g
nd

he

n
-
i.

nd
of

We note that at pressures above 100 GPa, the agree
between DFT/GGA and PIMC~Ref. 8! is fairly good, al-
though a difference in the maximum compression ratio
observed: 4.6 in DFT compared to 4.3 in PIMC. This diffe
ence can come both from the different treatment of corre
tion in DFT and PIMC and from numerica
approximations.33 In general, PIMC predicts higher pressur
and a lower degree of dissociation.

B. Double-shock Hugoniot

Next, we turn our attention to the double-shock Hugoni
Direct temperature measurements of the reshocked de
rium were reported in Ref. 16. They are an important co
straint on the parameters of approximate free-energy mod
For example, adjustments in the Ross model14 to fit the re-
shock temperatures led to predict a high compressibility
agreement with the laser-driven experiments, while the R
model19 predicts a lower compressibility and reshock te
peratures higher than the experimental values by as muc
2000 K.

We compare our results here with the five reshock m
surements reported in Ref. 16. In this experiment, resh
states were generated by reflecting the primary shock w
off a back window material. Such a reflection also genera
a shock wave in the back window, the principal Hugoniot
which gives the resulting thermodynamic conditions the
The Hugoniot curves of the window materials used in t
experiment, Al2O3 and LiF, are well characterized.34 Further-
more, to derive the deuterium reshock states~for details see
Ref. 10! we make use of impedance match, i.e., the press
as well as the particle velocity~mass velocity behind the
shock front! are considered continuous across the deuteriu
window interface. A second necessary condition follo
from Eq. ~1! relating the primary shock state (E1 ,r1 ,P1) to
the reshock state (E2 ,r2 ,P2).

Using the DFT-EOS for the densities 0.86, 1.0, a
1.0 g cm23, we have determined the secondary shock te
peratures and densities for the set of five gas gun prim
shock states. The statistical uncertainty in the EOS is pro
gated in addition. The resulting primary and secondary sh
temperatures are in good overall agreement with experim
as shown in Fig. 4. DFT slightly underestimates the resh
temperature for low densities and overestimates it for h
densities~by up to 1000 K). A more careful determination o

aled
is
1-4
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the lowest reshock temperatures may require more sim
tions close to the liquid-liquid phase transition, where la
fluctuations, long correlation lengths, and size effects
come significant, and therefore it presents a formidable c
putational task. Such analysis goes beyond the scope of
paper and will be subject of future work.

IV. CONCLUSION

In summary, we have presented accurate EOS calculat
of dense liquid deuterium usingab intio MD using DFT
within the GGA. Significant technical improvements ha
led to excellent agreement with the gas gun measuremen
pressure and temperature on the principal Hugoniot. Ove
our findings are consistent with the recent independent
culations by Desjarlais;18 however we have focused on
comparison with gas gun measurements where the shap
the primary and reshocked Hugoniot curves have been
amined in detail and related to the onset of molecular dis

FIG. 4. First- and second-shock temperatures are shown
function of density for five measurements~Ref. 16! ~open symbols!.
Corresponding primary and secondary shock states are marked
the same label: 1–4 indicate measurements with a Al2O3 back win-
dow and label 5 is for LiF as window material. Solid symbols a
calculated values. The reshock densities were not measured an
computed values have been used instead.
,
le

an

y,
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ys
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ciation. The maximum compression ratio found here, 4.6
in agreement with that found in previous DFT calculations
4.6 in Ref. 7 and 4.5 in Ref. 18. Our results are also
qualitative accord with those of PIMC calculations where t
maximum compression is 4.3. The remaining differences
tween the current DFT and PIMC descriptions could eith
come from different treatments of the exchange and corr
tion energies in the two approaches or from size effe
and/or approximations of nodal surfaces in PIMC.

We have also calculated the double-shock Hugon
which yields relatively good agreement with measured
shock temperatures. Our DFT results predict that the dou
shocked fluid may go through a first-order liquid-liqu
phase transition. Theoretically, the existence and underst
ing of this phase transition remains an open question wh
may require investigations usingab initio methods beyond
DFT/GGA. We note that PIMC calculations using free pa
ticle nodes by Magroet al.35 predicted a first-order plasm
phase transition~PPT! in dense liquid deuterium and indi
cated a negativedP/dT slope at a density ofr s51.86 be-
tween 6000 and 8000 K. Subsequent PIMC simulations
ing a more accurate nodal surface36 gave a different EOS a
lower temperature and did not show a negativedP/dT slope
at a density ofr s51.86. There are two possible interpret
tion for those findings—either the PPT disappears altoge
when using variational nodes, or alternatively, it only shif
e.g., to lower temperatures that cannot be accessed u
PIMC at present. Both scenarios are possible. Experim
tally, one could determine the principal Hugoniot abo
23 GPa with higher accuracy than in Refs. 4,5 and verify
the proposed flattening is observed. Alternatively, one co
look for the transition in reshock experimental states bel
60 GPa.
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