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Laser-driven electron transfer through metal-insulator-metal contacts: Time-dependent
configuration interaction singles calculations for a jellium model
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In this paper we report time-dependent configuration interaction singles calculations modeling the laser-
induced current through a metal-insulator-méhIM ) contact. We compare our results to recent experiments
[D. Diesing, M. Merschdorf, A. Thon, and W. Pfeiffer, Appl. Phys(B be published. We use two jellium
slabs separated by a vacuum region in a one-dimensional model to describe the MIM contact. The contact is
coupled to ultrashortfs) laser pulses by the semiclassical dipole approximation. We discuss simulated two-
pulse correlation spectra in comparison to experimental results.
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[. INTRODUCTION same reason time-independent Landauer theory for electron
transport is not applicable. Many theoretical descriptions of
Nanoscale contacts are very important for the ongoingexcited electron dynamics at metal interfaces have been car-
miniaturization of electronic devicés Especially interest- ried out using a one-electron picture. For example, the decay
ing is the electron dynamics and thus charge transfer upofif negative ion resonances on cle@ng., Refs. 8 and)%nd
optical excitations in such nanoscale contacts for the fabriddsorbate covered surfacesg., Ref. 10) have been suc-
cation of photoswitchable devices. cessfully modeled. But since the many-electron dynamics,
In this paper we simulate recent time-resolved photocur€SPecially the electron-electron scattering in the silver layer
rent experiments in metal-insulator-metal contddis.these after laser excitation, is the most important process leading

experiments an Al-AlO;-Ag contact on a ZnSe substréis to the observed photocurrent, one cannot use a one-electron
illuminated by two fs laser pulses from the Ag side of thepicture for a theoretical description of such a system. There-

contact with a photon energy of 1.5 eV and a variable delaf;ore’ a level of theory has to be used which somehow ac-

. o nts for the electron-electron scattering. Also electron cor-
time between the two pulses. The laser excitation leads to gounts for the elect g

h f he sil ide of th t th h th lation effects might be quite important for describing these
b otoc.urrent rom the si Ver side o the C‘?”tac roug rocesses. So for the theory one faces the challenge of simu-
insulating layer to the aluminum side. This reflects the fac

: ) , ating the electron dynamics for a system with a practically
that 80% of the laser energy is absorbed in the silver slabnfinite number of degrees of freedom. Hence, the two

Information about the excited electron dynamics and theigpgices one has are either to treat the whole system approxi-
lifetimes in the silver slab is obtained by measuring themately with as many degrees of freedom as possible or to use
photoinduced current as a function of the delay time between go-called system bath approach, where the total Hamil-
the two laser pulses. The experimental finding is that theonian is split into a small system part treated usually on a
laser-induced current through the metal-insulator-metahigh level of theory and a heat bath coupled to it. One ex-
(MIM) contact is due to a mixture of two- and three-photonample for the latter one is the so-called open-system density
excitations of electrons on the silver side of the MIM con- matrix approach, which, for example, has been applied to the
tact, which are then injected as hot electrons into the alumidynamics of image potential states at metal surfat&¥e
num side. From tunneling spectroscopy the barrier for théelieve that an approximate treatment of the whole system is
silver aluminum oxide interface is known to be 3.9 ®V, favorable here, because the division of the total Hamiltonian
which is considerably more than twice the photon energy ofnto a system part and a bath part seems to be quite problem-
1.5 eV. Therefore, the two different processes are identifie@dtic for the description of the dynamics of metal electrons.
as internal photoemission for the three-photon process and An exact solution of the time-dependent Sdlinger
tunneling of excited electrons through the insulating barrierequation is only feasible for very few electrons and therefore
for the two-photon process, respectively. Due to electronfor small molecules like k12 Most commonly used for the
electron scattering the involved, intermediate-excited singlesimulation of many-electron dynamics are the time-
electron states in the silver layer are not stationary but havdependent density functional thebty(TDDFT), and the
finite lifetimes in the order of femtoseconds, which is repre-time-dependent Hartree-Fock meth68DHF), which was
sented by a strong dependence of the photocurrent on thest introduced for atom-ion collisioh$and later for ioniza-
delay time between the two laser pulses. tion processe$ TDDFT approaches have been extensively
These experimental findings have consequences for a thepplied among other systems to nonlinear electron dynamics
oretical simulation which will be discussed in the following. in metal clusters® Here, we want to use a different approach
Kinetic models for electron excitation and deexcitation inbased on one of the simplest methods to recapture the
metals like the two-temperature motleannot be used here, electron-electron correlation for excited states, the so-called
since no electron temperature can be assumed and coherememfiguration interaction single€ClS) method'’ The CIS
effects are important for the investigated time scales. For thenethod is a widely used tool in molecular physics and quan-
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tum ChemiStry for apprOXimate calculations of excited State$ock Operatoﬁ(z) includes the kinetic energy of the elec-

with singly excited Slater determinants starting from an Un+rgns, the external potentiaV/{,,), and the electron-electron

correlated restricted Hartree-Fo€¢klF) ground-state wave interaction QA/e ):

function. The general experience is that most excited states

are described qualitatively correctly by this method. How- 1 g2
ever, the method fails for states which have a dominant con- f(2)=— 2 — +Ver(2) + Vee. 2)
tribution of higher order—for example, doubly excited Slater 242

determinants. This means we can only describe states which
are formed mainly by one-electron excitations and thus only Since we work in a one-dimensional model, the Coulomb
scattering events between one electron and another are imteraction, contained iVq,(z) and Ve, is regularized in
cluded in such an approach. This would be problematic ithe following way®® for the latter, this means
one is interested in the details of the electron-electron scat-

. . L L N/2
tering on the way to thermalization after excitation. But we . PN
think, for the charge transfer process under investigation, the Vee= bzl (23p=Kp), ©)
important feature is the initial decay and/or dephasing of the
single-electron excitation, which seems to be described 1
gualitatively correctly in the present model as shown inthe 3 .., = j " (2 N~ |
following. Since the proposed method is a closed quantum Joti(2) 4z (2 )v(2)) V(z—2')?+c] ¥i(2),
system model—i.e., an approximate solution of the time- 4
dependent Schdinger equation—it is anyway only suitable
for short-time propagations, where short means before the | 1
first major recurrences of the wave function. On the other Kp#i(2)= f dZ'{¢B(Z')¢i(Z')J:2 Pu(2).
hand, as an advantage, no assumptions about lifetimes due to (z=2')"+c| )
electron-electron scattering have to be made like in an open-
system density matrix description. The same is done for the external potential, which consists in

In the experiments, MIM contacts consisting of a 15-nmour model of the attractioV(z), caused by the uniform
Ag slab separated from a 30-nm Al slab by 2 nm 0@  positive-charge background®(Z) for both jellium slabs,
are used. Clearly such a device cannot be modeled in and a harmonic confinement in both outer vacuum regions
purely ab initio fashion. Thus in our model calculations we V,(z), which is added to prevent the electrons from reaching
restrict ourselves to a one-dimensional model, including onlythe grid edge in the time-dependent calculations:
the z direction perpendicular to the metal-insulator-metal
contact, which is also the direction of electron flow. Further- Vex(2) =Vel2) +Vy(2), (6)
more, we model the two metals by freestanding jellium sIabs\,Ni h
separated by a 2-nm vacuum gap replacing the insulating
layer. Although this is a quite simple model, we believe it is

+
still interesting to investigate whether the basic experimental Ve(2)=— p—(Z)dZ, )
results can be reproduced in such fashion—e.g., whether an W(z—=2Z)*+c
approximate closed-quantum-system model can be applied in
such a situation. Unfortunately a qualitatively more realistic PAl» Zp5,<Z<Zpis,
model from a microscopic point of view is numerically to . N
demanding at the present time. P (2)=4 Pagr Zags,<L<Zaigs, 8
0, otherwise,
Il. THEORETICAL MODEL and

A. Hartree-Fock solution 2
K[z=(Zp11,~20)]1% 2<Zp11,~ 2,

The laser-driven electron dynamics will be expressed in 2
the basis of the restricted Hartree-Fock ground-state Slater Vr(2)= k[z_(ZA'9~52+Zb)] 22 2p1gs, T 2o, (9)
determinant of the statigfield-freee MIM contact and singly 0, otherwise.
excited determinants derived thereof. As a first step, we
therefore need to solve the restricted Hartree-Fock equatiortdere ¢ is chosen to be a3, k=0.000 01E,,/a3, and z,

=155,. Sometimes the parameteis used to fit computed
R values to experimental data such as work functions. How-
f(2)y;(2)=&,¢;(2). (1) ever, sincec has no strict physical meaning, we prefer to
keep it fixed and usp,, andp,, for fitting (see below The
Here (2) are the spatial canonical HF orbitals andthe ~ thicknesses of the aluminum and silver layer aigs,
orbital energies. The fir$t/2 orbitals are occupied with two —Zais, adZags,—Zags, and are chosen according to the

electrons of opposite spin, all other orbitals are virthal-  experiment$ as 29.8 nm and 15.3 nm, respectively; see
occupied, with N being the total number of electrons. The Fig. 1.
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FIG. 1. Shown are the positive-charge backgrownidz) for
both jellium slabs(dotted ling, the resulting attractive potential
Vi (2) with the harmonic confinement,(z) added(dashed ling

FIG. 2. Shown is the partial norm on the Al sigg,,, (a), and
on the Ag sidep[Ag (b), of those canonical HF orbitals, 22 occu-
and the resulting HF ground-state electron denpitfz) for the pied and 76 virtua_l orbitals, which are mainly Ioca_ted in the MIM
model system used. On the left is the Al slab, on the right the AgEONtact, as a function of the HF orbital energy relative to the energy
slab, and in between 2 nm (32§ of vacuum. of t_he highest occupied c_)rbltal on the Ag S|de._ It pgA_,=1

—piag- (€ shows the partial norm inside the barrier region. The

The remaining parameteﬁsfg, and PX are formally the arrows on the right i_ndicate the energy ranges for one-, _two-,_and
jellium background densities of Al and %\g and are chosen inthrge-photo_n excitations of single electrons from occupied silver
such a way that the energy of the highest occupied canonicgrb'tals’ which cover an energy range-eD.73 eV.
HF orbital .for the isolated me'tal slabs is in t_he range of theour basis provides suitable orbitals for the processes we want
work functions of A.I and'Ag. S'mce not much is known aboqt to model: namely, hot electron tunneling and internal photo-
the crystallographl_c lattice orientation of th_e metal slabs Nemission. Therefore, we computed the partial norm of the
faces. Typical work functions for aluminum are, (100) Zmia=0, i alPi g, and the partial norm inside the barrier
—4.41 eV, d,,(110)=4.06 eV, andD,(111)=4.24 g\1°20  '€gion betweeky s, andZags,, pi yac, 8S
For silver the work functions are a bit largeb 4(100) 2
=4.64 eV, D ,4(110=4.52 eV, andD ,(111)=4.74 e\F1?? P a= f ™| yi(2)|2dz, (10)
Furthermore, we demand the integrated valuepfoto be an ' -
even number, since we use a restricted HF formalism. We

+ + ; o
takep, as 0.049 78/a, andp,4 as 0.055 16/a,. By this Ping= f 14i(2)|2dz, (11)

choice, our model consists of 28 electrons in the Al slab and Zmig

16 in the Ag slab. The energies of the highest occupied HF

orbital are—4.54 eV (Ag) and —4.22 eV (Al) for the iso- _ Zpg,s, 5

lated slabs. Pivac™ J;Alsz |$I(Z)| dz. (12)

The molecular orbitaléMQ's) are calculated by a damped
self-consistent-fieldSCH scheme, where the Fourier grid Note that these three numbers do not add up to 1 because the
method® #is applied for the kinetic energy of the electrons. norm inside the barrier region is counted twice. The results
We use a grid basis with 1300 points and a grid spacing ofor all those orbitals, 22 occupied and the first 76 virtual
1.108 34, to represent the MO’s in the RHF calculation. orbitals, which are mainly located in the MIM contact—i.e.,
This means that we include about 2ig4of vacuum on both  which are approximately zero in the outer vacuum region—
outer sides of the jellium slabs in our model. Figure 1 showsare shown in Fig. 2 as a function of the one-particle energies
the resultingp*(Z) and p~(2)= EiN’22| #i(2)|? for our relative to the highest occupied silver orbital. The arrows on
model system. We obtain one-particle energigsfor the  the right indicate the energy range of single-electron excita-
occupied orbitals ranging from-0.180F,, to —0.155E,,  tions from occupied silver orbitals by 1, 2 and 3 times the
for the orbitals located on the left sidAl) and from  photon energy of 1.5 eV. These occupied silver orbitals cover
—0.193&,, to —0.167E,, for the ones on the right side an energy range of=0.73 eV, which is also the arrow
(AQ). length. As one can see in Figgaand 2b), the one-photon

Particularly interesting is the nature of the canonical HFexcitation leads to orbitals which have only a negligible
orbitals for our model system—i.e., how localized they are inprobability (in the order 1019 on the opposite side of the
the silver and aluminum slabs or in the insulating layer. Ascontact. For the two-photon excitation the orbitals are still
we want to express the many-electron dynamics in the basigery localized to one or the other side, but they have a much
of singly excited Slater determinants, we have to ensure thahcreased partial norm inside the barrier, which makes them

245421-3



TILLMANN KLAMROTH PHYSICAL REVIEW B 68, 245421 (2003

suitable as initial states for excited electron tunneling. In theoccupied and 148 virtual spatial orbitals, which are used for
three-photon region around 4 eV the characteristics of thexcitation, result in a total of 3257 CSF's and thus in 3257
virtual orbitals change dramatically. They become substanstates. The excited-state energies relative to the HF ground-
tially delocalized and have a large probability to be inside thestate energies obtained by the CIS calculations are in a range
barrier. This indicates that an excitation to these orbitalfrom 0.15 to 6.6 eV. A larger calculation with 199 virtual
would result in internal photoemission and correspondrbitals gives only a maximal change of 0.015 eV for impor-
nicely to the experimental band offset for the silver alumi-tant excitation energies up to 4.5 eV.

num oxide interface of 3.9 eVAlso one can see a consid-

erable gap in the orbital energies between the highest occu- C. Time propagation

pied orbital and the first virtual orbital. This is a well-known
problem of the HF theory for metallic systems—i.e., the van-
ishing density of states around the Fermi level. However, a
discussed above, the processes investigated here take plé
far away from the Fermi energy and the expected effect of
this shortcoming on the results is very small.

The time-dependent Schdimger equation is solved in or-
er to describe the laser-induced electron dynamics. We use
g semiclassical dipole approximation to couple the system
o the laser pulses:

i ()=H(t)¥(t), (18)
B. CIS states with

We use the conflgu_ratlon interaction S|.ngles method .to I:|(t)=|3|0—,ZLF(t,z), (19
calculate excited many-electron wave functions and energies.
The WaVe fUnCUOn IS eXpandeq n S|ng|y EXC|ted Slater d?whereﬁ:ez is the d|po|e Operator anﬂ(t’z) the e|ectric
terminants, where one electron is promoted from an occupiefle|d due to the two pulses:
orbital a to a virtual orbitalb starting from the HF ground

state Slater determinant. We only include singlet configura- F(t,2)=f(2){Foa(t) cos[wp(t—t,1)]

tion state function§CSF’9 in our expansiol® since we are

interested in optical transitions and no spin-orbit coupling is +FoAt)cog wp(t—tp )]} (20)

included in our Hamiltonian. The CIS states are thus The single-pulse envelopes are chosen aé togtions:
Weisi=CoWot 2 > Cylvy (13 Foy=Frnnx@0%] 5 (ttp) | (21)

Here, ¥, is the HF ground-state wave function ahr® is a whereF 5, is the maximum field strength and, the pulse
linear combination of excitations of the spin electron from  width for both pulsest,; (i=1,2) is the time where the first
the spatial orbitah to b (wyg) and theB spin electron ([fg) and second pulses are maximal, respectively. These pulses
forming a singlet: may be delayed by a tim&r—i.e., t, ,=t,,+A7. Like in
the experimentsi v, is 1.5 eV andr,= 20 fs. f(z) includes
1 _ az dependence in the electric field to account for the experi-
Wph=— (Wh—wD). (14  mental situation, where the laser pulse hits the contact from
V2 the silver side and about 80% of the pulse energy is absorbed

The Hamiltonian matrix elements in this basis are agPefore reaching the insulator layer. The explicit forn (f)

follows:’ is chosen as
(WolHo—Epe*Wwh)=0, L 2>Zpg 52
exd — B(Zags2—2)1, Zpgs1<Z<Zpgs2,
<lq}g||:|0_EHF|1\P2>:(8b_8a)5ac5bd_< ab|Cd ) f(z)=¢ 0.11, ZA|,52<Z<ZAg,31,
+2( aclbd ), (15 0.079exp—N(Zais2=2)],  Zais1<2<Znl, 52,
0.01, z2<Zpjs1,

with the system Hamiltonian 22)
. 1o d?

with 8=0.002 3%, ' and A =0.003 34, based on the
Ho=Ver— 52 2

1
+ —. (16) ; L ; ;
~ 4z = & (z—2z)2+c experlm_ental findings given in Ref. 5 o
| Zz IR The time-dependent electronic wave function is expanded
We get excitation energies and the excited-state wave fundn the basis of the CIS states as
tions by diagonalizing this Hamilton matrix:
- - P(t)= Dit)Veisi» 23

HG =EG . an (=2 Di(h¥crs; (23)
The occupied and all virtual orbitals with an energy less tharand the initial wave function is the HF ground-state wave
0.05X, are included in the expansion. Altogether, the 22function ¥,. The time propagation is done using a split op-

245421-4



LASER-DRIVEN ELECTRON TRANSFER THROUGH . ..

erator technique during those periods when the first and/or
second pulse are “on.” The wave function at tirh¢ At is
computed from the wave function at tinies

| W (t+At))={exp( —iHAt/2)U"
X exf —iF (t) wAt]U
xexp(—iHoAt/2) | W (1)). (24)

Here,U is the transformation matrix, which transforms from
the eigenfunctions ofl, to those ofwf(z). Further,x is the

diagonal dipole operator in its eigenfunction space. The pos:

sible time stepAt depends strongly on the maximal field
strengthF,,,.x and varies between 0.05 and 0.01 fs in the
calculations shown here.

After the timet,;=maxg,,t,2) +0,, when two pulses
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FIG. 3. The time-dependent charge transfer from Ag to Al

are over, the wave function can be propagated with arbitrarg, aq(t) (see text for zero delay time between the two laser

time steps sinceﬂo is diagonal in the field-free eigenstate
basis:

W (ty) =exg —iHo(t,—ty) 1P (ty)

=2i Di(ty)exd —iE(t,—ty)], (25)

whereE; is the energy of theé th CIS state.
D. Calculation of laser-induced charge transfer

The reduced one-electron density matpxz’,z;t) is
computed out of the time-dependent wave function in orde
to calculate the charge transfer from Ag to Al during the
propagation:

P(Z',Z;t):NJ f J' V(zZ'\25, - Zy, 01, o)

X‘I'(Z!ZZ!' : .!ZN!wll. N rt)
Xdzy,- - -,dzydwy, - -,doy. (26)

Here z; are the spatial coordinates ang the spin coordi-
nates of the electrons. The electron dengify;t) is repre-
sented by the diagonal elements @fz’,z;t). The charge
transfer from Ag to Al is

Zmid
CTaag(t) = Jf [p(zt)=p(zito)]dz,  (27)
wherez,,iq=0 is the midpoint of the vacuum slab.

Il. RESULTS
A. Results for Ar=0

pulses forF ,,,=4Xx 10" V/m. The end of the pulse is indicated by
the vertical dotted line, the computed average charge transfer from
Ag to Al CTyp_ag by the dashed line.

charge transfer is more or less oscillating around a certain
value. These oscillations represent back and forth charge
transfer processes, which, however, are much smaller than
the initial charge transfer. Therefore, most of the initially
transferred charge density is trapped on the Al side during
the investigated time scales due to scattering with other elec-
trons on the Al side of the contact.

The current through the contact is the time derivative of
ETAFAg(t) as shown in Fig. 3. Because of the highly oscil-
latory behavior of CT._aq(t), however, this is not a very
practical measure for the laser-induced current. Since in the
experiments only time-averaged currents are m&als%umﬂ,
compute the average charge transfer from Ag toQ¥I,._ aq
and take this to be proportional to the laser-induced current.
The average€Ty .4 is calculated by averaging Gl aq(t)
over the time interval between 460 fs and 945 fs after the
maximum of the first pulse. This time interval is, on the one
hand, beginning sufficiently late after the second pulse for
the delay times investigatédp to 100 f$; on the other hand,
we see no major change of T o4(t) on this time scale.
This shows that there is indeed no major recurrence of the
wave function as it was directly after the pulse and thus the
time interval is short enough to be used in this closed-
quantum-system model. Extending the propagation time fur-
ther would be unphysical anyway, because then the energy
transfer due to electron phonon coupling should become im-
portant, which is left out completely in our model calcula-
tions. o

In Fig. 4 the averaged charge trans@F, . a4 for differ-
entF . and for the zero delay time is shown. Up EQ, .

Figure 3 shows the time-dependent charge transfer 1x 10" V/m the charge transfer is proportional K,y

CTai_ag(t) from Ag to Al for zero delay time between
pulses 1 and 2 foF,,,=4X 10" V/m, which is the experi-

which indicates by arguments from time-dependent perturba-
tion theory a one-photon process. Nevertheless, the amount

mental field strength. One can see that the main charge trangf transferred charge is very small for this field strength.

fer occurs during the time of the laser pulse and shortly af-
terwards. The end of the pulse is indicated by the verticamixture of a ~F

dotted line. A couple of fs after this time the amount of

Then the slope becomes steeper and steeper, ending in a

# .« behavior (two-photon procegsand a

~F& ., behavior (three-photon procesdor field strengths
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pd
larger than X 10" V/m. This indicates that the charge trans-

fer in this region is mainly caused by a mixture of two- and
three-photon processes as in the experiment, where the aj Delay 7 [fs]
plied field strength was % 10" V/m. -

FIG. 5. (b) The experimental laser assisted current form Ag to
Al depending on the delay time between the two laser pulses and its
The experimental two-pulse correlation spectra from Reffrequency componentéRef. 3. (a) The same for the calculated
3 is shown in Fig. 5b) together with the simulated onés®.  average charge transfer for the experimental field strengtf, gk
The photoinduced current and the simulated average charge4x 10" V/m. The experimental spectrum is normalized to the sig-
transfer, respectively, are displayed as a function of the delajal at a delay of 150 fs, the simulated one to twice the average
time between the two pulses and the frequency componeng§arge transfer of a single pulse.
of the signals are shown. The spectrum(an is calculated

with the experimental field strength ob410” V/m. The ex- The calculated spectrum in Fig(eh has the same overall
perimental spectrum is normalized to the signal at a delay oftructure as the experimental one. It shows a slightly larger
150 fs, the simulated one to twice the average charge transfehhancement of about 22 for zero delay time. The calculated
of a single pulse. charge transfer is also caused by a mixture of a two- and a
One sees a large current for zero delay time between botihree-photon excitation. This can be seen even more clearly
laser pulses in the experimental spectrum. This current iBy comparing the frequency components of the calculated
about 20 times the current for the nonoverlapping pulses. Faind the experimental spectrum, which are in good agree-
a pure two-photon process one would expect the current fament. Therefore, the simulation successfully reproduces the
A7=0 to be 8 time§ ~ (2 Fy,,)*] larger than the one for pasic charge transfer mechanisms. Like the experimental
two isolated pulsef~2 F,,]. For a pure three-photon pro- spectrum, the calculated one shows no major signal recur-
cess the current at zero delay time should be 32 times the omences for delay times up to about 75 fs as shown in the
for isolated pulses ~(2 Fpa0® vs~2 F8_.]. Therefore, graph. Nevertheless, it still has some structure for long delay
one concludes that the laser assisted current is due to a mitimes compared with the experiment, because only 16 silver
ture of two- and three-photon processes Rf.,=4  electrons are included in our model. Also the simulated sig-
X 10" V/Im. This is confirmed by the frequency componentsnal is smaller around zero delay times. This is caused to a
of the spectrum. There one sees a pronounced peak at 2 aladge part by the fact that for computational convenience we
3 times the photon frequency. After a delay time of about 5thave chosen céspulses instead of more realistic Gaussian
fs all structure is lost in the experimental spectrum and theulses. Apart from this, we find that already this few elec-
signal is nearly constant. This means that by this time mostrons account for a large part of the electron-electron scatter-
of the information about the first laser pulse is lost in theing for delay times up to 30 fs, as the time scale of the first
system. One would say in a single-electron picture that moggrop in the signal envelope is quite well reproduced by our
of the electrons excited by the first laser pulse have relaxedimulations. Therefore, the loss of coherence in the signal
back to lower-lying states after this time. One can expect thean be simulated for short delay times with a closed-
electron-electron scattering to be the dominant process ofuantum-system model. Nevertheless, one has to keep in
such a short time scale, while electron-phonon couplingnind that in the present calculations this is only due to in-
should be not so important. ternal redistribution of energy and phase and in a closed

B. Two-pulse correlation
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guantum system information about the first pulse will neverpromising for simulating short-time-scale many-electron dy-
be lost. For the same reason we believe one should be canamics. For smaller systems the method could be used for
tious in attributing this apparent loss of coherence to popumore realistic, three-dimensional external potentials and/or

lation transfer or dephasing, which are only rigorously de-higher-order excitations, which will lead to a much better
fined in the framework of an open-quantum-system model. agreement with experiments. Unfortunately this is beyond
the scope of currently available computer power for the

IV. CONCLUSIONS nanoscale MIM contacts considered here. We plan to apply it

) _ to smaller systems, where, we believe, the use of CIS or

. We qompqteq CIS excited-state wave functions for a Onenjgher-order Cl wave functions computed &ly initio quan-

dimensional jellium model of a (Al-AD;-Ag) MIM contact  tym chemistry programs could lead to much improved accu-

starting from a canonical restricted Hartree-Fock groundyacy of the theoretically calculated electron dynamics.
state wave function. We performed simulations of the laser-

driven many-electron dynamics in the basis of the CIS wave
functions. In general agreement between theory and experi-
ment has been achieved, regarding the two spectra shown in
Fig. 5. The overall structure and therefore the time scale of We thank Walter Pfeiffer and Peter Saalfrank for fruitful
electron-electron scattering are comparable. Also, the twadliscussions. This work has been supported by the Deutsche
different contributions to the charge transfer from Ag to Al ForschungsgemeinschafBrant No. SPP-1093, Project No.
are well reproduced. We believe that the method used is quit8a 547/5.
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