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Analytical description of the sputtering yields of silicon bombarded with normally incident ions
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Experimentally determined sputtering yields of silicon bombarded with normally incident ions were ana-
lyzed with the aim of deriving a complete analytical description of the data. The yields, covering a wide range
of energies(from 50 eV to 540 keY and primary ions of vastly different maggom H to Xe), can be
described in universal form usin@) two energy-dependent functions, the reduced nuclear stopping cross
sections,, and Bohdansky’s threshold functiop (ii) a modified form of Sigmund’s function, only dependent
on the mass ratio of projectile and target atoms, @inga constant calibration factdgN/Es, where¥, is the
effective mean escape depth of sputtered atdirtee number density of Si atoms, akd an effective surface
binding energy. Considering the fact that according to computer simulations the mean escape depth increases
significantly with increasing projectile energy, the observed constangyNfE requires the assumption that
E, is not a constant but contains two terms, the “true” surface binding enErggnd an additional energy-
dependent term presumably reflecting the fraction of deposited energy that is lost in inelastic processes as well
as in creating phonons and damage. There are indications that the sputtering yields reported for H and D
bombardment as well as for heavy-ion impact at very low energies are too small by factors up to about 2,
presumably due to oxygen incorporation and/or growth of surface contamination layers under nonideal vacuum

conditions.
DOI: 10.1103/PhysRevB.68.235211 PACS nuni®er79.20.Rf
I. INTRODUCTION According to Lindharcet al.* the ion energyE may be con-

verted to the reduced energyas
The analytical theory of sputtering due to nuclear interac-
tions (knock-on sputteringwas developed by Sigmurtdic- e={0.443(1+ u ™1 Z,Z,Z;}E/ER. 4
cording to theory the sputtering yieldfor normally incident

ions (or atoms of massM, atomic numbez, , and energy Combining Egs.(1) and (2), the sputtering yield takes the

E can be factorized in the form form

Y=Y(E.n.21.20) = (xN/wEasS,, (1) Y= Knan, ©®
wherexg is the mean depth of origin of sputtered atorNs, with
the number density of target atomdM§,Z,), and u Kn=0.858 XoN/E)Z1Z, /73,14 ), ©6)

=M,/M,. HereE; is the surface potential barrié¢surface

binding energy, S,=—N~*(dE/dx), the nuclear stopping the areal densityx,N being counted in units of
cross section, andv=a(u,E) a dimensionless function 10'® atoms/cr, the surface binding enerdys in eV.

which defines the amount of energy, relative &E(dx),, In his pioneering work, Sigmuridcalculatedx, on the
which is deposited near the surface into nuclear motiois  basis of a low-energy interaction potential derived by ex-
the initial direction of ion beam propagation S,  trapolation from higher energies. The resulting number
=Si(E,u,Z1,Z;) may be expressed in terms of a reducedturned out to be rather largetyN=4.15x 10'° atoms/crA,
(universal cross sectiors,=s(g). With S, in units of eV/  equivalent to about three atomic layers. To get reasonable

atoms cm?, agreement between experimental and theoretical sputtering
. ) yields, the surface binding energy for silicon had to be set
S$h=22.42,1Z,1Z71+ p)}agEgsy (2 equal to the comparatively large cohesive endiyg3 e\).*

Er (136 eV is the Rydberg energy andy (0.529 Hence the ratio xoN/Es should be about 5104

72 71 . .
% 10”8 cm) the Bohr radiusz?, is the scaling parameter for &tomscm=eV = If the sublimation energy of S4.7 eV)
the screening radiusa, of interatomic potentials,a; had been used instead of the cohesive energy, the agreement

_ * would have been rather poor. The problem was partly solved
0.88%,/23. Bohr* suggested by refined calculatiomswhich showed that the extrapolated
=7 :(Zi/s n 23/3)1/2_ (33 potential originally used by Sigmuhavas significantly too

low. The improved calculation reducegN to about half the
In search of a universal interatomic potential, Ziegierl> original value so that the appropriate valuexgN/Eg could
found the best scaling of calculated screening functions ushe obtained on the basis of the common assumption&hat

ing the scaling parameter equals the sublimation energy of the target material. Recent
experiment$and computer simulatior€ however, showed
12=4z8L= 41 2 (3D that the escape depth for ion impact at a few keV is actually
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a factor of 4 lower than the original estimate, i.&gN 10 e——rrrm——r
=(1.0+0.2)x 10'° atoms/cm or 0.74-0.15 of the mean
atomic distance NY3=0.272 nm. Using this resulkoN/Eq
would turn out to be too small by a factor of about 2. The
computer simulatior’€ also showed that the depth of origin
increases with increasing ejection energy of sputtered atoms

T T TTT
EEEIT

M, =Si@0°

SPUTTERING YIELD (Si atomsf/ion)
)

and, last but not least, depends significantly on the bombard- 3 : i‘:’ E
ment parametefSThese results raise the question whether E o Ne ]
the calibration factorxgN/Eg in the analytical theory can m K’—H\ " e ]
; P P 107°F o =
really be considered a constant or whether this parameter is g e D E
energy dependent. E o H ]
Irrespective of the problems associated with an absolute ; A T T
calibration of the analytical yield formula, the sputtering 0.01 0.1 1 10 100 1000

yields observed at low impact energies are much lower than ENERGY (keV)

predicted by Eq(5) because the energy and momentum dis- o _ ) _
tributions of recoil atoms are truncated at their high end, F!G- 1. Compilation of experimentally determined sputtering
more so the lower the energ§. To account for these yields of silicon bombarded with normally incident ions. The data

“ " were derived from Refs. 11 and 13-19. The lines are drawn to
threshold effects, BohdanSkCS/replaced Eq(5) by guide the eye. Some error bars are included to indicate the esti-

Y =Kk,as,7. 7) mated uncertainty.

The threshold function; in Eq. (7) depends only ot and  provide answers to the following specific questiofis.Can
the threshold energgyy,, the parametek, be considered a constant calibration factor
applicable at all energiesl) Is « a function that depends
7={1-(En/E)**H(1-En/E)2 ®) only on the mass ratiqu or is it necessary to involve an
An important aspect of Eq8) is that threshold effects de- energy dependenceéiii) How do the input parameters enter-
termine the sputtering yield not only at very low energies buting into the analytical model compare with the material pa-
up toE/Ey, ratios exceeding 100. For examplgamounts to  fameters used in computer simulations? These questions are
0.5, 0.9, and 0.95 foE/E,,=6.3, 58, and 145, respectively. addressed on the basis of a rather broad set of experimental
For light-ion bombardment, the minimum energy requiredsputtering yield data for silicon, a material that has the ad-
for sputtering Emin=E, can be estimated from the kinemat- vantage of being rendered amorphous by ion bombardment.
ics of an event involving 180° scattering of the incident ionHence the effects of samplgoly)crystallinity on the sput-
in the second layer of the sample, followed by a head-ortering yield? are absent.
collision of the reflected ion with a surface atom. THen

Es=v(1-y)En, 9 _ _ o .
, Experimentally determined sputtering yields of silicon are
with compiled in Fig. 1. Some errors bars are included which
_ 2 represent the estimated uncertainty of the data. The heavy-
y=A4MiM2/(My+M2)" (10 ion data were derived from a previous compilation for pri-
Equation(7) may be rearranged to define a reduced sputtermary ions of Ar and X&' to which more data for 2—20 keV

II. DATA BASIS

ing yieldy, as Ne, Ar, and Xe(Refs. 13 and 14and low-energy results for
Ar (Ref. 15 were added. Some of the heavy-ion data in Fig.
Yn=Y/kya=s,7. (1D 1 constitute the average of data from different groups, mea-
At sufficiently high values of the rati&/Ey,, Eq.(11) sim-  Sured at the same or very similar energies. The measure-
plifies to the previously used relatibn ments at energies below about 1 keV suffered from a number
of uncertainties and experimental difficulties, both known
Yn(n—1)=s,, (113  and unknown. These problems cause the reported yields to

differ sometimes by 30%-40%, occasionally by a factor of

and« can be determined as up to 2. In the early work of Wehner and co-worké&ts! for

_ example, thgapparenttarget current was enhanced by ion-
a=Y (7= 1)/knSn, (11 induced electron emission. For neon bombardment the yields
providedk,, is known. corrected for potential emission were estimated to be 25%

The purpose of this study was to explore the questiorhigher than the raw daf&.The low-energy yields measured
whether Eq(7) is capable of describing measured sputteringby Zalm'® using retarded beams, decelerated from 10—20
yields for a wide range of primary ion masses and energiekeV to between 2.5 keV and as low as 200 eV, were found to
The starting point for this exercise was the idea that, once thbe systematically larger than data from other groups, the de-
appropriate energy-dependent functiansand » had been viation increasing with decreasing impact energy. The reason
selected, they should be applicable to all projectile-targeis not clear. It is worth noting that the yields reported in Ref.
combinations. Hence the data evaluation was expected tb3 were derived from measurements of the depth of large

235211-2



ANALYTICAL DESCRIPTION OF THE SPUTTERING . .. PHYSICAL REVIEW B8, 235211 (2003

-
o

W
W

(~10 mm diametercraters produced by ion beams featuring
nonuniform current density distributions. The raw data were
used to calculate the volume of the sputtered crater by inte-
gration. One might wonder whether the problems due to hol-
low beam formation, observed with decelerated beams, were
larger than expected by the auttdit is also unclear how
normal ion impact could be maintained upon retardation
even though the decelerated beams were focused from 15 to
6 mm (at 200 eV at the “very end of their trajectory”—i.e.,
over a short distance. Given these uncertainties only those
data of Ref. 13 that relate to nonretarded beams were in-
cluded in this data compilation. 1 10 100
The light-ion data in Fig. 1 were also measured using PROJECTILE ATOMIC NUMBER 2,
decelerated 8blesz;":lms, but at less extreme ratios of the initial-to-
final energ)}. "~Moreover, the weight-loss method was usecjyield maxima (solid circles compared with predictions derived

Whlch IS ,ms.ens!tlve to nonuniformities of the, 1on .current from two different reduced nuclear stopping cross sectidashed,
density distribution at the target. The sputtering yields fory,ch_qotted. and solid lings

proton and deuteron bombardment are quite low, equal to or

less than 0.01 and 0.02 atoms/ion, respectively. Such Io%wer than the “
yields are difficult to measure because there is the dang
that ion bombardment initiates the growth of surface cony
tamination and/or the incorporation of residual gases. As
result, the rate of erosion of sample material can be reduc
significantly. In extreme cases the formation of “surface lay-

------- s (univ), Z* ZBL

== s,(Kr-C), Z* ZBL
s,(Kr-C), Z* Bohr
e experiment

-
o
S

-
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=)
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FIG. 2. Experimentally observed positions of the sputtering

clean” values that one would measure in the
bsence of oxygen incorporation. If the presumed yield re-
uction for D bombardment could be substantiated, one
ould expect the H data to be reduced even nmbexause

e effect becomes more important the lower the sputtering
yield; the error bars in Fig. 1 reflect the estimated uncer-

ers” may show up in the form of a darkening of the bom'taint
. y). For completeness we note that D-bombarded samples
barded target ared. The magnitude of the effect may be Iso showed very pronounced volume expansion and blister

assessed from two sets of c_iata reported for sputterir]g of drmatiort® at primary ion fluences between about8nd
by bombardment Wlth_ He ions, represented by solid an 0% cm~2, compared to typically 85 cm 2 in the yield
open squares, respe_ctlyéﬁApparently the_se measurements measurerﬁentssfluence estimated from the quoted experi-
were performed at distinctly different residual gas pressureg. i parameterd®19

and/or different primary ion current densities. Notably at low Note that the experimental results in Fig. 1 are complete

energies the open-square yields are more than a factor Ofiﬁ the sense that all six sets of data include the maximum of

!c?(;,::eerdt:]ha;n;Poebfeorgdo?gi%ree %frl’?:t.iCI(EBCekeSt(:eg[;nt:bza(;/feF:ZeQS the spl_Jttering yield. Hence the data are very \{vell suited_for
) ; : : analyzing the energy dependence of the functions contained
in Ref. 19 but did not discuss the consequences any furtherih Eq. (7)
In the evaluation presented below the He data represented by — " *
open squares were not taken into account.

Previously, the effect of bombardment-induced oxygen in- [1l. DATA EVALUATION AND DISCUSSION
corporation and oxide formation on sputtering yields has
been studied by different groups, mostly for heavy-ion bom-
bardment of Al(Ref. 20 and Si(Refs. 21-23at deliberately In a first step of the data evaluation the measured posi-
enhanced partial pressures of oxygen. The efficiency ofions E(Y,,) of the sputtering yield maxima were compared
heavy-ion-bombardment-induced incorporation can be rewith the peak positions of theoretical stopping cross section
markably high, up to three oxygen atoms per 20 keV' Xe S,. The experimental results are shown in Fig. 2 as solid
ion incident on SP? A decrease in sputtering yield due to circles. The peak positions increase monotonically with in-
oxygen uptake may already be observed if the arrival rate ofreasingZ; . The experimental data for Ne, Ar, and Xe agree
the gas molecules amounts to only 1% of the removal rate ofvith the peak positions derived from two different nuclear
target atom£° The results of a comparative study on Mo stopping cross sections, the so-called universal cross section
bombarded with He and Ar suggest that the effect of oxygers,(univ)® and the stopping cross sectisf(Kr-C) (Ref. 26
exposure on the sputtering yield becomes detectably at loweterived from the Kr-C potentidl. The latter cross sections
oxygen-to-projectile flux ratios the lower the sputteringwas calculated for two versions of the scaling paraméafer
yield.2* Therefore, yield measurements involving H and D The resulting difference is quite small. In view of the fact
projectiles should be particularly critical, but data for 2.5that the uncertainty in locating yield maxima in the experi-
keV D on Mo were not very conclusive in this resp&tt. mental data amounts to at leasB0%, the measured peak
Studies by secondary ion mass spectroméiyS), on the  positions can hardly be used to make a decision in favor of
other hand, provided evidence for oxygen incorporation in Sbne or the other theoretical stopping cross section. Hence it
(Ref. 25 bombarded with 1 keV D under conditions similar is necessary to inspect stopping cross sections in more
to those used to measure the deuteron yields in Fig. 1. Henaketail—i.e., with respect to the absolute values and the en-
it cannot be excluded that the yields for D bombardment arergy dependence.

A. Reduced nuclear stopping power

235211-3



KLAUS WITTMAACK PHYSICAL REVIEW B 68, 235211 (2003

m 0-6 T T TT T T III T T III T T TT T T II_ 1-3 III T T IIIIIII T T IIIIIII T T IIIIIII
% i 12} 6 (C) —
o & = Z,, 14 (Si)
o - I T G .
o 3 26 (Fe)
= 01 ot — NN 1.0 /—\ -
"J‘ F — s (KrC) . o a7 (AV’\
3 C s,(univ) (x1.1) ] E L s ]
2 003k T TR 608) ] © o8l 82 (Pb) i
o)
g 0.7 III 1 1 IIIIIIl 1 1 IIIIIII 1 1 IIIIIII
S 0.01 0.1 1 10
B 001 ) | ) Ll 1 | 1 Ll | L1 RAT'O Z1/Z2
AT 10° 107 10" 1 10

REDUCED ENERGY e FIG. 5. Ratio of the scaling parametetd;, andZg,, accord-

FIG. 3. Comparison of three different reduced nuclear stoppind;gr;?ctr;irgggg??:; doefnflgr?Ite;’tgjlzlt.savr\]/?:tlthaot;r(])?nrgrnﬂ:':])JbGEF;les of

cross sections suggested in the literature. To illustrate the similarity
in the region 0.0¥¢<10, two of the three cross sections were

multiplied by appropriate factors. conclude that it will be difficult, if not impossible, to use

sputtering yield data for identifying the most appropriate re-
duced nuclear stopping cross section. An additional conse-
guence is that the derived threshold energies cannot be con-
Sidered absolute numbers but will depend slightly on the
choice ofs,, . With these uncertainties in mind the somewhat
arbitrary decision was made to usg(Kr-C) for further
evaluations.

Another parameter that needs to be discussetfjs As
already seen from Fig. 2 the difference brought about by
using the definition of either Eq.3a or (3b) is small. To
. ) . i . explore the difference in more general terms, Fig. 5 shows
to fit experimental sputtering yield data to the analytlcal,[he ratioZ%g, /2%, VersusZ, /1Z,, calculated for five differ-

Lheezrsys’etgﬁarlfs?r:tes ggﬁénesxgg'?%:rng) d%resrfé(r:irfizl mlé cali?m target materials. It is evident that in most cases the dif-
bration factor)ll< by 10% ' P ference between the two definitions#, is less thant10%
Asignificantndifferenc.e betweesy(Ki-C) ands,(TF-M), (denoted *by dashe*d linesHence, in_order to distinguish_
peak adjusted by a factor 0.95, is observed at reduced endietweenZzg and ZBoh,f’ one needs highly accurate experi-
gies e<10 2. At these energies threshold effects becomdn€ntal data(e.g., for ion rangés preferably for low- and
dominant even for sputtering of Si by Ne, Ar, and Xe impact.h'gh'mass targets. Data for medium-mass targets will only be

To discuss the consequences, two examples of reduced spHF—erI if they are accurate to within about 1%. Note also that

tering yieldss, 7 are presented Fig. 4, one fgf(Kr-C), the Inelastic contributions to the total stopping_ power must be
other for 0.95,(TF-M). With marginally different threshold SuPtracted very accurately to safely determinezh@ndZ,

energies(29 and 31 eV, respectively, reflecting the case Ardependence dli,. In any case, sputtering yield data are not
on Si, the reduced sputtering yields derived from the twosufficiently accurate to distinguish between the two defini-

cross sections become indistinguishable. Again we have tBons. To avoid preference in favor of either one of the defi-
nitions, the evaluation reported below was carried out using

the mean of the two,

Figure 3 shows a comparison §f(Kr-C) ands,(univ) in
the range of reduced energies covered by the data of Fig.
Also included iss,(TF-M), the analytical fit to the Thomas-
Fermi cross section after Matsunagtial 2 Except for the
slight differences in peak positiors,(univ) is 10%—20%
lower thans,(Kr-C). To illustrate the close similarity in the
energy dependencs,(univ) was multiplied by a factor of
1.1. Over a wide range afvalues the resulting curvgotted
line in Fig. 3 is indistinguishable frons,(Kr-C). In trying

7

Z’1(2: (Zéohr+ ZEBL)/Z- (30)

The results thus obtained deviate from those udhg or

10" o o
Bonr DY 5% or less, in either direction.

=4.2¢-4)
=4 5¢-4)

s, (Kr-C) n(s,,

. 0.955 (TF-M) n(e B. Threshold function and threshold energies

102

thr

Figure 6 shows the reduced sputtering yiejgsderived
from Fig. 1 as a function of the reduced energyBy an
appropriate choice of the produkta, Eg. (11), y, can be
made to agree witls,(Kr-C) at energiess> 100, (more
details of the fitting procedure are discussed with reference
to Fig. 7). For the heavy-ion species Xe and Ar the agree-

FIG. 4. Comparison of reduced sputtering yields calculated fromment extends over about two orders of magnitude in energy
two different stopping cross sections. or even more(Xe). For H and D, on the other hang,

REDUCED SPUTTERING YIELD

IIII 1 1 IIIIIII 1 1 IIIIIII 1 1 IIIIIII 1 11 11181
10° 107 10" 1 10
REDUCED ENERGY ¢

10
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REDUCED ENERGY ¢ MASS RATIO M/M,

FIG. 6. Reduced sputtering yields derived from Fig. 1 vs the FIG. 8. Comparison of the mass dependence of scaled threshold
reduced impact energy. The reduced yields are fitted to the reducénergiesE/Es derived in this studysolid circles with theoretical
stopping cross sectios,(Kr-C) (thick solid ling. The thin lines  Predictions valid foM,/M;>5 (dashed ling Also shown are em-

represent the product af,(Kr-C) and Bohdansky’s threshold func- Pirical data from Ref. 19open diamondsand a fit function cover-
tion 7. ing all experimental datésolid line).

approaches, only at the upper limit in energy covered by €=0.036—i.e., 100 eV—is attributed to bombardment-
the experiments. With decreasirgy, tends to fall below induced oxygen incorporation, as discussed in Sec. Il

s, more so the lowet and more readily the lower the mass  The results of Fig. 7 imply that the energy dependence of
of the primary ion. The deviation is due to threshold effects the sputtering yield is fully contained in the nuclear stopping
The threshold effect shifts the maximum of the sputteringCross sectiors, and the threshold function. Particularly
yield for H and D bombardment to higher energies, from important are the results for Ar and Xe at high energies (
=0.28 [maximum ofs,(Kr-C), equivalent to 342 and 354 >10 2) where threshold effects are negligible. If we assume
eV for H and D, respectivelyto £ =0.66 for H and to 0.56 that the calibration factor does not depend on endspe

for D (800 and 700 eV, respectively below), the observed identity,/7=s, leads to the impor-

To determine the experimentalvalues, the reduced sput- tant conclusion thatr is also independent of energy—i.e.,
tering yieldsy,, of Fig. 6 were divided bys,(Kr-C). Most of ~ Only dependent on.. Inelastic contributions to stopping do
the experimental data could be fitted to within abauit0%  NOt seem to have a detectable effectcon .
to the threshold function according to Bohdansky, E&). For the sake of completeness we note that nonlinear
(thin solid lines in Fig. 6. To illustrate the agreement be- (SPike effects are not expected in sputtering of light-element
tween the experimental data and thefunctions for each targets like Si bombarded with atomic iofisThis supposi-
projectile, “thresholdless” reduced sputtering yields werefionisin accordance with _the experimental data for Xe on Si
calculated ay,, /7. In Fig. 7 the results are compared with Wh.ICh dp not show any evidence for an enhancement of sput-
s,(Kr-C). For each projectile the produkte was adjusted t€ring y|9Ids at energies betwee'n about 60 and 300 keV, cor-
such that the mean of,/ s,= Y/k,a5s,, averaged over all fésponding to 04 £<0.5 (see Fig. 7. o
data points per ion, was unity. With the exception of two The thre;holpl energies denv_ed from the.f|tt|ng procedure
sputtering yield data for Ne and one high-energy outlier foraré shown in Fig. 8 aky,/E; ratios. Theoreticak,/E ra-

He, the remaining 55 individual data points fpy/ 7 agree  tios for light-ion(H, D, and He bombardment of Sidashed
with s, to within =15% or betterthe low value for Ne at line) were derived from Eq(9), with E;=3.7 eV. For heavy-
ion impact the double-scattering concept of threshold sput-
tering, Eq.(9), does not apply. A good fit to thg depen-

—_

: F T T T TTT07 LELBLELLLLL L L BLILLLL LELLELLLLL LI |

= f ! ! ! ! 3 dence of all experimental data can be achieved using a
o r ] slightly modified version of a formula suggested by Garci

o ] Rosaleset al,?®

t’ 10" 3 v/n E

D - ¢ Xe 4 A3 En/Es=aiu™ " ®+apu, (12)

] L o Ne ® He ]

g F s(Kr-C) vhoeH with a,= 7.2+ 0.2 anda,=0.265+ 0.01(solid line in Fig. 8.

x 10-2 vl Ll c el | [ W EEETI It |S WOFth nOtIng that the GarChlng grO%&j.]aS performed

10" 10° 10 10" 1 10

a similar analysis of their own sputtering yield data for a
REDUCED ENERGY ¢

wide variety of sample materials. The analysis was based on
FIG. 7. Reduced sputtering yields after correction for threshold@ combination of experimental results and computer simu-

effects. The reduced nuclear stopping cross sectigi<r-C) is  lated data using the Monte Carfim.sp code® The open

shown for comparisofsolid line). diamonds in Fig. 8 represefiy,/Eg ratios derived, withEg
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S I DA LN B B multiple scattering of projectiles through the reference plane
100 ___ Sigmund ! 1 (“surface”) in the assumed infinite mediutt* Bohdansky
[ e Andersen & Bay  / ] suggested a crude correction term which equals the ratio of
08  * Au(expx08) ! . the projected to the total ion range. This correction seems to
z e j:\:::f;l i . work reasonably well only in the range<lu<10. No theo-
E 061 it 1 ; Ak - retical basis exist fop> 10. Previous work?® suggests that
Z — fit2 AL i 7 X . a passes through a maximum at mass ratidsetween 5 and
T 04 S * 20, similar to the fit through the data points of this study
8 $. -~ _ (long-dashed line in Fig.)9 There are several arguments to
0.2 i question the idea that falls off sharply within a narrow
[ i range ofu values. First it is worth recalling that, according
ooluwd il i to analytical theory, a depends on the mass ratip
o041 1 10 100 =M,/M,. Hencea should be about the same for O, N, and
MASS RATIO MM, C impact on Au (12.814<16.4) as for D on Si g=14).

According to Fig. 9, however, there is a difference by at least

FIG. 9. Comparison o values for amorphous Si, derived from 5004 petween the Au and the Si data. One could suspect that
the fitting procedure in Fig. Tsolid circleg, with the results of  this difference is related to the fact that the Au target was
Sigmund’s analytical theorfdash-dotted line, Ref.)Lan empirical polycrystalline whereas the sputtered Si sample was amor-
fit based on experimental data of Andersen an Bigsh—double- o5, Such an argument, however, would exclude all sput-
dotted line, Ref. 3p experimental data for polycrystalline ABS-  tering vield data for polycrystalline metals from an analysis
terisks, Ref. 9 and empl_rlcgl data from Ref. 1®pen tna_ngles and in terms ofa.
dfiShed '”?’E The two solid lines and the '.Ong'daSheq '".‘e represent - \uch more likely is the idea that the sputtering yields for
different fit functions(see text The vertical arrow indicates the . . )
conceivable error in ther value for H on Si. D on Si were reduced by bomba(dment induced incorpora-

tion of oxygen, as observed previoudlyin fact, owing to

the low sputtering yield of only 0.02 atoms/ion or lg§3g.
1), it is difficult to keep the bombarded surface dynamically
clean. By contrast, the sputtering yield of polycrystalline Au
and Au111) bombarded with Ne exceeds 1 atom/ion at en-
ergies above 400 e¥ Moreover, Au does not react with

To proceed further one has to make a decision concerningxygen. It is not difficult, therefore, to keep the surface of Au
the absolute value af for one primary ion species. Consid- dynamically clean during sputtering with Ne or O. If we
ering Sigmund’s analytical sputtering thebrp be reliable assume that the “truejx dependence of is represented by
for small mass ratiog:, we seta(Xe-Si)=0.19. Using Eq. the thick solid line in Fig. 9, the measured sputtering yield
(7), a values for the other ion@ubscripti) were determined for D on Si is lower than the true value by a factor of 1.32.

=4.0 eV, from the empirical data fdg,,(Si) (Ref. 19. The
agreement with the present results is quite good.

C. a function

by way of taking ratios a, For H on Si the corresponding factor is 1.84. This number is
not unreasonable considering the fact that maximum yield
(Ylkam)i (19 reduction factors of about 5 have been observed as a result of
a;=

oxygen incorporation in Sit?? Even the He data in Fig. 1
show that differences in sputtering yield may be observed
under presumably different residual gas pressures.

As to the lowa values for H and D impact on polycrys-
talline Au, surface contamination is also likely to have
mental data of Andersen and B‘éy(da.sh—double_-dotged played a role, not in the form of oxidation but probably more
line), experimental data for polycrystalline A@sterisks™ i, the form of a carbonaceous surface layer. This supposition
scaled by a factor of 0.8 to produce agreeme;nt with theory gt supported by the fact thdt) the yields were also quite
mass ratiosu between 1 and 3, and empirical da@pen g1 (0.015 atomsfion for H on A (ii) differed by up to
triangles and short-dashed |Df{i'@ scaled 10 a(Xe-Si) 4004 in repeated measurements at room temperaturdiignd
= 0.19. The solid Im_es are analytical fit functions _through theshowed a clear trend for an increase in yield by up to a factor
experimental data, ignoring results for H and D impact, of 2 as the target tempeé%ture was raiadge effect already

_ p q observed at 200—300 jC° The latter observation suggests
@=(0.168+ ru?)/(1+0.1u7), (14 that surface cleaning occurred due to evaporation of ad-
with r=0.1(0.09), p=1.15(1.4), andg=1.18 (1.48) for sorbed contaminants from heated tardsmuttering yield en-
the thin (thick) solid line. If all experimental data are in- hancement due to an evaporation related effemn be ex-
cluded, Eq.(14) may also be used to produce an analyticalcluded. Hence the sputtering yields for H and D on clean Au
fit, but withr=0.1, p=1.8, andq=2.1 (long-dashed ling are also likely to be significantly larger than the mean values

For light-ion bombardmenti(>1) the « function origi-  from which thea values in Fig. 9 were derived. After cor-
nally calculated by Sigmund severely overestimated the errection for surface contamination, the deviation from the
ergy deposited at the surface because, in contrast to the sitsuggested fit functionésolid lineg would disappear, partly
ation in an experiment, the analytical theory allowedor fully.

T (YK xes €

The results obtained this way are depicted in Figsélid
circles. Also shown is Sigmund’s original estimatef «
(dash-dotted ling a refined versiott of « based on experi-
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FIG. 10. Experimentally determined sputtering yields of Si for ENERGY (keV)

Xe bombardment at normal inciden¢lid circleg compared with . )
the predictions of the analytical yield formul@olid line). Also FIG. 12. The same as Fig. 10, but for H and Ne impact. The

shown are results obtained bgim.sp computer simulationéRefs, ~ CUrves labeledagea, and ao, represent, respectively, empirical
35 and 36 yields for Si with clean and partially oxidized surfaces.

primary ions. The measured yields and the deriweghlues
appear to be lowered by oxygen incorporation. In Figs. 12
Up to now the experimental sputtering yields were dis-and 13 the yields calculated f¢partially) oxidized and clean
cussed only in relative terms. To predict sputtering yields insurfaces are labelegl,, and aeqn, respectively.
absolute terms one needs to know two characteristic sample Also shown in Figs. 10—13 are sputtering yields calcu-
parameters, the areal densiyN of atoms contained within |ated by Ecksteifr*® using the Monte Carlo coderim.sp.°
the mean escape depthand the surface binding ener§y.  The agreement between experiment ards data is gener-
The two unknown parameters determine the fakfpin Eq.  ally quite good although the simulations underestimate the
(6). It is important to note that fitting of calculated to mea- yields for heavy-ion impact. It cannot be excluded, however,
sured yields does not provide separate information abouhat the experimental Xe data are somewhat enhanced due to
XoN and Eg, but only about the ratiogN/Es. In Figs. implanted and outdiffusing Xe atoms3’ The threshold be-
10-13 experimental data are compared with the predictionsavior predicted by the simulations differs slightly from the
of analytical theory by settinfgoN/ESZSX 10 atoms cm 2 experimental data. The lower yields derived t®im for Ar
eV, whereX,N and E, denote “effective” values of the and )_(e coqld imply that the surface bir_1ding energy useq in
respective parametefsee below The other parameters en- the simulations Es=4.7 eV) was too high, an idea that is
tering into the analytical model were taken from Figs. 8 andSuPPorted by the results of Fig. 8.8 were reduced to 3.7
9. The agreement between theory and experiment is excellefY: the simulated data can be estimated to increase by 12%-
for Xe, Ar, Ne, and He. There is some uncertainty at thel4% (see Sec. lllf. Hence we would get almost perfect
low-energy end of the data where yield measurements ar@dreement betweerrim, the experimental data, and the ana-
difficult, not only because of the danger of surface contamilYtical fit for Xe and Ar, and still good agreement for Ne and
nation but also because an accurate measurement of the i6i¢: TheTRIM data for D and H would come very close to the
energy is not a simple task. To illustrate the effect of a slight/ields predicted for clean Si surfaces. This reasoning sup-
change in threshold energy, Figs. 11 and 12 also show yieldg0rts the supposition that the experimental yields for H and
calculated withE,, according to the fit function in Fig. 8. D impact on Si were lowered by oxygen incorporation.

As already discussed with reference to Fig. 9, the calcu-

D. Absolute calibration of calculated sputtering yields

lated yields for H and D are not as accurate as for the heavy - B I A
-1
g 10 ¢ 2 'He E
— a = E
2 g 3 = 0% 3
L F 3 = F E
s C ] w L ]
; > i@ 0°
31015— “Ar=si@ 0 3 o 10°F [/ M=si@o 3
> E ® experiment 3 E Ef: ¢ experiment > ]
v ol . s TRIM.SP ] wo - TRIMSP ]
LII—J 10 3 o Ey(fit) analytical 3 5 10 =l analytical E
5 F ] o s ]
- ] 5] L H -
B g0l vl e qos i v i i
0.01 0.1 1 10 100 1000 0.01 0.1 1 10 100 1000
ENERGY (keV) ENERGY (keV)
FIG. 11. The same as Fig. 10, but for Ar impact. FIG. 13. The same as Fig. 12, but for D and He impact.
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E. Effective escape depth and effective surface binding energy T T T T T T T

The last step in the data evaluation is an attempt to sepa- 10 kevéﬁﬁoﬁg@ 0°

rateXoN/Es intoX,N andEs. For this purpose one can make
use of the light-ion results in Fig. 8 according to whieh
=3.7 eV. This number may be considered the “true” surface
binding energy in that it was derived from an idealized situ-
ation involving projectile-target interaction only in the first

and second layers of the sample. Settfag=E, we have

%oN=(%,N/Es) E<=1.85x 10 atoms/cri, almost a factor

of 2 larger than the value of,N measurefand calculate@®

for keV ion bombardment. F&tyN to become equal tggN - b 47eV -

one would have to use an unreasonably low value for 0 ' ' L L ' ' '

E—i.e., (2£0.4 eV) eV. The problem can be solved by re- 0 1 2 3 4 3 6 Y 8

alizing thatx, is defined on the basis of a depth convention ENERGY NORMAL TO THE SURFACE (V)

according to which the outermost atom of a sample is located £y, 14. calculated frequency distribution of the mean number

at depthx=0. Hence, if only the outermost atoms were Sput-of target atoms arriving at the inner surface of an Ar bombarded Si

tered, we would have,= 0. Applying Egs.(5) and (6) rig- sample. Simulations performed for different displacement energies

orously we would get' =0, clearly an unrealistic result. Ob- E,.

viously XgN must be interpreted as the areal density of all

atoms available for sputtering within the escape depth  0.25 nm, but differ significantly in the long-range tail which

including the first layer with a mean areal dendit§®. Ac-  extends to larger depths the higher the en&rgy the other

cordingly, hand, the depth of origin contained in Ed) was defined
under the assumptidrihat the energy loss of sputtered par-

%oN=xoN+ N3, (15) ticles between their point of origin and the surface can be

neglected. Including energy loss, slightly larger valuegpf

For Si, N?=1.36x10" atoms/crd so that Xx,N=2.36  were expected.This supposition was verified by analytical

X 10'° atoms/cri. Using this number to derive the effective estimates®

surface binding energy we firf;=4.7 eV. Somewhat acci-
dentally this is the “standard” value of the surface binding  F. Effect of the displacement energy and lattice binding

FREQUENCY N(E,)

energy used in different simulations of Si sputterfiig. energy
The evaluation outlined above implies that sputtering o . ~
yields can be described on the basis of Efsand(6) using The significant(>20%) difference betweerEs and E

brings up the old question whether the surface binding en-
R{Ey is the only binding force determining the sputtering
yreld. Sigmund has repeatedly discussed conceivable effects

a single calibration factd,N/Es for essentially all energies
and mass ratios. This result is remarkable because, accordi
to computer simulation§® x, increases with increasing

bombardment energy. For Ar on Si, for examplgyvalues of of the interatomic b(_)nd strength or bullattice) binding
0.13 and 0.44 nm were calculatea at 100 eV émd 100 ke\}anergyEb and the displacement threshold enefgy. He

l “ H 1 H
respectively, an increase by more than a factor gR&f. 8. %&?ﬁﬁ:ﬁ in.ligeazszﬂzti?)%pE)(lzptrrllztest%t?:rsirl:mei(taliic?it"lﬁl'he
If these numbers were considered directly applicable in th P g yield.

. : ulk binding energyE,, on the other hand, was considered
present contex®yN should increase, according to E45), important-31 He presented some estimates YfEy) (see

from 2.0 to 3.6<10' atoms/cr. With Eg=const, this im-  peiow “hut finally decided to stay with Eqd), solving “the
plies an increase i#;N/Es by a factor of 1.8 between 100 problem (of interpretingE,) by definition.”* The influence
eV and 100 keV. However, the comparison of experimentabf E, and E4 on Y has not been discussed seriously since
and empirical yields in Fig. 8 does not provide any evidencehen. A significant effect oE,4 on 'Y was identified some time
for an energy dependent changé&iN/Es. A similar incon-  ago by computer simulations of Roush al3° Analysis of
sistency is evident from the work of Glazet al.” who cal-  the data showed that the calculated yields depend nonlinearly
culatedY andx, for 1 and 3 keV Ne on Si at almost normal on E4 (Ref. 37.
incidence(2° off). According to Egs(5) and(6) we should In this study the effect oEy and E,, on the sputtering
have Yz, /Y 1= (XoSn) 3k / (XoSn) 1k . HOwever, the ratios de- yield was explored using therim 2000 simulation cod&’
rived from the calculated data arery/Y,,=1.34, The code allows simulations to be performed wib, E,,
(Xo Sn)ak/ (X0 Sn)1k=1.80, and %oSn) s/ (XoSn)1k=1.47; andE4 as freely selectable input parameters. A recent evalu-
i.e., a significant difference between the analytical formalismation has shown thagriM 2000 does not predict the mass
and computer simulations is evident even for a change inlependence of sputtering yields correctly at mass ratios
energy by only a factor of 3. M,/M,<1 (Ref. 4]). Here, sputtering yields were calcu-
In this context it is worth noting that the distributions of lated for 10 keV Ar bombardment of Si, in which case the
the depth of origin, calculated for different bombardmentcode appears to work reasonably well. One type of informa-
energies, feature a similar shape at depths between O amidn provided by the code is the integral number of target
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FIG. 15. Calculated inverse sputtering yield vs the surface bind- FIG. 17, (_:alculated spyttermg y:|elds Vs the_ lattice binding ?n'
. . . ergy, normalized to the yield foE,=0 (solid circles and dash
ing energy, for different values of the displacement energy. Thedotted ling. Estimates by Sigmun¢Ref. 1 are shown for compari-
dash-dotted lines are linear extrapolations to the limit-2/0. ' '

son.

atomsN(E; ), arriving at the surface with afinterna) en-  appears completely. Even for small surface binding energies,
ergy E; , normal to the surface. The sputtering yield is sim-the E4-dependent yield changes become rather smak as
ply Y=N(E; ,>E;). Examples of the dependence of exceeds 30 eV. This is the regi@y=10E specifically con-
N(E; ) onEq4 are presented in Fig. 14. In qualitative agree-sidered by Sigmund, arriving at the conclusion that the dis-
ment with the early work of Rouskt al.,*® the sputtering placement energy is immaterial in sputteritig.
yield N(Eg) decreases with increasirtgy,. The effect ofEy TheE, effect on the sputtering yield was also investigated
onY is larger the lower the surface binding energy. by sriM 2000, usingEs=4.7 eV andEy=15eV as fixed
According to Eq.(1) the inverse sputtering yield should input parameters. The results are presented in Fig. 17 in the
be proportional to the surface binding eneryly,!<E.. As  form of relative sputtering yields, normalized to the yield for
Fig. 15 shows, the simulated results are in good agreemeii,= 0. ThesriM data(solid circleg suggest that the sputter-
with the predicted linear behavior. Deviations from linearity ing yield decreases linearly with increasing lattice binding
are observed at energi&s ;<3 eV (data not shown in Fig. energy, but the slope of the linear fit through the data points
15). The slope of the straight lines igl(1/Y)/dE; is quite small, (1¥(E,=0))dY/dE,=2.5%/eV. In view of
=12%/eV. It is worth noting that the dash-dotted lines inthe uncertainties with respect By andEgq, it is hard to see
Fig. 15, obtained by linear extrapolation of the differenta justification for performing simulations with bulk binding
curves to the limity =0 (i.e., Y—=), do not cross the energies other thak,=0. De Witte et al*> have obtained
abscissa aE;=0, as Eq.(1) predicts, but intersect at larger the “best results” of computer calculations usinBg
values ofEg the largerEy. =2.72e\(!), E,=2¢eV, E4=15 eV, in combination with a
Figure 16 shows the dependence of calculated sputteringpodified electronic stopping power. Considering the results
yields onE,4, with Eg as a parameter. As already noted with of Figs. 15—17 this rather unusual combination of binding
reference to Fig. 14, the effect &) on the sputtering yield energies cannot be considered unioete, in particular, the
is larger the smalleEg. For hypothetical surface binding unrealistically low value oEy).

energieE>10 eV, however, th&, effect on the yield dis- Also shown in Fig. 17 are the predictions of Sigmbfat
planar and spherically symmetric surface potential bar(ers
23 — 1 T T T planar potential was commonly assumed in recent computer

: 10 keV Ar = Si @ 0° . simulationg. The predicted decrease in yield with increasing
SRIM 2000 lattice binding energy is significantly larger than the effect
E, (eV) . calculated bysRIM.
The relevance of the results in Figs. 14—16 rests on the
assumption that therim 2000 simulation code is reliable. As
0 ] pointed out above, the mass dependence of sputtering yields
6o calculated withsrim was found to be in error foM /M,
M*\"‘ﬂ—\—o_\, 80 - <1. On the other hand, an effect &y on the sputtering
yield was also found using the codeoLve.>® However, if
Sigmund’s arguments are considered a convincing guide line,
® we have to conclude thaRriM as well asevoLvE does not
10 ! 2'0 : 3'0 ' 4'0 : 50 predict sputtering phenomena correctly. Clearly, this is yet
DISPLACEMENT ENERGY (eV) another e.xamplle of the well-known p.roblem.that many au-
thors of simulation codes do not provide sufficient evidence
FIG. 16. Calculated sputtering yields vs the displacement enthat the program will always yield results in accordance with
ergy, for different values of the surface binding energy. the underlying physics.
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To retain the simple concept of the analytical theory ex- Another important conclusion is that sputtering yield data
pressed in Eq(1), we have to look for physically meaningful are not suited for deriving detailed information on nuclear

processes which have the effect of keepighy/E; constant  stopping cross sections. The first reason is that, at reduced
even though, according to presumably reliable computeenergiess>102, the difference in the energy dependence
simulations’® the mean escape depiyN increases with of the different versions o, is smaller than the uncertainty
increasing impact energy. To compensate this increase waf experimentally determined sputtering yields. Differences
either need an equivalent increase of the paranﬁgen an inthe maxima of the proposesi functions contribute a rela-
additional factor in the numerator which decreases with intive uncertainty of aboutt10% to the calibration factor
creasing energy. One idea not discussed up to now is that t"iQN/ES. The second reason is that, even for heavy-ion bom-
energy S, deposited into nuclear motion at the surface ispardment, the sputtering yields at low energies<(L0™2)
partly consumed in inelastic processes and the creation fre dominated by threshold effects, more so the lower the
phonons and damagéisplaced atomsThe net effect would gnergy. The sometimes significant differences between cross

be the same as an increase in the effective surface bindi%ctions at lowe cannot be used fos. selection because
n
energy. these differences can easily be accounted for by a slight ad-

justment of the threshold energy which, unfortunately, is not
IV. SUMMARY AND CONCLUSION a known input parameter.

This study has shown that it is possible to describe the AS to future research, more detailed studies are clearly
sputtering yields of silicon for normally incident ions in ana- desirable, experimentally as well as by computer simulation.
lytical form, from the regime of single knock-on events to The data basis presently available at low energies is not yet
fully developed collision cascades. The energy dependendgatisfactory, notably for light ions. Recent advances in ion-
of the sputtering yield can be accounted for by the reduce@un technologyf? driven by the need for sputter depth pro-
nuclear stopping cross section and the threshold functiorfiling near the physical limits of depth resolutihnow al-
The a function and the threshold energies contained injjhe 10w sputtering experiments in ultrahigh vacuum to be
function apparently depend only on the mass raticAny performed routinely at beam energies down to 150 eV. Hence
additional energy or mass dependent function is not requiregurface contamination should no longer be a problem of con-
Using the analytical model, most of the experimentally de-cern. Furthermore, using-doped samples, one could deter-
termined sputtering yields could be reproduced with an acmine sputtering yields at much smaller primary ion fluences
curacy of about=15% or better. Some problems still exist than with the mass loss technique. This approach would also
with the respect to very low y|e|d6<005) observed under allow an identification of conceivable fluence dependent
impact of either very light primary ion€4 and D or heavy ~ Sputtering artifact§?
ions at very low energie$<200 e\). Presumably due to The computer calculations performed in course of this

surface contamination, the reported yields appear to be lowdtudy should be viewed with reservation because St
than the true values that one would measure if the sampl@000 code suffers from ill-defined inaccuracies. Other more

surfaces were clean during sputter erosion. reliable computer codes should be used to determine the de-

Yield measurements with light iong(>5) at energies up Pendence of sputtering yields on the various input param-
to about 10 times the threshold energy appear to be wepters. Such calculations, carried out for |Ight- and heavy—ion
suited for determining the true surface bindilg which ~ bombardment, should be of help in trying to distinguish the
turned out to be distinctly lower than the effective surface’true” surface barrierEs for sputter ejection, as defined by
binding energyE, contained in the yield calibration factor Ed. (9), from the “apparent” surface binding enerdy,
%N/E,. This calibration factor was found to be constantWh'Ch implicitly contains contributions due to all binding
within experimental accuracy. The origin of the apparent dif-"°"¢€S:

ference betweek, andE needs to be studied in more de-

tail. Reasonable values fé, can only be obtained _’DION is_ _ ACKNOWLEDGEMENT
set equal to the areal density of all atoms contained within
the mean escape depth of sputtered atoms. | thank W. Eckstein for helpful discussions.
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