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Analytical description of the sputtering yields of silicon bombarded with normally incident ions
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Experimentally determined sputtering yields of silicon bombarded with normally incident ions were ana-
lyzed with the aim of deriving a complete analytical description of the data. The yields, covering a wide range
of energies~from 50 eV to 540 keV! and primary ions of vastly different mass~from H to Xe!, can be
described in universal form using~i! two energy-dependent functions, the reduced nuclear stopping cross
sectionsn and Bohdansky’s threshold functionh, ~ii ! a modified form of Sigmund’sa function, only dependent
on the mass ratio of projectile and target atoms, and~iii ! a constant calibration factorx̃0N/Ẽs , wherex̃0 is the
effective mean escape depth of sputtered atoms,N the number density of Si atoms, andẼs an effective surface
binding energy. Considering the fact that according to computer simulations the mean escape depth increases
significantly with increasing projectile energy, the observed constancy ofx̃0N/Ẽs requires the assumption that
Ẽs is not a constant but contains two terms, the ‘‘true’’ surface binding energyEs and an additional energy-
dependent term presumably reflecting the fraction of deposited energy that is lost in inelastic processes as well
as in creating phonons and damage. There are indications that the sputtering yields reported for H and D
bombardment as well as for heavy-ion impact at very low energies are too small by factors up to about 2,
presumably due to oxygen incorporation and/or growth of surface contamination layers under nonideal vacuum
conditions.

DOI: 10.1103/PhysRevB.68.235211 PACS number~s!: 79.20.Rf
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I. INTRODUCTION

The analytical theory of sputtering due to nuclear inter
tions~knock-on sputtering! was developed by Sigmund.1 Ac-
cording to theory the sputtering yieldY for normally incident
ions ~or atoms! of massM1 , atomic numberZ1 , and energy
E can be factorized in the form

Y5Y~E,m,Z1 ,Z2!5~x0N/p2Es!aSn , ~1!

wherex0 is the mean depth of origin of sputtered atoms,N
the number density of target atoms (M2 ,Z2), and m
5M2 /M1 . HereEs is the surface potential barrier~surface
binding energy!, Sn52N21(dE/dx)n the nuclear stopping
cross section, anda5a(m,E) a dimensionless function
which defines the amount of energy, relative to (dE/dx)n ,
which is deposited near the surface into nuclear motion~x is
the initial direction of ion beam propagation!. Sn
5Sn(E,m,Z1 ,Z2) may be expressed in terms of a reduc
~universal! cross sectionsn5sn(«). With Sn in units of eV/
atoms cm22,

Sn522.2$Z1Z2 /Z12* ~11m!%a0
2ERsn . ~2!

ER ~13.6 eV! is the Rydberg energy anda0 (0.529
31028 cm) the Bohr radius.Z12* is the scaling parameter fo
the screening radiusai of interatomic potentials,ai

50.885a0 /Z12* . Bohr2 suggested

Z12* [ZB* 5~Z1
2/31Z2

2/3!1/2. ~3a!

In search of a universal interatomic potential, Ziegleret al.3

found the best scaling of calculated screening functions
ing the scaling parameter

Z12* [ZZBL* 5Z1
0.231Z2

0.23 ~3b!
0163-1829/2003/68~23!/235211~11!/$20.00 68 2352
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According to Lindhardet al.,4 the ion energyE may be con-
verted to the reduced energy« as

«5$0.443/~11m21!Z1Z2Z12* %E/ER . ~4!

Combining Eqs.~1! and ~2!, the sputtering yield takes th
form

Y5knasn , ~5!

with

kn50.858~x0N/Es!Z1Z2 /Z12* ~11m!, ~6!

the areal density x0N being counted in units of
1015 atoms/cm2, the surface binding energyEs in eV.

In his pioneering work, Sigmund1 calculatedx0 on the
basis of a low-energy interaction potential derived by e
trapolation from higher energies. The resulting numb
turned out to be rather large,x0N54.1531015 atoms/cm2,
equivalent to about three atomic layers. To get reasona
agreement between experimental and theoretical sputte
yields, the surface binding energy for silicon had to be
equal to the comparatively large cohesive energy~7.83 eV!.1

Hence the ratio x0N/Es should be about 531014

atoms cm22 eV21. If the sublimation energy of Si~4.7 eV!
had been used instead of the cohesive energy, the agree
would have been rather poor. The problem was partly sol
by refined calculations5 which showed that the extrapolate
potential originally used by Sigmund1 was significantly too
low. The improved calculation reducedx0N to about half the
original value so that the appropriate value ofx0N/Es could
be obtained on the basis of the common assumption thaEs
equals the sublimation energy of the target material. Rec
experiments6 and computer simulations,7,8 however, showed
that the escape depth for ion impact at a few keV is actu
©2003 The American Physical Society11-1
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KLAUS WITTMAACK PHYSICAL REVIEW B 68, 235211 ~2003!
a factor of 4 lower than the original estimate, i.e.,x0N
5(1.060.2)31015 atoms/cm2 or 0.7460.15 of the mean
atomic distance 1/N1/350.272 nm. Using this result,x0N/Es
would turn out to be too small by a factor of about 2. T
computer simulations7,8 also showed that the depth of orig
increases with increasing ejection energy of sputtered at
and, last but not least, depends significantly on the bomb
ment parameters.8 These results raise the question wheth
the calibration factorx0N/Es in the analytical theory can
really be considered a constant or whether this paramet
energy dependent.

Irrespective of the problems associated with an abso
calibration of the analytical yield formula, the sputterin
yields observed at low impact energies are much lower t
predicted by Eq.~5! because the energy and momentum d
tributions of recoil atoms are truncated at their high e
more so the lower the energyE. To account for these
‘‘threshold effects,’’ Bohdansky9 replaced Eq.~5! by

Y5knasnh. ~7!

The threshold functionh in Eq. ~7! depends only onE and
the threshold energyEth ,

h5$12~Eth /E!2/3%~12Eth /E!2. ~8!

An important aspect of Eq.~8! is that threshold effects de
termine the sputtering yield not only at very low energies
up toE/Eth ratios exceeding 100. For example,h amounts to
0.5, 0.9, and 0.95 forE/Eth56.3, 58, and 145, respectively

For light-ion bombardment, the minimum energy requir
for sputtering,Emin5Eth , can be estimated from the kinema
ics of an event involving 180° scattering of the incident i
in the second layer of the sample, followed by a head
collision of the reflected ion with a surface atom. Then10

Es5g~12g!Eth , ~9!

with

g54M1M2 /~M11M2!2. ~10!

Equation~7! may be rearranged to define a reduced sput
ing yield yn as

yn5Y/kna5snh. ~11!

At sufficiently high values of the ratioE/Eth , Eq. ~11! sim-
plifies to the previously used relation11

yn~h→1!5sn , ~11a!

anda can be determined as

a5Y~h→1!/knsn , ~11b!

providedkn is known.
The purpose of this study was to explore the quest

whether Eq.~7! is capable of describing measured sputter
yields for a wide range of primary ion masses and energ
The starting point for this exercise was the idea that, once
appropriate energy-dependent functionssn and h had been
selected, they should be applicable to all projectile-tar
combinations. Hence the data evaluation was expecte
23521
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provide answers to the following specific questions.~i! Can
the parameterkn be considered a constant calibration fac
applicable at all energies?~ii ! Is a a function that depends
only on the mass ratiom or is it necessary to involve an
energy dependence?~iii ! How do the input parameters ente
ing into the analytical model compare with the material p
rameters used in computer simulations? These question
addressed on the basis of a rather broad set of experim
sputtering yield data for silicon, a material that has the
vantage of being rendered amorphous by ion bombardm
Hence the effects of sample~poly!crystallinity on the sput-
tering yield12 are absent.

II. DATA BASIS

Experimentally determined sputtering yields of silicon a
compiled in Fig. 1. Some errors bars are included wh
represent the estimated uncertainty of the data. The he
ion data were derived from a previous compilation for p
mary ions of Ar and Xe,11 to which more data for 2–20 keV
Ne, Ar, and Xe~Refs. 13 and 14! and low-energy results fo
Ar ~Ref. 15! were added. Some of the heavy-ion data in F
1 constitute the average of data from different groups, m
sured at the same or very similar energies. The meas
ments at energies below about 1 keV suffered from a num
of uncertainties and experimental difficulties, both know
and unknown. These problems cause the reported yield
differ sometimes by 30%–40%, occasionally by a factor
up to 2. In the early work of Wehner and co-workers,16,17 for
example, the~apparent! target current was enhanced by io
induced electron emission. For neon bombardment the yi
corrected for potential emission were estimated to be 2
higher than the raw data.16 The low-energy yields measure
by Zalm13 using retarded beams, decelerated from 10–
keV to between 2.5 keV and as low as 200 eV, were found
be systematically larger than data from other groups, the
viation increasing with decreasing impact energy. The rea
is not clear. It is worth noting that the yields reported in R
13 were derived from measurements of the depth of la

FIG. 1. Compilation of experimentally determined sputteri
yields of silicon bombarded with normally incident ions. The da
were derived from Refs. 11 and 13–19. The lines are drawn
guide the eye. Some error bars are included to indicate the
mated uncertainty.
1-2



ng
er
nt
o
e

io
5

o
i

in
l-t
ed
nt
fo
o
lo
g

on
s
c
y
-

e
f
n
ts
re
w
o

he
d

in
a
m

re
e
to
e
e
o
e
w

ng
D
.5
.

S
ar
n
ar

he
re-
ne

ring
er-
ples
ster

ri-

ete
of

for
ined

osi-
d

tion
lid
in-
ee
ar
ction

s

ct
ri-
k
r of
e it
ore
en-

ing
d

ANALYTICAL DESCRIPTION OF THE SPUTTERING . . . PHYSICAL REVIEW B68, 235211 ~2003!
~;10 mm diameter! craters produced by ion beams featuri
nonuniform current density distributions. The raw data w
used to calculate the volume of the sputtered crater by i
gration. One might wonder whether the problems due to h
low beam formation, observed with decelerated beams, w
larger than expected by the author.13 It is also unclear how
normal ion impact could be maintained upon retardat
even though the decelerated beams were focused from 1
6 mm ~at 200 eV! at the ‘‘very end of their trajectory’’—i.e.,
over a short distance. Given these uncertainties only th
data of Ref. 13 that relate to nonretarded beams were
cluded in this data compilation.

The light-ion data in Fig. 1 were also measured us
decelerated beams, but at less extreme ratios of the initia
final energy.18,19Moreover, the weight-loss method was us
which is insensitive to nonuniformities of the ion curre
density distribution at the target. The sputtering yields
proton and deuteron bombardment are quite low, equal t
less than 0.01 and 0.02 atoms/ion, respectively. Such
yields are difficult to measure because there is the dan
that ion bombardment initiates the growth of surface c
tamination and/or the incorporation of residual gases. A
result, the rate of erosion of sample material can be redu
significantly. In extreme cases the formation of ‘‘surface la
ers’’ may show up in the form of a darkening of the bom
barded target area.17 The magnitude of the effect may b
assessed from two sets of data reported for sputtering o
by bombardment with He ions, represented by solid a
open squares, respectively.19 Apparently these measuremen
were performed at distinctly different residual gas pressu
and/or different primary ion current densities. Notably at lo
energies the open-square yields are more than a factor
lower than the solid-square yields. Ecksteinet al. have men-
tioned the problem of oxide formation~see caption of Fig. 35
in Ref. 19! but did not discuss the consequences any furt
In the evaluation presented below the He data represente
open squares were not taken into account.

Previously, the effect of bombardment-induced oxygen
corporation and oxide formation on sputtering yields h
been studied by different groups, mostly for heavy-ion bo
bardment of Al~Ref. 20! and Si~Refs. 21–23! at deliberately
enhanced partial pressures of oxygen. The efficiency
heavy-ion-bombardment-induced incorporation can be
markably high, up to three oxygen atoms per 20 keV X1

ion incident on Si.22 A decrease in sputtering yield due
oxygen uptake may already be observed if the arrival rat
the gas molecules amounts to only 1% of the removal rat
target atoms.20 The results of a comparative study on M
bombarded with He and Ar suggest that the effect of oxyg
exposure on the sputtering yield becomes detectably at lo
oxygen-to-projectile flux ratios the lower the sputteri
yield.24 Therefore, yield measurements involving H and
projectiles should be particularly critical, but data for 2
keV D on Mo were not very conclusive in this respect24

Studies by secondary ion mass spectrometry~SIMS!, on the
other hand, provided evidence for oxygen incorporation in
~Ref. 25! bombarded with 1 keV D under conditions simil
to those used to measure the deuteron yields in Fig. 1. He
it cannot be excluded that the yields for D bombardment
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lower than the ‘‘clean’’ values that one would measure in t
absence of oxygen incorporation. If the presumed yield
duction for D bombardment could be substantiated, o
would expect the H data to be reduced even more~because
the effect becomes more important the lower the sputte
yield; the error bars in Fig. 1 reflect the estimated unc
tainty!. For completeness we note that D-bombarded sam
also showed very pronounced volume expansion and bli
formation25 at primary ion fluences between about 1017 and
1019 cm22, compared to typically 1020 cm22 in the yield
measurements~fluence estimated from the quoted expe
mental parameters!.18,19

Note that the experimental results in Fig. 1 are compl
in the sense that all six sets of data include the maximum
the sputtering yield. Hence the data are very well suited
analyzing the energy dependence of the functions conta
in Eq. ~7!.

III. DATA EVALUATION AND DISCUSSION

A. Reduced nuclear stopping power

In a first step of the data evaluation the measured p
tions E(Ym) of the sputtering yield maxima were compare
with the peak positions of theoretical stopping cross sec
sn . The experimental results are shown in Fig. 2 as so
circles. The peak positions increase monotonically with
creasingZ1 . The experimental data for Ne, Ar, and Xe agr
with the peak positions derived from two different nucle
stopping cross sections, the so-called universal cross se
sn(univ)3 and the stopping cross sectionsn(Kr-C) ~Ref. 26!
derived from the Kr-C potential.27 The latter cross section
was calculated for two versions of the scaling parameterZ12* .
The resulting difference is quite small. In view of the fa
that the uncertainty in locating yield maxima in the expe
mental data amounts to at least630%, the measured pea
positions can hardly be used to make a decision in favo
one or the other theoretical stopping cross section. Henc
is necessary to inspect stopping cross sections in m
detail—i.e., with respect to the absolute values and the
ergy dependence.

FIG. 2. Experimentally observed positions of the sputter
yield maxima ~solid circles! compared with predictions derive
from two different reduced nuclear stopping cross sections~dashed,
dash-dotted, and solid lines!.
1-3
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KLAUS WITTMAACK PHYSICAL REVIEW B 68, 235211 ~2003!
Figure 3 shows a comparison ofsn(Kr-C) andsn(univ) in
the range of reduced energies covered by the data of Fi
Also included issn(TF-M ), the analytical fit to the Thomas
Fermi cross section after Matsunamiet al.28 Except for the
slight differences in peak position,sn(univ) is 10%–20%
lower thansn(Kr-C). To illustrate the close similarity in the
energy dependence,sn(univ) was multiplied by a factor of
1.1. Over a wide range of« values the resulting curve~dotted
line in Fig. 3! is indistinguishable fromsn(Kr-C). In trying
to fit experimental sputtering yield data to the analytic
theory, the results obtained usingsn(univ) or sn(Kr-C) will
be essentially the same, except for a difference in the c
bration factorkn by 10%.

A significant difference betweensn(Kr-C) andsn(TF-M),
peak adjusted by a factor 0.95, is observed at reduced e
gies «,1022. At these energies threshold effects beco
dominant even for sputtering of Si by Ne, Ar, and Xe impa
To discuss the consequences, two examples of reduced
tering yieldssnh are presented Fig. 4, one forsn(Kr-C), the
other for 0.95sn(TF-M ). With marginally different threshold
energies~29 and 31 eV, respectively, reflecting the case
on Si!, the reduced sputtering yields derived from the tw
cross sections become indistinguishable. Again we hav

FIG. 3. Comparison of three different reduced nuclear stopp
cross sections suggested in the literature. To illustrate the simila
in the region 0.01,«,10, two of the three cross sections we
multiplied by appropriate factors.

FIG. 4. Comparison of reduced sputtering yields calculated fr
two different stopping cross sections.
23521
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conclude that it will be difficult, if not impossible, to us
sputtering yield data for identifying the most appropriate
duced nuclear stopping cross section. An additional con
quence is that the derived threshold energies cannot be
sidered absolute numbers but will depend slightly on
choice ofsn . With these uncertainties in mind the somewh
arbitrary decision was made to usesn(Kr-C) for further
evaluations.

Another parameter that needs to be discussed isZ12* . As
already seen from Fig. 2 the difference brought about
using the definition of either Eq.~3a! or ~3b! is small. To
explore the difference in more general terms, Fig. 5 sho
the ratioZZBL* /ZBohr* versusZ1 /Z2 , calculated for five differ-
ent target materials. It is evident that in most cases the
ference between the two definitions ofZ12* is less than610%
~denoted by dashed lines!. Hence, in order to distinguish
betweenZZBL* and ZBohr* , one needs highly accurate expe
mental data~e.g., for ion ranges!, preferably for low- and
high-mass targets. Data for medium-mass targets will only
useful if they are accurate to within about 1%. Note also t
inelastic contributions to the total stopping power must
subtracted very accurately to safely determine theZ1 andZ2

dependence ofZ12* . In any case, sputtering yield data are n
sufficiently accurate to distinguish between the two defi
tions. To avoid preference in favor of either one of the de
nitions, the evaluation reported below was carried out us
the mean of the two,

Z̄12* 5~ZBohr* 1ZZBL* !/2. ~3c!

The results thus obtained deviate from those usingZZBL* or
ZBohr* by 5% or less, in either direction.

B. Threshold function and threshold energies

Figure 6 shows the reduced sputtering yieldsyn derived
from Fig. 1 as a function of the reduced energy«. By an
appropriate choice of the productkna, Eq. ~11!, yn can be
made to agree withsn(Kr-C) at energies«.100« th ~more
details of the fitting procedure are discussed with refere
to Fig. 7!. For the heavy-ion species Xe and Ar the agre
ment extends over about two orders of magnitude in ene
or even more~Xe!. For H and D, on the other hand,yn

g
ty

FIG. 5. Ratio of the scaling parametersZZBL* andZBohr* accord-
ing to the definitions of Ziegleret al. and Bohr, for projectiles of
atomic numberZ1 incident on targets with atomic numberZ2 .
1-4
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ANALYTICAL DESCRIPTION OF THE SPUTTERING . . . PHYSICAL REVIEW B68, 235211 ~2003!
approachessn only at the upper limit in energy covered b
the experiments. With decreasing«, yn tends to fall below
sn , more so the lower« and more readily the lower the mas
of the primary ion. The deviation is due to threshold effec
The threshold effect shifts the maximum of the sputter
yield for H and D bombardment to higher energies, from«̂
50.28 @maximum ofsn(Kr-C), equivalent to 342 and 354
eV for H and D, respectively# to «̂50.66 for H and to 0.56
for D ~800 and 700 eV, respectively!.

To determine the experimentalh values, the reduced spu
tering yieldsyn of Fig. 6 were divided bysn(Kr-C). Most of
the experimental data could be fitted to within about610%
to the threshold function according to Bohdansky, Eq.~8!
~thin solid lines in Fig. 6!. To illustrate the agreement be
tween the experimental data and theh functions for each
projectile, ‘‘thresholdless’’ reduced sputtering yields we
calculated asyn /h. In Fig. 7 the results are compared wi
sn(Kr-C). For each projectile the productkna was adjusted
such that the mean ofyn /hsn5Y/knahsn , averaged over al
data points per ion, was unity. With the exception of tw
sputtering yield data for Ne and one high-energy outlier
He, the remaining 55 individual data points foryn /h agree
with sn to within 615% or better~the low value for Ne at

FIG. 6. Reduced sputtering yields derived from Fig. 1 vs
reduced impact energy. The reduced yields are fitted to the red
stopping cross sectionsn(Kr-C) ~thick solid line!. The thin lines
represent the product ofsn(Kr-C) and Bohdansky’s threshold func
tion h.

FIG. 7. Reduced sputtering yields after correction for thresh
effects. The reduced nuclear stopping cross sectionsn(Kr-C) is
shown for comparison~solid line!.
23521
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«50.036—i.e., 100 eV—is attributed to bombardmen
induced oxygen incorporation, as discussed in Sec. II!.

The results of Fig. 7 imply that the energy dependence
the sputtering yield is fully contained in the nuclear stoppi
cross sectionsn and the threshold functionh. Particularly
important are the results for Ar and Xe at high energies«
.1022) where threshold effects are negligible. If we assu
that the calibration factor does not depend on energy~see
below!, the observed identityyn /h5sn leads to the impor-
tant conclusion thata is also independent of energy—i.e
only dependent onm. Inelastic contributions to stopping d
not seem to have a detectable effect ona.

For the sake of completeness we note that nonlin
~spike! effects are not expected in sputtering of light-eleme
targets like Si bombarded with atomic ions.29 This supposi-
tion is in accordance with the experimental data for Xe on
which do not show any evidence for an enhancement of s
tering yields at energies between about 60 and 300 keV,
responding to 0.1,«,0.5 ~see Fig. 7!.

The threshold energies derived from the fitting proced
are shown in Fig. 8 asEth /Es ratios. TheoreticalEth /Es ra-
tios for light-ion ~H, D, and He! bombardment of Si~dashed
line! were derived from Eq.~9!, with Es53.7 eV. For heavy-
ion impact the double-scattering concept of threshold sp
tering, Eq.~9!, does not apply. A good fit to them depen-
dence of all experimental data can be achieved usin
slightly modified version of a formula suggested by Garc´a-
Rosaleset al.,26

Eth /Es5a1m20.61a2m , ~12!

with a157.260.2 anda250.26560.01~solid line in Fig. 8!.
It is worth noting that the Garching group26 has performed

a similar analysis of their own sputtering yield data for
wide variety of sample materials. The analysis was based
a combination of experimental results and computer sim
lated data using the Monte CarloTRIM.SP code.30 The open
diamonds in Fig. 8 representEth /Es ratios derived, withEs

ed

d

FIG. 8. Comparison of the mass dependence of scaled thres
energiesEth /Es derived in this study~solid circles! with theoretical
predictions valid forM2 /M1.5 ~dashed line!. Also shown are em-
pirical data from Ref. 19~open diamonds! and a fit function cover-
ing all experimental data~solid line!.
1-5
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KLAUS WITTMAACK PHYSICAL REVIEW B 68, 235211 ~2003!
54.0 eV, from the empirical data forEth(Si) ~Ref. 19!. The
agreement with the present results is quite good.

C. a function

To proceed further one has to make a decision concer
the absolute value ofa for one primary ion species. Consid
ering Sigmund’s analytical sputtering theory1 to be reliable
for small mass ratiosm, we seta(Xe-Si)50.19. Using Eq.
~7!, a values for the other ions~subscripti! were determined
by way of taking ratios at«̂,

a i5
~Y/knh! i ,ê

~Y/knh!Xe,ê
aXe. ~13!

The results obtained this way are depicted in Fig. 9~solid
circles!. Also shown is Sigmund’s original estimate1 of a
~dash-dotted line!, a refined version31 of a based on experi-
mental data of Andersen and Bay32 ~dash–double-dotted
line!, experimental data for polycrystalline Au~asterisks!,9

scaled by a factor of 0.8 to produce agreement with theor
mass ratiosm between 1 and 3, and empirical data~open
triangles and short-dashed line!,19 scaled to a(Xe-Si)
50.19. The solid lines are analytical fit functions through t
experimental data, ignoring results for H and D impact,

a5~0.1681rmp!/~110.1mq!, ~14!

with r 50.1 (0.09), p51.15 (1.4), andq51.18 (1.48) for
the thin ~thick! solid line. If all experimental data are in
cluded, Eq.~14! may also be used to produce an analyti
fit, but with r 50.1, p51.8, andq52.1 ~long-dashed line!.

For light-ion bombardment (m.1) the a function origi-
nally calculated by Sigmund severely overestimated the
ergy deposited at the surface because, in contrast to the
ation in an experiment, the analytical theory allow

FIG. 9. Comparison ofa values for amorphous Si, derived from
the fitting procedure in Fig. 7~solid circles!, with the results of
Sigmund’s analytical theory~dash-dotted line, Ref. 1!, an empirical
fit based on experimental data of Andersen an Bay~dash–double-
dotted line, Ref. 32!, experimental data for polycrystalline Au~as-
terisks, Ref. 9!, and empirical data from Ref. 19~open triangles and
dashed line!. The two solid lines and the long-dashed line repres
different fit functions~see text!. The vertical arrow indicates the
conceivable error in thea value for H on Si.
23521
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multiple scattering of projectiles through the reference pla
~‘‘surface’’! in the assumed infinite medium.1,31 Bohdansky9

suggested a crude correction term which equals the rati
the projected to the total ion range. This correction seem
work reasonably well only in the range 1<m<10. No theo-
retical basis exist form.10. Previous work9,26 suggests that
a passes through a maximum at mass ratiosm between 5 and
20, similar to the fit through the data points of this stu
~long-dashed line in Fig. 9!. There are several arguments
question the idea thata falls off sharply within a narrow
range ofm values. First it is worth recalling that, accordin
to analytical theory,1 a depends on the mass ratiom
5M2 /M1 . Hencea should be about the same for O, N, an
C impact on Au (12.3<m<16.4) as for D on Si (m514).
According to Fig. 9, however, there is a difference by at le
50% between the Au and the Si data. One could suspect
this difference is related to the fact that the Au target w
polycrystalline whereas the sputtered Si sample was am
phous. Such an argument, however, would exclude all s
tering yield data for polycrystalline metals from an analy
in terms ofa.

Much more likely is the idea that the sputtering yields f
D on Si were reduced by bombardment induced incorpo
tion of oxygen, as observed previously.25 In fact, owing to
the low sputtering yield of only 0.02 atoms/ion or less~Fig.
1!, it is difficult to keep the bombarded surface dynamica
clean. By contrast, the sputtering yield of polycrystalline A
and Au~111! bombarded with Ne exceeds 1 atom/ion at e
ergies above 400 eV.33 Moreover, Au does not react with
oxygen. It is not difficult, therefore, to keep the surface of A
dynamically clean during sputtering with Ne or O. If w
assume that the ‘‘true’’m dependence ofa is represented by
the thick solid line in Fig. 9, the measured sputtering yie
for D on Si is lower than the true value by a factor of 1.3
For H on Si the corresponding factor is 1.84. This numbe
not unreasonable considering the fact that maximum y
reduction factors of about 5 have been observed as a resu
oxygen incorporation in Si.21,22 Even the He data in Fig. 1
show that differences in sputtering yield may be observ
under presumably different residual gas pressures.

As to the lowa values for H and D impact on polycrys
talline Au, surface contamination is also likely to hav
played a role, not in the form of oxidation but probably mo
in the form of a carbonaceous surface layer. This supposi
is supported by the fact that~i! the yields were also quite
small ~0.015 atoms/ion for H on Au!, ~ii ! differed by up to
40% in repeated measurements at room temperature, and~iii !
showed a clear trend for an increase in yield by up to a fac
of 2 as the target temperature was raised~large effect already
observed at 200–300 °C!.19 The latter observation sugges
that surface cleaning occurred due to evaporation of
sorbed contaminants from heated targets~sputtering yield en-
hancement due to an evaporation related effect34 can be ex-
cluded!. Hence the sputtering yields for H and D on clean A
are also likely to be significantly larger than the mean valu
from which thea values in Fig. 9 were derived. After cor
rection for surface contamination, the deviation from t
suggested fit functions~solid lines! would disappear, partly
or fully.

t
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D. Absolute calibration of calculated sputtering yields

Up to now the experimental sputtering yields were d
cussed only in relative terms. To predict sputtering yields
absolute terms one needs to know two characteristic sam
parameters, the areal densityx0N of atoms contained within
the mean escape depthx0 and the surface binding energyEs .
The two unknown parameters determine the factorkn in Eq.
~6!. It is important to note that fitting of calculated to me
sured yields does not provide separate information ab
x0N and Es , but only about the ratiox0N/Es . In Figs.
10–13 experimental data are compared with the predict
of analytical theory by settingx̃0N/Ẽs5531014 atoms cm22

eV21, where x̃0N and Ẽs denote ‘‘effective’’ values of the
respective parameters~see below!. The other parameters en
tering into the analytical model were taken from Figs. 8 a
9. The agreement between theory and experiment is exce
for Xe, Ar, Ne, and He. There is some uncertainty at
low-energy end of the data where yield measurements
difficult, not only because of the danger of surface conta
nation but also because an accurate measurement of th
energy is not a simple task. To illustrate the effect of a sli
change in threshold energy, Figs. 11 and 12 also show yi
calculated withEth according to the fit function in Fig. 8.

As already discussed with reference to Fig. 9, the ca
lated yields for H and D are not as accurate as for the he

FIG. 10. Experimentally determined sputtering yields of Si
Xe bombardment at normal incidence~solid circles! compared with
the predictions of the analytical yield formula~solid line!. Also
shown are results obtained byTRIM.SP computer simulations~Refs.
35 and 36!.

FIG. 11. The same as Fig. 10, but for Ar impact.
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primary ions. The measured yields and the deriveda values
appear to be lowered by oxygen incorporation. In Figs.
and 13 the yields calculated for~partially! oxidized and clean
surfaces are labeledaox andaclean, respectively.

Also shown in Figs. 10–13 are sputtering yields calc
lated by Eckstein35,36 using the Monte Carlo codeTRIM.SP.30

The agreement between experiment andTRIM data is gener-
ally quite good although the simulations underestimate
yields for heavy-ion impact. It cannot be excluded, howev
that the experimental Xe data are somewhat enhanced d
implanted and outdiffusing Xe atoms.11,37 The threshold be-
havior predicted by the simulations differs slightly from th
experimental data. The lower yields derived byTRIM for Ar
and Xe could imply that the surface binding energy used
the simulations (Es54.7 eV) was too high, an idea that
supported by the results of Fig. 8. IfEs were reduced to 3.7
eV, the simulated data can be estimated to increase by 12
14% ~see Sec. III F!. Hence we would get almost perfec
agreement betweenTRIM, the experimental data, and the an
lytical fit for Xe and Ar, and still good agreement for Ne an
He. TheTRIM data for D and H would come very close to th
yields predicted for clean Si surfaces. This reasoning s
ports the supposition that the experimental yields for H a
D impact on Si were lowered by oxygen incorporation.

FIG. 12. The same as Fig. 10, but for H and Ne impact. T
curves labeledaclean and aox represent, respectively, empirica
yields for Si with clean and partially oxidized surfaces.

FIG. 13. The same as Fig. 12, but for D and He impact.
1-7
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KLAUS WITTMAACK PHYSICAL REVIEW B 68, 235211 ~2003!
E. Effective escape depth and effective surface binding energy

The last step in the data evaluation is an attempt to se
ratex̃0N/Ẽs into x̃0N andẼs . For this purpose one can mak
use of the light-ion results in Fig. 8 according to whichEs
53.7 eV. This number may be considered the ‘‘true’’ surfa
binding energy in that it was derived from an idealized si
ation involving projectile-target interaction only in the fir
and second layers of the sample. SettingẼs5Es we have
x̃0N5( x̃0N/Ẽs) Es51.8531015 atoms/cm2, almost a factor
of 2 larger than the value ofx0N measured6 and calculated7,8

for keV ion bombardment. Forx̃0N to become equal tox0N
one would have to use an unreasonably low value
Es—i.e., (260.4 eV) eV. The problem can be solved by r
alizing thatx0 is defined on the basis of a depth conventi
according to which the outermost atom of a sample is loca
at depthx50. Hence, if only the outermost atoms were sp
tered, we would havex050. Applying Eqs.~5! and ~6! rig-
orously we would getY50, clearly an unrealistic result. Ob
viously x̃0N must be interpreted as the areal density of
atoms available for sputtering within the escape depthx0 ,
including the first layer with a mean areal densityN2/3. Ac-
cordingly,

x̃0N5x0N1N2/3, ~15!

For Si, N2/351.3631015 atoms/cm2 so that x̃0N52.36
31015 atoms/cm2. Using this number to derive the effectiv
surface binding energy we findẼs54.7 eV. Somewhat acci
dentally this is the ‘‘standard’’ value of the surface bindin
energy used in different simulations of Si sputtering.7,8

The evaluation outlined above implies that sputter
yields can be described on the basis of Eqs.~5! and~6! using
a single calibration factorx̃0N/Ẽs for essentially all energies
and mass ratios. This result is remarkable because, acco
to computer simulations,7,8 x0 increases with increasin
bombardment energy. For Ar on Si, for example,x0 values of
0.13 and 0.44 nm were calculated at 100 eV and 100 k
respectively, an increase by more than a factor of 3~Ref. 8!.
If these numbers were considered directly applicable in
present context,x̃0N should increase, according to Eq.~15!,
from 2.0 to 3.631015 atoms/cm2. With Ẽs5const, this im-
plies an increase inx̃0N/Ẽs by a factor of 1.8 between 10
eV and 100 keV. However, the comparison of experimen
and empirical yields in Fig. 8 does not provide any eviden
for an energy dependent change inx̃0N/Ẽs . A similar incon-
sistency is evident from the work of Glazovet al.7 who cal-
culatedY andx0 for 1 and 3 keV Ne on Si at almost norm
incidence~2° off!. According to Eqs.~5! and ~6! we should
haveY3k /Y1k5(x0sn)3k /(x0sn)1k . However, the ratios de
rived from the calculated data areY3k /Y1k51.34,
(x0 sn)3k /(x0 sn)1k51.80, and (x̃0sn)3k/( x̃0sn)1k51.47;
i.e., a significant difference between the analytical formali
and computer simulations is evident even for a change
energy by only a factor of 3.

In this context it is worth noting that the distributions
the depth of origin, calculated for different bombardme
energies, feature a similar shape at depths between 0
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0.25 nm, but differ significantly in the long-range tail whic
extends to larger depths the higher the energy.8 On the other
hand, the depth of origin contained in Eq.~1! was defined
under the assumption1 that the energy loss of sputtered pa
ticles between their point of origin and the surface can
neglected. Including energy loss, slightly larger values ofx0
were expected.1 This supposition was verified by analytica
estimates.38

F. Effect of the displacement energy and lattice binding
energy

The significant~.20%! difference betweenEs and Ẽs
brings up the old question whether the surface binding
ergy is the only binding force determining the sputteri
yield. Sigmund has repeatedly discussed conceivable eff
of the interatomic bond strength or bulk~lattice! binding
energyEb and the displacement threshold energyEd . He
concluded,31 ‘‘...it appears appropriate to assume thatEd is
immaterial in the evaluation of the sputtering yield.’’ Th
bulk binding energyEb , on the other hand, was considere
important.1,31 He presented some estimates ofY(Eb) ~see
below!, but finally decided to stay with Eq.~1!, solving ‘‘the
problem~of interpretingEs) by definition.’’ 1 The influence
of Eb and Ed on Y has not been discussed seriously sin
then. A significant effect ofEd on Y was identified some time
ago by computer simulations of Roushet al.39 Analysis of
the data showed that the calculated yields depend nonline
on Ed ~Ref. 37!.

In this study the effect ofEd and Eb on the sputtering
yield was explored using theSRIM 2000 simulation code.40

The code allows simulations to be performed withEs , Eb ,
andEd as freely selectable input parameters. A recent eva
ation has shown thatSRIM 2000 does not predict the mas
dependence of sputtering yields correctly at mass ra
M1 /M2,1 ~Ref. 41!. Here, sputtering yields were calcu
lated for 10 keV Ar bombardment of Si, in which case t
code appears to work reasonably well. One type of inform
tion provided by the code is the integral number of targ

FIG. 14. Calculated frequency distribution of the mean num
of target atoms arriving at the inner surface of an Ar bombarded
sample. Simulations performed for different displacement ener
Ed .
1-8
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ANALYTICAL DESCRIPTION OF THE SPUTTERING . . . PHYSICAL REVIEW B68, 235211 ~2003!
atomsN(Ei ,n), arriving at the surface with an~internal! en-
ergy Ei ,n normal to the surface. The sputtering yield is sim
ply Y5N(Ei ,n.Es). Examples of the dependence
N(Ei ,n) on Ed are presented in Fig. 14. In qualitative agre
ment with the early work of Roushet al.,39 the sputtering
yield N(Es) decreases with increasingEd . The effect ofEd
on Y is larger the lower the surface binding energy.

According to Eq.~1! the inverse sputtering yield shoul
be proportional to the surface binding energy,Y21}Es . As
Fig. 15 shows, the simulated results are in good agreem
with the predicted linear behavior. Deviations from linear
are observed at energiesEi ,n,3 eV ~data not shown in Fig.
15!. The slope of the straight lines isd(1/Y)/dEs
512%/eV. It is worth noting that the dash-dotted lines
Fig. 15, obtained by linear extrapolation of the differe
curves to the limitY21→0 ~i.e., Y→`), do not cross the
abscissa atEs50, as Eq.~1! predicts, but intersect at large
values ofEs the largerEd .

Figure 16 shows the dependence of calculated sputte
yields onEd , with Es as a parameter. As already noted w
reference to Fig. 14, the effect ofEd on the sputtering yield
is larger the smallerEs . For hypothetical surface bindin
energiesEs.10 eV, however, theEd effect on the yield dis-

FIG. 15. Calculated inverse sputtering yield vs the surface b
ing energy, for different values of the displacement energy. T
dash-dotted lines are linear extrapolations to the limit 1/Y→0.

FIG. 16. Calculated sputtering yields vs the displacement
ergy, for different values of the surface binding energy.
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appears completely. Even for small surface binding energ
the Ed-dependent yield changes become rather small asEd
exceeds 30 eV. This is the regionEd>10Es specifically con-
sidered by Sigmund, arriving at the conclusion that the d
placement energy is immaterial in sputtering.31

TheEb effect on the sputtering yield was also investigat
by SRIM 2000, usingEs54.7 eV andEd515 eV as fixed
input parameters. The results are presented in Fig. 17 in
form of relative sputtering yields, normalized to the yield f
Eb50. TheSRIM data~solid circles! suggest that the sputter
ing yield decreases linearly with increasing lattice bindi
energy, but the slope of the linear fit through the data po
is quite small, (1/Y(Eb50))dY/dEb>2.5%/eV. In view of
the uncertainties with respect toEs andEd , it is hard to see
a justification for performing simulations with bulk bindin
energies other thanEb50. De Witte et al.42 have obtained
the ‘‘best results’’ of computer calculations usingEs
52.72 eV(!), Eb52 eV, Ed515 eV, in combination with a
modified electronic stopping power. Considering the resu
of Figs. 15–17 this rather unusual combination of bindi
energies cannot be considered unique~note, in particular, the
unrealistically low value ofEs).

Also shown in Fig. 17 are the predictions of Sigmund1 for
planar and spherically symmetric surface potential barrier~a
planar potential was commonly assumed in recent comp
simulations!. The predicted decrease in yield with increasi
lattice binding energy is significantly larger than the effe
calculated bySRIM.

The relevance of the results in Figs. 14–16 rests on
assumption that theSRIM 2000 simulation code is reliable. A
pointed out above, the mass dependence of sputtering y
calculated withSRIM was found to be in error forM1 /M2
,1. On the other hand, an effect ofEd on the sputtering
yield was also found using the codeEVOLVE.39 However, if
Sigmund’s arguments are considered a convincing guide l
we have to conclude thatSRIM as well asEVOLVE does not
predict sputtering phenomena correctly. Clearly, this is
another example of the well-known problem that many a
thors of simulation codes do not provide sufficient eviden
that the program will always yield results in accordance w
the underlying physics.

-
e

-

FIG. 17. Calculated sputtering yields vs the lattice binding e
ergy, normalized to the yield forEb50 ~solid circles and dash-
dotted line!. Estimates by Sigmund~Ref. 1! are shown for compari-
son.
1-9
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KLAUS WITTMAACK PHYSICAL REVIEW B 68, 235211 ~2003!
To retain the simple concept of the analytical theory e
pressed in Eq.~1!, we have to look for physically meaningfu
processes which have the effect of keepingx̃0N/Ẽs constant
even though, according to presumably reliable compu
simulations,7,8 the mean escape depthx̃0N increases with
increasing impact energy. To compensate this increase
either need an equivalent increase of the parameterẼs or an
additional factor in the numerator which decreases with
creasing energy. One idea not discussed up to now is tha
energySn deposited into nuclear motion at the surface
partly consumed in inelastic processes and the creatio
phonons and damage~displaced atoms!. The net effect would
be the same as an increase in the effective surface bin
energy.

IV. SUMMARY AND CONCLUSION

This study has shown that it is possible to describe
sputtering yields of silicon for normally incident ions in an
lytical form, from the regime of single knock-on events
fully developed collision cascades. The energy depende
of the sputtering yield can be accounted for by the redu
nuclear stopping cross section and the threshold funct
Thea function and the threshold energies contained in thh
function apparently depend only on the mass ratiom. Any
additional energy or mass dependent function is not requi
Using the analytical model, most of the experimentally d
termined sputtering yields could be reproduced with an
curacy of about615% or better. Some problems still exi
with the respect to very low yields~,0.05! observed under
impact of either very light primary ions~H and D! or heavy
ions at very low energies~<200 eV!. Presumably due to
surface contamination, the reported yields appear to be lo
than the true values that one would measure if the sam
surfaces were clean during sputter erosion.

Yield measurements with light ions (m.5) at energies up
to about 10 times the threshold energy appear to be
suited for determining the true surface bindingEs which
turned out to be distinctly lower than the effective surfa
binding energyẼs contained in the yield calibration facto
x̃0N/Ẽs . This calibration factor was found to be consta
within experimental accuracy. The origin of the apparent d
ference betweenEs and Ẽs needs to be studied in more d
tail. Reasonable values forẼs can only be obtained ifx̃0N is
set equal to the areal density of all atoms contained wit
the mean escape depth of sputtered atoms.
K.

In
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Another important conclusion is that sputtering yield da
are not suited for deriving detailed information on nucle
stopping cross sections. The first reason is that, at redu
energies«.1022, the difference in the energy dependen
of the different versions ofsn is smaller than the uncertaint
of experimentally determined sputtering yields. Differenc
in the maxima of the proposedsn functions contribute a rela
tive uncertainty of about610% to the calibration factor

x̃0N/Ẽs . The second reason is that, even for heavy-ion bo
bardment, the sputtering yields at low energies («,1022)
are dominated by threshold effects, more so the lower
energy. The sometimes significant differences between c
sections at low« cannot be used forsn selection because
these differences can easily be accounted for by a slight
justment of the threshold energy which, unfortunately, is
a known input parameter.

As to future research, more detailed studies are cle
desirable, experimentally as well as by computer simulati
The data basis presently available at low energies is not
satisfactory, notably for light ions. Recent advances in io
gun technology,43 driven by the need for sputter depth pr
filing near the physical limits of depth resolution,44 now al-
low sputtering experiments in ultrahigh vacuum to
performed routinely at beam energies down to 150 eV. He
surface contamination should no longer be a problem of c
cern. Furthermore, usingd-doped samples, one could dete
mine sputtering yields at much smaller primary ion fluenc
than with the mass loss technique. This approach would
allow an identification of conceivable fluence depend
sputtering artifacts.45

The computer calculations performed in course of t
study should be viewed with reservation because theSRIM

2000 code suffers from ill-defined inaccuracies. Other m
reliable computer codes should be used to determine the
pendence of sputtering yields on the various input para
eters. Such calculations, carried out for light- and heavy-
bombardment, should be of help in trying to distinguish t
‘‘true’’ surface barrierEs for sputter ejection, as defined b
Eq. ~9!, from the ‘‘apparent’’ surface binding energyẼs
which implicitly contains contributions due to all bindin
forces.
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