PHYSICAL REVIEW B 68, 224405 (2003

Multicritical points in the mixed ferromagnetic-ferrimagnetic ternary alloy
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The phase diagram of theB,C, _, ternary alloy consisting of Ising Spirg= % SB=1, andSC=§ in the
presence of a single-ion anisotropy is investigated by the use of a mean-field theory based on the Bogoliubov
inequality for the Gibbs free energy. To simulate the structure of the ternary metal Prussian blue analog such
as (NpMn}_ ), 4 Cr'"(CN)g]- zH,0, we assume that th& and X (either B or C) ions are alternately con-
nected and the couplings between gandX ions include both ferromagnetid(g>0) and antiferromagnetic
(Jac<0) interactions. At the finite temperatures by changing values of the parameters of the model many
different types of phase diagrams are obtained, including a variety of multicritical points such as tricritical
points, fourth-order point, critical end points, isolated critical points, and triple points.
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l. INTRODUCTION (MFA).*=171t is well known that the MFA method allows
for complete studies of all thermodynamic properties in a
Molecular-based magnets have recently attracted considtiform and relatively simply way, based on the Gibbs free
erable interest in their synthesis and study of the magneti€nergy, and hence is often used for analysis of experimental
properties=? A special class of these materials form the results.
so-called multimetal Prussian blue analogs, such as Another approach, sporadically used for the studies of
(AgMn!,p)l_t;[Cr”'(CN)e].zHZO (A"=Ni" Fd') (Refs. these systems, the effective field the®rglthough more ac-

13-15 or (NigMngFér')l_s[Cr'"(CN)G]-zHZO (Refs. 16 and curate than the MFA in the description of continuous phase

17). These compounds are attractive for the molecular desi Hansitions, does not yield the expression for the Gibbs en-
' P gergy and hence fails in the investigations of complete phase

of magnetic properties because various types of metal ionaiagrams, where first-order phase transitions can occur.

can be incorporated there as spin centers. Thus, the magne}i?nong other more advanced methods, which could be po-

properties can be precisely controlled during the synthesigptig|ly taken into account, one can mention the cluster
process by changing the ratio of incorporated metal iongariational method in pair approximatiGAThis method, be-
(spins. ing in a natural way the next step after the MFA in the cu-
Up to now, many unusual properties have been discovereghylant expansion scheme for the entropy, has been success-
in these materials, for instance, the photoinduced magnetizag|ly tested for the complex phase diagrams of the Blume-
tion effect;®*® magnetic pole inversiof;*® inverted mag-  Emery-Griffiths (BEG) model, giving reliable results based
netic hysteresis loof, and occurrence of ofié or even  on the free-energy analysis. However, its application for the
two'® compensation points. The theoretical explanation ofternary or quaternary mixed-spin systems with higher spin
these phenomena remains an attractive and challenging probalues, as in the present case, seems to be too complicated.
lem for solid-state physicists. Thus, at present, among analytical methods, the most
From the point of view of magnetic classification, the practical for the studies of multimetal Prussian blue analogs
multimetal Prussian blue analogs present ferromagnetiacemains the MFA. Fortunately, the up to now predictions of
ferrimagnetic properties, since they include mixed both ferthis method turned out to be in satisfactory agreement with
romagnetic {>0) and antiferromagneticJ&0) superex- the experiment?~1® The additional physical argument for
change interactions between the neighboring metal ionapplication of the MFA has been formulated in Ref. 17. It
through the cyanide bridging ligands. In the description ofsays that as far as the exchange interaction between sublat-
these materials, a possibility of the application of localizedtices is greater than the exchange interaction within sublat-
spin models implies that the prediction of magnetic properdices, which is the case, the necessary condition for the MFA
ties is more transparent than in classical metal or metal-oxidepplicability is satisfied.
magnets, and the theoretical methods are in this case more Taking this into account, in the present paper we adopt the
tractable. MFA method for the studies of temperature phase diagrams
Nevertheless, because of the structural complexity obf the ferromagnetic-ferrimagnetic ternary alloy of the type
these systems, the up to now analytical descriptions of theihB,C;_,, consisting of three kinds of magnetic ioA; B,
properties have mainly been performed in the simplesand C, with different Ising spinsS*=3, S8=1, and S¢
approach—namely, in the mean-field approximation=2, respectively. The structure and the spin values corre-
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spond to the Prussian blue analog of the typeions, respectively, withNao+Ny=N the total number of

(NigMn}_ ), £ Cr'"(CN)s]- zH,0 [14]. By thep parameter, sites. The first summation is carried out only over nearest-

representing the mean proportion of magnetic iBr@ndC  neighbor pairs of spins on different sublattices and

which are randomly distributed over the lattice, one can condag (Jag=Jga.Jas=>0) and Jac (Jac=Jca,Jac<0) are

trol the type of magnetic ordering and thus the topology ofthe nearest-neighbor exchange interacti@gnss a set of in-

the phase diagrams. dependent, uniformly distributed random variables which
Another important parameter incorporated in the presentake the value of unity or zero, depending on whether the site

model is a single-ion anisotropy. It is known that such pa{ is occupied by an ion of the typB or C, respectively.

rameter should be of special interest for sg#is1/2, where  Therefore, the distribution function &f; is given by

it can potentially lead to the first-order phase transitiohs.

The influence of the single-ion anisotropy on the ground-

state phase diagranifor T=0 K) has been already investi- P(§)=pd(&;—1)+aa(¢)), )

gated in Ref. 24, where the variety of exact results have been

obtained. However, as far as the temperature phase diagraméerep is the concentration oB ions andq=1—p is the

are concerned, such studies have not been done yet for tlhencentration ofC ions.

system in question and, of course, cannot be performed ex- We note that the Ising spin model was chosen for this

actly. study since Monte Carlo simulations performed on the model
It is the aim of the present paper to clarify the influence offor bimetallic molecular-based magneté®reproduce the re-

the single-ion anisotropy on the temperature phase diagranssilts very close to the observed experimentally. Moreover,

of the model ferromagnetic-ferrimagnetic ternary alloy cor-this model is related to a previously studied one of a simpler

responding to the Prussian blue analog, within the MFAnature. Namely, foN,=Nyx=N/2 andp=1 it reduces to the

method. The studies will be based on the expression for thmixed spin-1 and spif-Ising systent,?while for p=0 to

Gibbs free energy, where the compositional paramgtéie  the mixed sping and spin3 Ising system which has not been

single-ion anisotropy, the ferromagnetic-ferrimagnetic ex-studied so far. It is expected that the model may provide an

change interaction ratio, as well as the temperature, plays @nusually rich laboratory for studying of a number of phase

role. The calculated phase diagrams can be convenientlyansitions, critical and multicritical phenomena within the

controlled in the limitT—0 K where, for the ground state, framework of one single approach. Therefore, apart from its

the exact results exiét. relevance to the description of a mixed ferromagnetic-
The paper is organized as follows. In Sec. Il, a preciseerrimagnetic ternary alloy, this model system is also inter-

definition of the model is given and relevant expressions iresting from a purely theoretical point of view, being among

the mean-field approximation are derived. Section Il is dethe models able to exhibit multicritical behavior.

voted to the discussion of the numerical results concerning The most direct way of deriving the MFA is to use the

the temperature phase diagrams. Finally, some conclusionariation principle for the Gibbs free enefdy

are presented in Sec. IV.

Il. MODEL AND ITS MEAN-FIELD SOLUTION G(H)<¢=Go(Ho)+{((H—Ho)o)c, 3

We consider a ternary alloy of the tygeB,C,_,, where
A andX (X=B or C) ions are alternately connected and the
couplings between thA and X ions include both ferromag-
netic (Jog>0) and antiferromagneticlfc<<0) interactions.
Let the A, B, andC ions have different Ising spinsSt= 2,
SB=1, andS®=2), respectively. The Hamiltonian of the
system in the presence of a single-ion anisotropy fiel
strengthD and an external magnetic field is then of the
form

whereG(H) is the true free energy of the system described
by the Hamiltonian(1), Go(H) is the average free energy of
a trial HamiltonianH, which depends on variational param-
eters,(- - -)o denotes a thermal average over the ensemble
defined byH,, and(- - - ), indicates the configurational av-
frage using the distribution function given by Ef).

To obtain the MFA, we assume the trial Hamiltonian in
the form

Na Nx

=_ A Be C(1— &,
M= g ST - 3ac (6] Ho= =3, [ra+ WS +D(SH?] -3, (e

-D

Na Ny Ny
21 (5{*)421 (51!3)25]+j§=:l (5?)2(1_51)} +(yeTh) (1= &)SF+DI&(S)*+(1-¢)(SDH},
4
—h

Na Nx Nx
A B C
El (S )+121 (S )§i+j21 (S )(1_51)}' @ where y,,yg, and yc are the three variational parameters
related to molecular fields acting on the three different spins,
whereS'==3 and =3 for A ions, S’=0 and =1 for B respectively.
ions, S”=+3,%3, and=3 for Cions, andN, andNy are Because of the simplicity dfl, it is easy to evaluate the
the number of sites occupied by tlleand X (X=B or C) expressions in Eq.3) and we finally obtain
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_ ¢ Np 1 1 9 3
g=ﬁ——WkBTln 2 ex Z’BD cos Eﬂ(’yA'f'h) +2ex Z’BD cos E,B(y,ﬁh)
NX NX 1 1
—kaBTIn{Z exp(,BD)cosk[B(yB+h)]+1}—W(l—p)kBTln(Zex;<ZﬁD cosr{zﬁ(yc+h)
_Na Na

9 3 25 5
+2 eXF{zBD) COSV{EB( ’)/C—f' h) +2 eXF{zBD) COSV{EB( ’yC+ h) N Zl(JABmB+JACmc)mA+ W yAmA

Nx
+ W(')’BmB—" YcMe), (5

where 8= 1/kgT and the sublattice magnetizations per sitge,mg, andm¢ are defined by

33in?‘F,8(yA+h) +525in)—{lﬁ(yA+h)
1 2 2
Ma=((S"o)e=3 1 , ®
Cosf{iﬂ(m%—h) +52cosi{§,8(y,\+h)
2 sinj B(yg+h)]
mBE<<SJB>O§J>C:p2 COSf[jB('yB-?-h)]-f- S’ (7)
19 |3 1
(1-p) 55|n}{§,8(yc+h) +3545|m{§,8(yc+h) +56S|n%{§,3(yc+h)
me=((S)o(1=§))e=" 3 3 1 : ®
cos}{zﬁ(yﬁh) +64cosv{zﬂ(yc+h) +5ecosr{§ﬂ(yc+h)

whered=exp(—BD). It should be noted here that in deriving order phase transition from the ordered state, 0,mg
of Eq. (5), we have used the relation #0,mc#0) to the paramagnetic oneng=mg=mc=0),
the sublattice magnetizations,, mg, and mg are very

Z;NA=Z,Nx, (9 small, forh=0, and we may expand Eq)—(8) into the
wherez; andz, are the numbers of the nearest neighbors oform
the AandX (X=B or C) ions, respectively. The values bf mA:A17A+A27i+A37f\+A4VZ\+ . (12
andz, are fixed and controlled by the stoichiometry of the
system. In the case of the above-mentioned Prussian-blue- Mg=B17s+ByYa+Bsya +Bavat -, (13

like compound, which foiX/A displays a 3:2 stoichiometry,
there isz;=6 andz,=4 (Ref. 14.
Now, by minimizing the free energ{s) with respect to
va.Ye. andyc, we determine these parameters in the formwhere the coefficient®\;, B;, andC,; (i=1-4) are func-
tions of B, D, and p. These coefficients, because of their

Me=Cyyc+Coye+Caye+Caylt -, (14)

Ya=21(JasMe+JacMc),  ¥8=2Z2JaMa, complexity, are not given here. Now, by substituting Egs.
13) and(14) into Eq.(12) and retaining the terms untihy,
Ye=22JacMa- (10 f)ng obta(ins (12 ’ "
The mean-field properties of the present system are then 5 5 .
given by Eqgs(5)—(8) and(10). For example, the total mag- ma=amy+bma+cmi+dmy+-- -, (19
netization per site is obtained from the free energy: where, for instance, the coeficieatis given by
M= Dmin_ Ly Ny(mg + 11
= —N[ AMa+Nx(mg+me)]. 11 1 L9+ 82| 2p
. . . a=7212(BIas) T 51575
There can be, in general, several triplets of solution 1+ 6
(m4,mg,m¢) for Egs.(6)—(8), and the triplet chosen is that
which minimizes the free energy in E¢p). So the detailed (1-p) 25+95*+ 56R2 16
analysis of the phase diagrams must be performed numeri- 4 1+ 84+ 685 '

cally. Nevertheless, some parts of the phase diagrams can be
discussed analytically. For instance, close to the secondwith R=|Jac|/Jag-
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In this way, critical and some multicritical points are de- 16 . . . T . . .
termined as follow%” (i) second-order transition lines occur
whena=1 andb<0, (ii) tricritical points whena=1, b - p=0.0
=0, andc<0, and(iii) fourth-order points whem=1, b
=0, ¢c=0, andd<0. Note that we have found that the 12| “
seventh-order coefficiert in the expansioril5) is negative
in the entire T,D,p,R) space and thus the highest-order
multicritical entity in this system is the fourth-order point.

L 025 A

0.50
IIl. RESULTS AND DISCUSSION

kgTe/JaB

0.75
In this section we shall present and discuss the results we

have obtained for the temperature phase diagrams, together 10

with the temperature dependence of the sublattice magneti- 4F T

zations(just in some most interesting cageslowever, for

the sake of completeness, we begin with a brief discussion of

the ground state which is relevant for understanding of the

phase diagrams at finite temperature. 0 . . . L L . .
At zero temperature, because of the competing effect be- ' ’

tween exchange interactions and negative single-ion anisot- R

ropy strength, possible ground states ipS,S°,S°] repre- FIG. 1. Phase diagram in tHe-T plane for the ternary alloy
sentation arg[3,1,—3], [3,1,-3], [3,1,—3], [3,0—3], AB,C;_,, when the concentratiopis changed.

3 3 1 1 1 5 1 3 1 1
[2.0-3], [2.1~2], [2.0-3], [2.0-3], and[3,0~3], andS,=2, S°=2, respectively. For the former system with
for p#0 andp#1. On the other hand, fqy=0 andp=1 2,=2,=7 one recoverksT,/zJas=(5/6)2=0.9129, as in
the ground states afes®,S*]1=[3,—3] or [5,—3] or [3,  Ref. 28, while for the latter system we obtgT./z|Iad]

— 1] and[S,SB]=[2,1] or[ = },0], respectively. The latter = (5/4)(7/3)/?=1.9094 which is nothing else than the criti-
state, which appears belol/J,g= — 18/7=—2.5714, for ~ cal temperature of the mixed spinand spin3 Ising system
anyR, Corresponds to the disordered phase: The ﬂrm’e on a lattice with coordination number in our apprOXima'
in the S’=0 state, while the spins on sublatti¢eare in  tion. Thus, by varying, we can realize a magnetic crossover
statess*=+ 1, distributed at random, with equal probabili- from the ferromagnetic mixed spih-and spin-1 to the ferri-
ties. Which one of the above states is the actual ground staf8agnetic mixed spir-and spins system. Further, it is easy
depends on the values of the three parametas to see from this figure that fqﬂ> 1.0 there exists a critical
=|Jacl/das, D, andp in the ground-state energy obtained value of the exchange interaction ratiR.=(8/35)"
from the Hamiltonian(1). Different values ofp therefore ~ =0.4781 such that, wheR>R., the critical temperature of
lead to different ground-state phase diagrams in R  the ternary alloy is higher than that of the mixed spimnd
plane. The boundaries between the regions in this plane th&pin-1 Ising system. As seen from Hd7), the value ofR,
correspond to a particular ground state are obtained by pai@t least within the mean-field theory, does not depend on the
wise equating the ground-state energies of neighboringiearest-neighbor coordination number. On the other hand, if
phases. A detailed discussion of the topology of the groundwe fix R=0, we have a mixed spi-and spin-1 Ising sys-
state phase diagrams has been already presented in Ref. 28M with dilution of theB sublattice(i.e., the sublattice con-
Let us now turn to the finite-temperature phase diagramsisting of the spin-1 ions|n this case, we can observe that
of the system in thé®-T plane obtained for different values the transition temperature gradually reduces fikgi./Jag
of the concentratiorp and the interaction ratidR While = (1/2)(102;2,/3)¥?~=4.4721 atp=1 (or g=1-p=0) to
second-order phase transition lines are easily obtained frokeT./Jag=0 at the mean-field critical concentratiqoy
Eq. (16) by settinga=1, first-order phase transition lines =0.
must be determined by comparing the corresponding free In Fig. 2, we present the critical temperature of the ternary
energies of the various solutions of E¢8)—(8) for the trip-  alloy as a function op for various values oR. The horizon-

let (my,mg,me). tal line corresponds to the caseRER,=0.4781, such that
In particular, atD =0, the critical temperatur&, is given ~ KgTc/Jag=4.4721. In other words, the critical temperature
by of the mixed spin-3/2 and spin-1 Ising system f&r
=0.4781 is equal to that of the mixed spinand spin3
kgT. 1[5 5 12 Ising one. Thus, in this special case the critical temperature
I 4 52122[8p+35(1— PR . (17 of the system is not changed even when the spin-1 ions are

substituted by the spif-ions. It is also noteworthy that the
In Fig. 1, we show the variations df; as a function oRfor ~ value of R;.=0.4781 is very close to th® value of 0.45
different concentrationp(q=1—p) of B(C) atoms. The considered in the experimental study of the ternary metal
straight lines withp= 1 andp=0.0 correspond to the critical Prussian blue analog (\Wnj_.); 4 Cr'"(CN)g]-zH,0.*
temperatures of the mixed-spin systems véth=2%, S®=1  Further, it is seen from Fig. 2 that, fokOR<R,, the critical
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FIG. 3. Phase diagram of the ternary all&yB,C,_, for R
=0.4781 andp= 1.0 with a tricritical pointT, a triple pointTr, and
an isolated critical poinC. The solid and dashed lines indicate

temperature of the ternary alloy is smaller than that of the?®cOnd- and first-order phase transitions, respectiygii] and
mixed Splng and spin-1 system and decreases with the de[— 2,0] are ordered ferromagnetic phases &rid the paramagnetic
crease op to rich its minimum value ap=0. Moreover, if phase

R=0.0, then we have a mixed-spin system with=3, SB
=1 when only one(B) sublattice is being diluted. In this
case, the critical temperature vanishes at the mean-field cri
cal concentratiop.=0, as noted above. On the other hand,®
for R>R., the critical temperature of the ternary alloy is
higher than that of the mixed spih-and spin-1 system and
increases with the decreasemfo reach its maximum value

FIG. 2. Phase diagram in the-T plane for the ternary alloy
AB,C;_,, when the interaction rati® is changed.

the ground stat¢ + 3,0] disordered phase. In other words,
itfhe [+3,0] ground state turns, a®/J,g increases, into a

ordered ferrimagnetic phase, which has been denoted in Fig.
'3 again by the same symbol—i.¢=+ 3,0]. We enV|S|on the
following origin of my# 0 andmg# 0 in the[ = 3,0] ordered
phase: FoD/Jyg>—2.4217, theSP=+1 (or —1 as wel)
spin states on sublatticB may be populated at+0 K,

atp=0.

Let us now turn our attention to the phase diagrams ob-
tained in theD-T plane for different values o, while we 16 ' ' ' ' ' : '
restrict ourselves to theR=R,=0.4781 (as mentioned v R =04781
above, this value oR is very close to that considered in the B p=10 1
experimental work?). D/Jap=—24

For p=1, a phase diagram topology with a tricritical 1.2
point (T), a triple point (Tr), and isolated critical pointC)

appears as shown in Fig. 3. Thg,1] ordered and paramag- .
netic (P) phases are separated at low temperatures by a first- B \
order transition line starting &d/Jag= —2.5714 in agree- o8k J
ment with the ground state discussed briefly above. On the
higher-temperature segment of this first-order liakove the
triple poind the[ 2,1] and[ + %,0] phases coexist, and at the
isolated critical point the two phases coalesce.

Typical sublattice magnetization curves, and mg,
which correspond to the value @f/J,g=—2.4, where the my

[3,1]—[*3%,0] first-order transition occurs & >0 K, are
plotted in Fig. 4, where the first-order transition is indicated

04F i

by a vertical dashed line. It should be noted here that the ¢ 0.4 0.8 1.2 1.6
nonzero solution for the sublattice magnetizations in the kBT/JAB

[ +3,0] phase becomes unstable at low temperat(vekow

the first-order transitionand vanishes at=0 K in agree- FIG. 4. The thermal dependences of the sublattice magnetiza-

ment with the ground-state phase diagidritherefore, this tions m, andmg for the ternary alloyAB,C;_, with R=0.4781,
higher-temperature ordered phase comes into existence frop=1.0, andD/J,g= —2.4.
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FIG. 5. Phase diagram of the ternary all&B,C,_, for R FIG. 6. The thermal dependences of the sublattice magnetiza-
=0.4781 angh=0.0 with an isolated critical poir€. The solid and ~ tions m, andmc for the ternary alloyAB,C, , with R=0.4781
dashed lines indicate second- and first-order phase transitions, randp= 0.0, when the value dD/J,g is changed.
spectively.[3,— 3] and[3,— 2] are ordered ferrimagnetic phases

and P is the paramagnetic phase. The inset shows the ﬁrSt'Orde("emperature transition between ﬂﬁé _%] and [§ _5

o . . 2 2
transitions in the low-temperature region on an enlarged scale. phases, but only at zero temperature in the first-order transi-

tion point between them, abD/J,g=—0.7171, the new

which simply corresponds to the introduction of magneticphase emerges characterized by e 2] state.(Due to

atoms in the sublattic®, since they are active as regards s s )
producing ferromagnetic ordering. This group of spins isthe lack of space the symbofs,, — 3] and[ 3, — 2] are omit-
then connected by the nearest-neighbor bonds with spins b&&d in Fig. 5) It indicates that at this point in the ground state
longing to the sublatticé, forming an infinite cluster which the spin configuration o8 in the system consists of the
can be ordered at higher temperature. Of course, this is th@ixed state; half of the spins on the sublatticare equal to
mean-field behavior and, therefore, it would be also interest=3 (or +3 as wel) and the other half are equal te3 (or
ing to check whether this phase indeed emerges in the system3 as wel). It is seen from Fig. 6 that th€ sublattice
by using alternative techniqu®lonte Carlo, renormalization magnetization curves for values bf J,g from both sides of
group. the point where the mixed state occurs may exhibit some
Further, it is seen from Fig. 3 that at2.421&<D/J,g unusual features. For values &@/J,g slightly below
< —2.4060 there is a reentrant behavior; i.e., tRe- —0.7171, the magnetization curyi®:| may exhibit a rather
[+1,0]— P sequence of phases is encountered as tempergapid increase from its saturation valueTat 0 K, while for
ture is lowered. The phenomenon may be caused by the corvalues of D/Jag slightly above —0.7171 there is a rapid
petition between the exchange interaction and negativdecrease ofmc| from the saturation value with the increase
single-ion anisotropy strength. in T. On the other hand, for all values BfJ,g the sublattice
On the other hand, faqp=0 andR=0.4781, no tricritical magnetizatioom, may show normal behavior, even though it
and triple points are foundFig. 5 and the second-order is coupled tomc.
transition line between ferrimagnetic and paramagnetic We now turn to the situation when<Op<1 and R
phases extends ©/J,z— — . Moreover, there is a line of =0.4781. In this case we obtain five topologically different
first-order transitions situated within ferrimagnetically or- types of phase diagrams reported in Figs. 7—10.
dered region, separating thg, — 3] and[ 2, — 2] phases and In Fig. 7, for p=0.8, the two ordered phases are sepa-
terminating at an isolated critical poifi€) at which the or- rated, at low temperatures, by a first-order transition line,
dered phases coalesce. We note that the line of first-ord&tarting atD/Jag=—2.3396, atT=0 K, corresponding to
transitions exhibits a small reentrant behavisee inset of D/Jas=—6[3p+R(1—p)]/(4+3p), which is on the
Fig. 5 and goes to zero temperature at a valueDéf,; ~ boundary of the[3,1,—3] and [3,0,—3] phases in the

corresponding t®/Jag= — (12/5)R, which is on the bound-  ground state. Th¢%,0,— %] ordered phase terminates at a
ary of the[3,— 2] and[3,— 3] phases in the ground state. second-order transition line which starts from a critical end
The lines of transitions from Fig. 5 are reminiscent of thosepoint (E) and extends toD/Jyg— —. The higher-
occurring in the spirg Blume-Capel model®3 It is also  temperature segment of the first-order line above a triple

noteworthy that, fop=0 andR=0.4781, there is no finite- point (Tr), on which two ordered phases again coexist, ter-

224405-6



MULTICRITICAL POINTS IN THE MIXED

1.6 T
| R=0.4781
p=08

12

2
~
= 08
N P .
m
=2 - P E
0.4F .
s 3 1
E// 2 1) )
ra
[%7 07 _%] :'/
O 1 " 1 1 1 1 1
-2.38 -2.34 -2.3 -2.26 -2.22
D/JaB

PHYSICAL REVIEW B 68, 224405 (2003

]

2 T T T T T T
7 R=0.4781
ostol p=0.40
1.5
<
~
\Q 1
B
[Aa]
w2
0.5 , -
[%7 07 _%] [%7 17 _% ?.‘ [%7 9 _%],
\\\
1 ! 1 I |C I
21 -1.9 -1.7
D/JaB

FIG. 7. Phase diagram of the ternary all&B,C,_, for R

=0.4781 andp=0.8 with a tricritical pointT, a triple pointTr, a
critical end pointE, and an isolated critical poir®. The solid and

dashed lines indicate second- and first-order phase transitions, r

spectively. [3,0,—2] and [3,1,—3] are ordered ferrimagnetic

phases an® is the paramagnetic phase.

minates itself at a isolated critical poinC{. This higher-
temperature picture is similar to that fpe= 1.0, with except

increasind/Jag from D/Jpg

that now a reentrant behavior does not occur. It should b@4), there occur on the boundaries between different phases

that for
=—2.3396, when the sequence of ground states Ror

%3

FIG. 9. Phase diagram of the ternary all&yB,C,_, for R

=0.4781 ang=0.4 with a tricritical pointT, a critical end poinE,

and three isolated critical points,C’,C". The solid and dashed
Iénes indicate second- and first-order phase transitions, respectively.

3.0-31,[3,0-31", [3,1,—3], and[3,1,— 3]’ are ordered fer-

=0.4781 is[3,1,— %], [23,1—2], and[$,1,— 2] (see Ref.

only mixed-spin states, likewise in the casepef0.0. Such
mixed-spin states in the ground state are also observed on the

[3.0, :
rimagnetic phases arilis the paramagnetic phase. The inset shows
a closer view in the boxed region around the critical end phint

]

noted here
T
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FIG. 10. Phase diagram of the ternary all&g,C,_, for R

=0.4781 angh= 2/3 with a tricritical pointT, a critical end poing,
indicate second- and first-order phase transitions, respectivelgpectively. [£,1,~2] and [3,1,—2] are ordered ferrimagnetic

phases an® is the paramagnetic phase.

FIG. 8. Phase diagram of the ternary all&B,C,_, for R
and two isolated critical point€,C’. The solid and dashed lines dashed lines indicate second- and first-order phase transitions, re-
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=0.4781 anch= 0.1 with an isolated critical poir®€. The solid and

[30~3], [3.0—3], and[$,1,— 1] are ordered ferrimagnetic phases an® is the paramagnetic phase. The inset shows the first-
order transitions in the low-temperature region on an enlarged scale
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boundaries between different phases for another valugs of 13 T T T T T T T
considered below; however, we will not discuss them. | R=04781

For p=2/3, a new type of phase diagram appdé&ig. 8
in which the first-order transition line separating the ordered 1.1} .

and paramagnetic phases and starting at a tricritical point

(T), meets the second-order transition line at a critical end

point (E) and terminates at an isolated critical poi@) in- 0.9
side the ordered phase. Thus in this case,[th8,— 3] or-
dered phase exhibits distinct dense and dilute versions coex-
isting on the low-temperature segment of the first-order line.
In addition, there is another line of first-order transitions that
separates thg},0,— 3] and[$,1,— 3] phases and terminates

at an isolated critical point@’). This line starts at zero 05+ .
temperature at value dD/Jag=—2.1594 again given by
D/Jag=—6[3p+R(1—p)]/(4+3p). i T

kBTi/JaB

As p is lowered, we obtain a phase diagraéig. 9) with 03k ]
two first-order line segments inside the ferrimagnetic phase, . . . . . . .
on which two ferrimagnetic phases—namely, figel,— 3] 0.2 0.4 0.6 0.8 1
and [%,0,— %] phases—exhibit distinct densitigslifferent p

sublattice magnetizations at nonzero temperatutés seen FIG. 11. Projection of the line tricritical points along tB¢J,g

from Fig. 9 that the first-ordeir;,1,—31/[3,1,— 3]’ bound-  axis. The solid line represents the positions of stable tricritical
ary rises from an isolated critical poifff) at a low tempera- points and the star corresponds to the projection of the fourth-order
ture and terminates at another isolated critical poidt)(  point.

On the other hand, the first-order line segment, on which the

[£,0—%] and[$,0,— %]’ phases coexist, starts at an isolatedternary alloy composed of three different metal ions with
critical point (C”) and meets the second-order transition linespins 3, 1, and$ in the presence of an equal single-ion
at the critical end pointE) (see the inset of Fig.)9These anisotropy strength for the three sublattices. The calculation
coexisting phases, four in number when sublattice magnetwas performed within the MFA based on the Bogoliubov
zations=(m,,mg,mg) and = (mj,mg,mg) are taken into inequality for the Gibbs free energy. Depending on the val-
account, are the phases that become mutually critical at thées of the parameters in the model Hamiltonian, the phase
fourth-order point, occurring at the stability limit of tricriti- diagram in theD-T plane exhibits a quite rich structure, with
cality, given byp=0.3288D/Jg=—2.1279, anckgT/J,g  S€Veral multicritical points of various kinds. The highest-
~0.5659. In other words, the fourth-order point is located a©rder multicritical entity is the fourth-order point. Thus, the
the intersection of the line of tricritical pointd (), the line ~ Model provides an unusually rich laboratory for studying a
of isolated critical points €”), and the line of critical end Number of phase transitions, critical and multicritical phe-
points (). Thus, for p<0.3288 an additional tricritical Nnomena within the framework of a one single approach.
point (T') occurs at low temperatures on the line separating} To the best of our knowledge, the phase diagrams with
the paramagnetic phase from the ordered dtfés simple a ourth-order points have been obtained in the mean-field
fourth type phase diagram is not shown herEor p Ising model in the presence of a random field obeying a
~0.2443, the two tricriical points coalesce BYJsg=  Symmetric three-peak distributidf,the BEG model with a
—1.8116, andkgT/J,s=0.6865. Thus for & p<0.2443 repulsive biquadratic couplint,and the random-site binary
there is only a second-order transition separating the ferrilefromagnetic Ising model consisting of spinand spin-1
magnetic and paramagnetic phases, as can be seen in Fig. Yth a single-ion anisotropif: Therefore, the ternary alloy
where also a first-ordeft,1,— 1)/[2,1,— 2] transition ap- based on the Prussian blue analog with a single-ion anisot-

20t 20L20 2 1 ap ropy represents the another system which, at least according
pears at low temperature. This low-temperature first-orde

fo the MFA, exhibits a fourth-order point.
phase transition starts at the valuel@f]g=—1.2263 sat- ’ b

P = Furthermore, one should notice that in the ra&,C,
isfying D/Jag=—6[p+2R(1-p)]/[2+3(1-p)] (also see ternary alloy it may be reasonable to include at least two
the inset of Fig. 1P and terminates at an isolated critical

. different anisotropy field strengthi3, andDy on the spins
point (C). .Sp and Sy (X=B or C), respectively. The inclusion of dif-

learly sh in Fig. 11 where th lid line denof € Jerent anisotropies in the present method can be done
clearly shown in Fg. 11 where the Solid line denotes projec'straightforwardly, as has been accomplished in a correspond-
tion of the stable tricritical line along thB/J,g direction

ing study of the mixed spin-1 and spinisi tent.” %
and the star indicates the position of the fourth-order pomt'mgvvsese)r/ ?his fonrﬂtljxie ng;bjescl:? ofS?;esplggatsgivgrk

Finally, we would like to point out that our results have
the well-known deficiencies of the MFA(t predicts, for

In this work, for the first time we have determined the instance, a zero value of the critical concentration for diluted
phase diagrams of the mixed ferromagnetic-ferrimagneticnagnets. Fortunately, this does not seem to be relevant for

IV. CONCLUSIONS

224405-8
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the case of the ternary Prussian blue analog, where all sitéghis is, however, a difficult task due to the complexity of the
are always occupied by the spindoreover, the numerical system in question. We wish this work would stimulate fur-
calculations presented here were mostly restricted to the caseer experimental and theoretical investigations of multim-
R=R.. Notwithstanding these limitations, we believe thatetal Prussian blue analogs.

the main qualitative conclusions, in particular those concern-
ing the phase diagrams, are corréaiso see the conclusion
in Ref. 15 and some phenomena found in this work can be
useful to understand the general properties of a ternary alloy. This work was supported by the Scientific Grant Agency
Of course, the accuracy of the obtained results could be fumef Ministry of Education of Slovak Republi¢Grant No.
ther increased by using more reliable methods such as Monte#9034/02 and Science and Technology Assistance Agency
Carlo simulations or the renormalization-group approach(Grant No. 20-009902
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