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Exchange-correlation energy and the phase diagram of Si

D. Alfe*?and M. J. GillaR
Earth Sciences Department, University College London, Gower Street, London WC1E 6BT, United Kingdom
2physics and Astronomy Department, University College London, Gower Street, London WC1E 6BT, United Kingdom
(Received 17 July 2002; revised manuscript received 14 August 2003; published 24 November 2003

Previous first-principles calculations of the melting properties of Si, based on the local-density approxima-
tion (LDA) for electronic exchange-correlation energy, underpredict the melting temperatur@®@o. We
present new first-principles results indicating that a large part of this problem is due to noncancellation of
exchange-correlation errors between the semiconducting solid and the metallic liquid. It is shown that other
sources of error, particularly those due to system size and Brillouin-zone sampling, can be made negligible.
The same LDA errors cause an underprediction of the pressure of the diamend&a-tin-Si transition. The
generalized-gradient approximation considerably improves both features of the Si phase diagram.
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The long-standing ambition of calculating phase diagramsiifferent in the two phases, so that noncancellatiorEqf
from first-principles quantum mechanics has become a reakrrors becomes an issue. Here, we are helped by the fact that
ity in the last 10 year$:* A key stimulus to the recent de- the pressure-stabilizeg-tin structure (B-in-Si) resembles
velopments was the paper of Sugino and C3€) on the  the liquid in being metallic and sixfold coordinated. This
melting of Si> which showed how the technique of suggests a close relation between the effedE gferrors on
thermodynami% integration combined with first-principles the melting temperature and on the-Si — B-tin-Si transi-
molecular dynamics(FPMD) based on density functional tion pressure, and an analysis of this relation will help con-
theory (DFT) can be used to calculated the free energy offirm that errors in the LDAE,. account for the underpredic-
solids and liquids, and hence melting curves, with no experition of T,,,.
mental input apart from fundamental constants. But, al- Qur calculations employ ultrasoft pseudopotentfand
though their paper was influential, their results on Si wereplane-wave basis sets. Most of our calculations are based on
not very satisfactory, since their predicted melting temperathe LDA for E,. used by SC, but we also present results
ture (T(,= 1350 K) was~20% below the experimental value ysing the generalized-gradient approximati@GA).** The
(1685 K).° Our aim here is to search for the cause of thiscalculations were done with thesp code!? The plane-wave
discrepancy, which we argue comes largely from noncancekutoff was 150 eV, which gives a convergence of 6 meV/
lation of DFT errors between solid and liquid, and specifi-atom in the difference of totdfree) energies between liquid
cally from errors of the local-density approximatiénDA)  and solid, and the pseudopotential core radii were 1.31 A.
used by SC. This has implications for the reliability of other oyr strategy for computing the free energies of solid and
first-principles work on phase diagrams. liquid differs from that of SC, and resembles that used in our

The basic approximation in any DFT calculation is therecent work on FéRef. 1) and Al (Ref. 3. The Helmholtz
algorithm for exchange-correlation energ@y.. If one can  free energyF of the solid can be written aB=F pertt Fuip.
eliminate all sources of error in calculating total energies andyith Fperr the free energy of the perfect non-vibrating crystal
doing the statistical mechanics, then failure to reproduce €XGt is a free energy, because we allow for thermal electronic
perimental melting properties must be due to error&jp.  excitations®), and F,;, the contribution from lattice vibra-
But it is often claimed that these other sources of error cantions. The latter is written aB.j,= Fnarmt Fannarms ThE har-
not be made small enough; in particular, it is claimed thaimonic free energy per atoffy,,min the classical limi({melt-
firSt-prinCipleS CaICUIationS cannot yet be performed on Iarg%g occurs We” above the Debye temperalui‘e Fharm

enough systems to render size errors negliditiée recalt _ — -
that a noncanceling errofG per atom in the Gibbs free is ?éli(f;nézwlkan’ where the geometric-mean frequenay

energy implies an errofT,,= 6G/AS,, in the melting tem-
perature, wherd S, is the entropy of melting per atom. For _
Si, AS, ~3.5 kg/atom, so to obtaifT, correct to 100 K5G In(@)=Nig" > In(oys), (1)
errors must be reduced te 30 meV/atom. °

The calculation of free energies to high enough precisiorwith the sum going over wave vectoksand branches in
was one of the major issues addressed by SC, who madke Brillouin zone,N,s being the number of terms in the
strenuous efforts to ensure that their riep- errors were  sum. The phonon frequenciegs calculated using the small-
negligible; our results indicate that they were largely suc-displacement methd@iare compared in Fig. 1 with experi-
cessful. Turning toE,. errors, the crucial question is the mental values. The extremely close agreement is what would
extent to which they cancel between the coexisting phasebe expected from previous wotR.
Since diamond-structure Sd{Si) is a fourfold coordinated The anharmonic terrf ,,hamturns out to be small15
semiconductor and liquid Si{Si) is an approximately six- meV/atom near the melting temperatyrand is accurately
fold coordinated metal,electron screening should be very given by the second-order expansion:
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FIG. 1. Calculated zero-pressure LDA phonon dispersigg ( 0y 15
=19.64 A %/atom, solid lines compared with experimental data k@A™

(diamonds, obtained from Ref. 15
FIG. 2. Calculated LDAsolid line) and SW(dashed lingstruc-
2 ture factors atT=1700 K compared with experimental data at
F anharn™ (Y anharm harm™ (U anharmt harn{ 2K T, 2 T=1713 K (dotted line, Ref. le P
where U ;narmiS the anharmonic part of the first-principles . ) . . .
total energy, and the thermal averagés)pam are =322 ;v2(rij) +52i;ws(ri,ry.rd, with ry the ions posi-
evaluated in the canonical ensemble of the first-principlegions andr;;=|r;—r;|. The two-body potential has the form
harmonic system. We verified the accuracy of EH®)
. . . . = —p_ _a)°1
by comparing it with the exact expression: va(r)=eA(Bx P—1)exd (x—a) 7], )
Fanhami= — Ke TIN€XP(—Vannam! KsT) ) harm- for x<a andv,(x) =0 for x>a, with x=r/c, wherec is a

Our calculations of ¢, were performed on the primitive  |ength characterizing the potential. The three-body potential
two-atom unit cell, at volumes ranging from 16 tO has the form

22 AS/atom with k-point sampling dense enough to give a
precision of ~0.1 meV/atom. Results were fitted to the va(ri,ry,r) = elh(xij ,Xik , Gjik) +(Xji Xk, Gijic)
Birch-Murnagha® form, which reproduces the data to

e +h(Xi Xk Oikj) 1, )
within ~0.1 meV/atom. FoF,,,, we calculated the force- )Pk
constant matrix using 54-atom cells, with spot-checks orwherex;;=r;; /o and#dj; is the angle between the separation
cells of up to 250 atoms indicating convergence to withinvectors rj—r; and ry—r;. The dimensionless function

~2 meV/atom. Our results for laj) were fit to a second- h(x,x’,6) has the form
order polynomial Ing)=a+bV+cV?, with a fitting error in '’ o) — -1 r_ oyl 2
Fram Of ~1 meV/atom. The thermal averages needed forh(x’x O)=hexly(x=a) T y(x'—a) Tl(cost 1/3)(6)
F anharmWere done on a 54-atom cell at volumes\6f 18
and 20 A3/atom and temperatures of 1000, 1500, and 2000 As has often been stresskih a thermodynamic integra-
K. The results are accurately reproduced by the formtion scheme like this, the final results By, do not depend
Fanhami=@T?, and the valuea=7x10"° eV K™ 2 gives the  on the choice of reference system, but #féiciencyof the
required accuracy for both volumes. calculations can be greatly improved by careful tuning of the
The free energy of the liquid is calculated using thermo-reference system. As shown in Ref. 1 the most important
dynamic integration (Tl), with a modification of the criterion in chosing a reference system for free energy cal-
Stillinger-Webet” (SW) empirical total-energy model used culations is that the thermal equilibrium fluctuationsubf,
as reference system. The difference of Helmholtz free energy U ; should be as small as possible. The original Stillinger-
AF=F 5 —F between theab initio and reference systems Weber modél’ total-energy model was developed nearly 20
is obtained using the standard formfla: years ago, without the benefit ab initio calculations. We
have therefore retained the functional form of their model,
AF— J'ldMU Uy 3 but adjusted their parameters to reduce as much as possible
0 Al Href/a o the mean square fluctuationsldf, — U ;. This optimization
was performed using molecular dynamics simulations of lig-
with U,, and U, the ab initio and reference total-energy uid Si at the thermodynamic staié=18.16 A%/atom and
functions, and - ), the thermal average evaluated in the en-T=2000 K. Only the parameters o,A,B,a,\ and y were
semble of the system whose total-energy functionUis  varied, the best fit being obtained with the values
=(1-MN)U+ AUy . In practice, then integral is per- €=1.82 eV, 0=3.48 A, A=7.52, B=0.0882, a=1.084,
formed either by evaluatingu — U ¢, at a set ofs values A=20.79, y=1.009. With these parameters, the value of
and using Simpson’s rule, or by using “adiabatic switching,” [{[U z;— U e— (U — U 12)/N1¥2 is 0.084 eV. As further
in which \ is slowly and varied between the two limits. evidence of the quality of the reference model we compare in
The Stillinger-Weber form of reference total-energy func-Fig. 2 the structure factos(k) of liquid Si at V=17.21
tion is a sum of two-body and three-body termd;,  A3/atom, T=1700 K obtained withab initio MD and with
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the reference model. The close agreement akalectors TABLE I. Difference AF of Helmholtz free energy eV/atom
confirms that the reference model gives a good description dfnits, statistical errors in parenthepes stateV=17 A %atom, T
the liquid state. On the same figure, we show experimentaf 1750 K, between thab initio and the modified Stillinger-Weber
data fors(k)_lg The small differences between theory and potential as function of size of simulated quuiq syst(zmumper of
experiments are similar to those found in previous studies oftomsN) and number of Monkhorst-Padk points (subscript on
liquid Si2° AF).

The free energyF ¢ of the reference model was calcu-
lated by thermodynamic integration starting from the N
Lennard-Jones system in the liquid state, for which accuratg4
free energies have been publisifédlhe calculations are
done on systems of several hundred atoms and our tests 4R
system size errors show that the results are converged -4.2815)  -4.2615)
better than 1 meV/atom. In such thermodynamic integration,512 -4.2485)  -4.2515)
it is essential that the switching of the total energy function
be reversible, and that the integration path should not cross . .
any phase boundaries. To confirm reversibility, we use thé'2€ andk-point errors were indeed very small, and also

technique of adiabatic switching, performing the switching€enfirms that LDA underpredict®,, by ~20%. We note that
in both directiongi.e., Lennard-Jones Stillinger-Weber and  °Ur4S andAV values are both somewhat greater than those

vice versg, and check that there are no hysteresis effects. A8f SC. )
further confirmation, we have used exactly the same tech- W& now tum to the matter of noncanceling LDA errors.
nique to calculate the the free energyl i, in the original beMeen phases, gpr0|t|ng thg electronic and structural simi-
Stillinger-Weber parameters and compared with the results 1ty Petweend-Si and -tin-Si. At room temperature, the
Broughton and L? which were obtained by completely dif- transitiond-Si — B-tin-Si occurs at an experimental pres-
ferent methods. At the two liquid states B=1691 K and ~ SUre in the range 10:312.5 GPa(Ref. 27 (although also a
2013 K and zero pressure, our free energy results agree witRW value of 8.8 GPa has been repoftedEarlier LDA cal- _
those to within 2 meV/atom. culations on the static zero-temperatureg%ystals gave transi-
We made thorough tests of the convergence\Bf with 10N pressures in the range 7.8.4 GP&>* and our own
respect to system size and electrokioint sampling by calculations yield the value 7.8 GPa. Howeve_:r_, it is known
calculating it at the representative state 17 A 3/atom and thqt temperature strongly affects the transition pressure,
T=1750 K, using systems of up to 512 atoms and up to 3gvhich drops by~20% asT goes fran 0 K to room

Monkhorst-Pack k points(see Table)l The tests were done tempgraturé,l so that the temperature-corrected LDA pres-
as follows. Thel'-point results were obtained by explicit SUre is too low by at least 4 GPa. It is also known that GGA

simulations on systems of all sizes, wittF calculated by significantly improves the predicted transition pressure. With
thermodynamic integratiofEq. (3)]. In most cases, we used th€_Perdew-Wang GGA, we find a transition pressure of
the five \ values 0.0, 0.25, 0.5, 0.75, and 1.0 together with}1-7 GPa(10.2 GPa when corrected to room temperaiure
Simpson’s rule, and comparisons with other seta oflues which agrees closely with earlier GGA valu@dNe find that

show that the residual error from the integration itself is Ies§he main reason why LDA underpredicts the transition pres-

than 5 meV/atom. We then used thermodynamic integratiorSU'® IS that it erroneously shifts the energydei upwards

with the I'-point system as the reference system, to obtairi€lative to-tin-Si. The GGA goes a long way towards cor-

the results for othek-point samplings. For systems of recting this destabilization af-Si. But a low melting tem-

=128 atoms, the fluctuations of the difference of energie?erat“re is also a sign of an erroneous destabilization of
calculated withl" point and morek points are small enough , ¢ calculated and , | meli
to allow the second-order expansion to be used instead of TABt.LE ”'f gon:panspnto calculate altn etxpenmegta m? ting
explicit TI, but for N=64 this is not adequate and we used P'OPEres ol Siat ambient pressure. meting temperalyrevol-
. . ume change\V,, divided by volume of solid at melting tempera-

explicit TI. The results of Table | show that with 64 atoms o :

d fourk points the f diff ¢ bet b ture, entropy changas,, per atom divided by Boltzmann’s con-
and fourk points the free-energy dirierencer betweena stant, and slope of melting cungsT,,/dP (units of K GPa'l).
initio and optimized Stillinger-Weber potentials is converged
to better than 10 meV/atom, and we have used this system to LDA GGA sc @
obtainF 4, for the liquid at the set of state points=16, 17,
18, 19, and 20 A/atom andT = 1250, 1500, and 1750 K. At T.(K) 130050) 149250) 1350100) 16852)°

-4.1685) -4.2625) -4.2535) -4.2575) -4.2575)
-4.2825) -4.2505)

Experiment

eachT, F, was fitted to a Birch-Murnaghan equation of AV, IV 0.142 0.106 0.1 0.11%9 0.095
state, the residual fitting error being no more than 2 meV/ASm 35 35 3.0 3.6.3.3¢
atom. Our fittedab initio Helmholtz free energies ad-Si 41 /gp 58 42 50 38

and |-Si allow us to obtain the Gibbs free ener@=F
—=V(dF/dV)t, and hence the melting curve. The zero-®Reference 5.
pressure results faf,,, and the entropy and volume of fusion, PReference 8.
AS andAV, are compared in Table Il with those of SC and “Reference 24.
the experimental values. Our very close agreement with théReference 25.
SC value ofT,, (difference of only 50 K confirms that their  °Reference 26.
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d-Si, and we hypothesize that the same underlfipgerror ~ =3.5g/atom, which is essentially the same as the LDA
is responsible for both underpredictions. value. In these simulations the volumes were adjusted so that
To test this, we have recalculated the melting propertie§oth solid and liquid were at zero pressuvethin 1 Kgay),
using GGA. It is instructive to do this by evaluating the free @nd this refinement resulted in a more accurate prediction of
energy difference between the LDA and GGA systems. Wéhe volume change on melting of 10.6%. From the values of
have therefore performed long simulations for solid and lig-"€ volume and the entropy changes on melting, we can also
uid at the zero-pressure volumes using the LDA, and calcu
lated the GGA energies at a number of statistically indepen=" . . .
dent configurations, for both the solid and the liquid. Ther;e_n?sz KIGPa, in very good agreement with the experi-

Sv?tlﬁu]!gﬂfrll(s pr:)?:lltes b:r?g sggt?cr?gcﬁglclisV\(/:i?hmgzla?éz?aggn?grr?s The foregoing r_esults demonstrate thz_it noncgnqell_ation of
L F ' . . X exchange-correlation errors between solid and liquid is a ma-
cells containing 512 atoms ardpoint sampling. Firstly, we i, jsqe in a first-principles account of the melting proper-
found that the energy differences between GGA and LDA argies of i, Technical errors due to system size &rpoint
basically constant, 1.e., (.jo not de_pend on the C(_)nf'gurat'on§ampling are readily brought under tight control. The basic
of the atoms, which confirms the idea that the shift should be, 4 why this can be done is that system size affects only
the same as for the low temperature static lattices. Thigo gmall difference of free energy between the first-

means that a second-order éxpansion formula analogous H?inciples system and a carefully designed reference system.
Eg. (2) gives a very good approximation to the free energytpe noncancellation of exchange-correlation errors between
difference between the GGA and the LDA systéﬁsec- the coexisting semiconductor and metal is also responsible
ondly, we found that the free energy of the liquid is raised byz, - itficulties in predicting the pressure of the diamond-Si
58 meV/atom relative to that @f-Si. Given an LDAeNtropy . g 4in_gj transition, and there is a semiquantitative rela-
change on melting of 3ig/atom, it is easy to work out @ jon petween the error in this transition pressure and the error
shift of melting temperature GGA'LDA of 192 K, bnngmg in melting temperature. For completeness, we point out that
the GGA result to 1492 K, in closer agreement with theqqgiahatic effects(i.e., departures from the Born-
experlmgntal datum. We also found that, at the volumes CorOppenheimer surfagenight also conceivably shift the rela-
responding to the LDA zero pressure, the GGA pressures aig,q free energies of solid and liquid, and hence the melting
about 3.5 GPa larger than the LDA ones, so the GGA zeropint  presumably such effects will be small, but to our

pressure volumes are larger. However, the bulk moduli foénowledge, no quantitative estimate is available for the re-
the solid and the liquid at the melting temperature are 78 an ulting correction to the free energies of high temperature

34 GPa, respectively, so the liquid will expand more than theyiys"and liquids. It would perhaps be useful to put bounds
solid in the GGA. From this we can estimate a new volume

i - v . on the magnitude of these effects.

change on melting of 9.4%, which is also in somewhat better

agreement with the experiments. To calculate the entropy The work of D.A. is supported by the Royal Society. D.A.
change on melting in the GGA approximation we have peralso wishes to acknowledge support from the Leverhulme
formed two additional simulations for solid and liquid at the Trust and the CNR. The calculations were performed at the
GGA melting point. The entropy change on melting is thenUCL HiPerSPACE Center, supported by HEFCE Grant No.
simply given byAS=AE/T, whereAE is the difference of JR98UCGI and EPSRC Grant No. GR/R38156. We acknowl-

internal energies between solid and liquid. We fiAdd  edge valuable discussions with R. Needs.

extract the slope of the melting curve by means of the
Clausius-Clapeyron relation, and we fidd,,/dp=AV/AS

1D. Alfe, M. J. Gillan, and G. D. Price, Natufeondon) 401, 462 (1989.
(1999; D. Alfe, M. J. Gillan, and G. D. Price, Phys. Rev.@5,  °D. Vanderbilt, Phys. Rev. B1, 7892(1990.
165118(2002. 11y, Wang and J. Perdew, Phys. Rev.4&, 13298(1991); J. P.

2L. Vocadlo, J. Brodholt, D. Alfe M. J. Gillan, and G. D. Price, Perdew, J. A. Chevary, S. H. Vosko, K. A. Jackson, M. R. Ped-
Phys. Earth Planet. Intet17, 123 (2000. erson, D. J. Singh, and C. Fiolhaibjd. 46, 6671(1992.

3L. Vocadlo and D. Alfe Phys. Rev. B55, 214105(2002. 12G. Kresse and J. Furthitter, Phys. Rev. B54, 11 169(1996; G.

4A. Laio, S. Bernard, G. L. Chiarotti, S. Scandolo, and E. Tosatti, Kresse and J. Furthitiar, Comput. Mater. Sci6, 15 (1996.
Science287, 1027(2000; A. B. Belonoshko, R. Ahuja, and B. '3We allow for thermal electronic excitations, but we note that for

Johansson, Phys. Rev. Le#d, 3638(2000. the solid their numerical effect on the free energy is negligible
50. Sugino and R. Car, Phys. Rev. Lét4, 1823(1995. (of the order of 3 meV/atom
SFor a discussion of thermodynamic integration see, e.g., D. Frent*G. Kresse, J. Furthitier, and J. Hafner, Europhys. Le&2, 729
kel and B. Smit,Understanding Molecular SimulatiofAca- (1995; D. Alfe, G. D. Price, and M. J. Gillan, Phys. Rev.
demic Press, San Diego, 1996 B 64, 045123 (2001); Dario Alfe, program available at
"R. Car and M. Parrinello, Phys. Rev. Lef5, 2471(1985. http://chianti.geol.ucl.ac.uk/dario
8CRC Handbook of Chemistry and Physi€3th ed., edited by D. 15p. Giannozzi, S. de Gironcoli, P. Pavone, and S. Baroni, Phys.
R. Lide (CRC Press, Boca Raton, FL, 1996 Rev. B43, 7231(1991)).

9. Stich, R. Car, and M. Parrinello, Phys. Rev. LeB3, 2240  '®F. Birch, Phys. Rev71, 809 (1947.

205212-4



EXCHANGE-CORRELATION ENERGY AND THE PHAE . .. PHYSICAL REVIEW B 68, 205212 (2003

E H. Stillinger and T. A. Weber, Phys. Rev. &, 5262(1985. Hu, L. D. Merkle, C. S. Menoni, and I. L. Spain, Phys. Rev. B
M. Watanabe and W. P. Reinhardt, Phys. Rev. L&&. 3301 34, 2679(1986; M. I. McMahon and R. J. Nelmesbid. 47,
(1990. 8337(1993:; M. I. McMahon, R. J. Nelmes, N. G. Wright, and
19Y. Waseda, K. Shinoda, K. Sugiyama, and S. Takeda, Jpn. J. Appl. D. R. Allan, ibid. 50, 739 (1994
Phys., Part 34, 4124(1995. 284, Olijnyk, S. K. Sikka, and W. B. Holzapfel, Phys. Lett. 103
20| stich, M. Parrinello and J. M. Holender, Phys. Rev. L&, 137(1984.
, 2077(1996. _ 29, L. Boyer, E. Kaxiras, J. L. Feldman, J. Q. Broughton, and M.
K. Johnson, J. A. Zollweg, and E. Gubbins, Mol. Phy8, 591 J. Mehl, Phys. Rev. Let67, 715(1991; R. J. Needs, A Muijica,
,, (1993. _ Phys. Rev. B51, 9652(1995.
J. Q. Broughton and X. P. Li, Phys. Rev.35, 9120(1987. 30N. Moll, M. Bockstedte, M. Fuchs, E. Pehlke, and M. Sheffler,

23H. J. Monkhorst and J. D. Pack, Phys. Revl® 5188(1976.

243, P. Gabathur and S. Steeb, Z. NaturforscB4A, 1314(1979.

25A. R. UbbelohdeThe Molten State of Mattetwiley, New York,
1978, p. 239.

26|, Barin and O. KnackeThermodyanamic Properties of Inorganic
SubstancegSpringer-Verlag, Berlin, 1973 - i

273, C. Jamieson, Sciend@89, 762 (1963; 139, 845 (1963; J. Z. mation is exact for all practical purposes.

Phys. Rev. B52, 2550(1995.

31K. Gaa-Nagy, M. Schmitt, P. Pavone, D. Strauch, Comput.
Mater. Sci.22, 49 (200).

32|n fact, the fluctuation term in the second-order expansion for-
mula is numerically less than 1 meV/atom, so that the approxi-

205212-5



