PHYSICAL REVIEW B 68, 205201 (2003

Ab initio study of the migration of intrinsic defects in 3C-SiC
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The diffusion of intrinsic defects in@-SiC is studied using aab initio method based on density functional
theory. The vacancies are shown to migrate on their own sublattice. The carbon split-interstitials and the two
relevant silicon interstitials, namely the tetrahedrally carbon-coordinated interstitial and Beoriented
split interstitial, are found to be by far more mobile than the vacancies. The metastability of the silicon
vacancy, which transforms into a vacancy-antisite compleg-ippe and compensated material, kinetically
suppresses its contribution to diffusion processes. The role of interstitials and vacancies in the self-diffusion is
analyzed. Consequences for the dopant diffusion are qualitatively discussed. Our analysis emphasizes the
relevance of mechanisms based on silicon and carbon interstitials.
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[. INTRODUCTION the carbon vacancy a single characteristic annealing tempera-
ture of 500 °C was observél Recently, an EPR center was

Silicon carbide is an important wide band-gap semicon-observed by EPR experimefftsn material annealed above
ductor which offers a variety of applications for high power 750°C and interpreted as a vacancy-antisite complex. This
and high frequency devices. During device processing, varieomplex may be a decay product of the metastable silicon
ous intrinsic defects are introduced that affect the electroniwacancy(in p-type and intrinsic materialas predicted by
properties of the material. The mobile intrinsic defects,theory?’?2 A comprehensive interpretation of annealing ex-
namely vacancies and interstitials, play a pivotal role in selfperiments in terms of elementary processes crucially depends
diffusion and dopant diffusion as well as in the annealing ofon an understanding of the underlying diffusion mechanisms
ion-implanted material. of intrinsic defects.

Substitutional impurities arper seimmobile. They need Theoretical investigations bgb initio methods can pro-
vacancies or interstitials as vehicles for the migration. Theside important insight in a microscopic picture of the self-
rapid diffusion in the course of annealing can considerablyand dopant diffusion as well as the annealing kinetics. In the
affect the implanted dopant profiles. For example, a transiengresent paper we investigate the mobile intrinsic defects and
enhanced dopant diffusion was observed in bbfoand  their migration mechanisms inG3SiC using a method based
aluminun? implanted 41-SiC. It is initiated by an excess on density-functional theory. The Frenkel pair recombination
concentration of intrinsic defects, most likely silicon intersti- and other diffusion-controlled annealing mechanisms are
tials as the analysis of recent experiments indicgtésin  treated elsewher&.Our investigation is based on recent the-
contrast to the earlier assumptfonf a vacancy-mediated oretical studies of the ground-state properties of
mechanism. Similar mechanisms are operative in the moreacancie$"?® and antisite® and addresses interstitials and
fundamental self-diffusion. As a matter of fact, a microscopicvacancy-antisite complexes that are relevant for the migra-
understanding of the mechanisms underlying the selftion. We show that different types of silicon interstitials,
diffusion should provide insight into the mechanisms of thewhich have entirely different migration paths, are important
dopant diffusion. In the most recent studigd of self- in p-type andh-type material. The metastability of the silicon
diffusion in 3C- and 4H-SiC diffusion constants have been vacancy inp-type material is demonstrated to have strong
measured for the carbon and silicon self-diffusion. The basiémplications for vacancy-assisted diffusion mechanisms. The
diffusion mechanisms, however, have not been unraveled. loonsidered diffusion processes are summarized in Fig. 1,
particular, the role of interstitials and vacancies in differentwhich shows the most important migration channels for va-
diffusion processes remains open for both polytypes. cancies and interstitials inG3-SiC. We find that interstitials

Alongside the diffusion, the annealing of mobile intrinsic are by far more mobile than vacancies and therefore play a
defects contains information about the migration of vacanprominent role in the diffusion. We also demonstrate that the
cies and interstitials. The annealing of vacancy-related dediffusion mechanisms strongly depend on the charge state of
fects has been studied by positron annihilationthe mobile defects.
spectroscopy* and electron-paramagnetic-resonance The outline of the paper is as follows. Beginning with a
(EPR technique¥8in irradiated material. The identifica- description of the method in Sec. Il we turn to the ground-
tion of the EPR centers as isolated silitdff and carbolf  state properties of interstitials, vacancies, and vacancy-
vacancies has been verified theoreticHl}? It was found antisite complexes in Secs. Ill and IV. The migration mecha-
that the annealing behavior of carbon and silicon vacanciesisms of vacancies and interstitials are analyzed in Sec. V.
shows striking differences. For example, in EPRThe role of interstitials and vacancies in the self-diffusion
experiment® the silicon vacancy was found to anneal in and dopant diffusion is discussed in Sec. VI. A summary
several stages at 150°C, 350°C, and 750°C, whereas faoncludes the paper.
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FIG. 1. The dominant migration mechanisms of interstitials and

vacancies(a) carbon vacanciesVc) migrate on the carbon sublat- FIG. 2. Madelung corrections for the silicon interstitiafSi
tice only, (b) transformation of the silicon vacancyw§) into a The formation energ¥g; ¢ as calculated in the 64- and 216-atom
carbon vacancy-antisite compl&g-Cs; (p-type and compensated  cell with and without the Madelung correctiéfiled and open sym-
and the vacancy migration on the silicon sublatticetype), (c) bols, respectivelyis plotted vs the inverse defect-defect distance.
carbon-interstitial migration via split-interstitial configurations The squares and circles refer to ax(2x2 mesh k point set and
Csi100 @nd Gpsiiog » @nd(d) kick-out mechanism for the carbon- the I' point. The extrapolation oEfS'TC obtained in the 216-atom

coordinated silicon interstitial (&) via split interstitials (Sjy100  cell to the isolated defect using the monopole correction is shown
and Siy119) (p-type) and direct migration of the silicon split in-  py the solid line.
terstitial Siy;19 (compensated andttype materigl

interstitial defects this procedure improves the defect ener-
Il. METHOD getics considerably. In Fig. 2 we demonstrate this for the

We carried out first-principles calculations using thec_arbon-coordinated S”‘CO’? interstif[iangi_(gf. S_e_c. lh. We
plane-wave pseudopotential packag@ssmp®® within the find that Fhe completely ionized interstitial S|I|f:dnharge
framework of density-functional theoryDFT).2"28 The State ¢) is strongly screened by the surrounding lattice. A
local-density approximatidi (LDA) is employed for the Ccomparison of the formation energies calculated for the 64-

exchange-correlation functional and spin effects are include@nd 216-atom cell with and without the Madelung correction
within the local spin-density approximatiogi.SDA) where ~ Shows indeed that the correction leads to a more consistent

necessary. description. Whereas we obtain 0.5 eV and 1.9 eV without
We describe the intrinsic defects and their environmenth€ correction using speciélpoints, the corrected results of
using periodic supercells. Large supercells with 64 and 216-23 eV and 4.47 eV agree to within 0.24 eV. Here we have
crystal lattice sites are used. The electron transitions betweeinly included the dominant monopole correctiarf ¢/2¢L,
the defect and its periodic images give rise to the formatiofvherea is the Madelung constant of the simple cubic lattice,
of defect bands and affect the defect energetics. This artificidt iS the defect-defect distance, amedis the experimental
defect-defect interaction can be efficiently reduced by a spedielectric constant the quadrupole correction~(qQsL?,
cial k-point sampling’® A specialk-point mesfi* with eightk ~ WhereQ is the quadrupole momershould lead to a smaller
points in the Brillouin zone (X 2x2 mesh provides con- ~ correction as suggested by the detailed analysis of Lento
verged defect energies for the 64-atom cell. It is crucial to€t al®
preserve the correct degeneracy of the isolated defect levels, Soft norm-conserving pseudopotentials of the Troullier-
as the degeneracy may lead to a Jahn-Teller instability. IMartins typé* and a plane-wave basis set are employed. The
those cases, where symmetry-lowering Jahn-Teller distoicarbon pseudopotential has been optimized for calculations
tions are important, we perform the calculations using onlywith a small basis setmatching radiirg=1.6 bohrs, r
theT point in a 216-atom celifor which already sufficiently = 1.7 bohrs andg= 1.5 bohrs). For the silicon potential the
converged formation energies are obtajesith the exact standard parameters are used. With these pseudopotentials
point symmetry of an isolated defect. In the case of chargednd a basis set including plane waves of a kinetic energy up
defects we follow the approximate procedure of Makov andio 30 Ry defect formation energies have been calculated with
Payné? to account for the electrostatic interaction of the pe-a basis set induced convergence error below 0.1fevan
riodically arranged defects as well as their interaction withenergy cutoff of 40 Ry all energy differences are conveyged
the compensating background. The relevance of such corre€or each defect the coordinates of all atoms in the supercell
tions has been already pointed out by Tomgaal. for the  have been relaxed. This is essential to obtain a correct ener-
vacancies in #-SiC.% Especially for the highly charged getic description.
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A. Formation energies type. This result is in good agreement with the value of 0.58

. . 24 H
As a guide through the hierarchy of intrinsic defects one€V OPtained by Zywietzt al™ and slightly lower than the

often uses their relative abundance in thermodynamic equéXPerimental value of 0.72 eV. Here we have deliberately
librium. At constant volume the concentration of defects ischosen diamond as the reference. This choice is comparable

; to the alternative choice of graphite due to the small energy
determined by the free energy of defect formatign difference between graphite and diamond. Note that our defi-
F nition of the formation energ¥ is independent of this as-
Cp= csex;< - ﬁ) ) (1) pect. The value oEp, of Ref. 24 is retained by evaluatirig
B for Au=—1/2H; sic. For the calculation of charged defects
wherecg is the concentration of the sites that are open to thét is convenient to state the value of the Fermi leya!
defect,kg is the Boltzmann constant, afidis the tempera- relative to the valence-band edge . In this case the energy
ture. The free energy of formation is specified by the forma-Ep is given by the formula
tion energyE; and the formation entrop$; of the defect: . 0
Ep=Ep, ceim Ncttsic— (Nsi—No)usi—NeEy. (D)

The value ofE,, is not reliably accessible in the calculation

Usually the defect abundance is well described by the formaef the involved defects. Therefore we take the vafiyefrom
tion energyE; alone. Even though the formation entropy a calculation for the perfect crystal and remove shifts in the
may amount up to 1@y [values of about &g have been average potential by aligning the bulk-spectrum features in
recently reported for vacancies in 8Ref. 35 and GaAs the density of states of the defect cell and the defect-free cell.
(Ref. 36], its contribution can be relevant only at fairly high The alignment is consistent within 0.06 eV over the whole
temperatures and for defects with comparable formation erenergy range. By this procedure we also verified that the
ergies. defect cells contain a sufficiently large bulklike environment

In the compound material SiC the equilibrium defect con-around the defect.
centration depends on the chemical environment which is The realization of a specific charge state of a deep defect
characterized by the carbon and silicon chemical potentialfor a given Fermi level requires that the formation energy
nc and us;. The chemical potentials may vary only within of the defect in the corresponding charge state is lower than
certain bounds to prevent the formation of other more stabléor the other possible charge states and that all occupied
phases than SiC. In excess of carb@trich conditiony  single-particle levels lie below the conduction-band edge.
such a phase can be graphite. In the other extré®ieich  Even though the Kohn-Sham levels have no physical inter-
conditions, this would be crystalline silicon. The formation pretation by the design of the theofgnly the electron den-

Fi=E—T§S. )

energy of a defect is calculated®43® sity and the total energy are a well defined quantitigsey
reproduce the experimental quasiparticle band structure quite
E+=Ep, cel™ Ncic Nsittsi— Neltr, (3 well. Yet, the calculated Kohn-Sham band gaps are usually

smaller than experimental valués 3C-SiC and 4-SiC we

whereEp ¢ is the total energy of the defect supercel} . .
and ng; are the number of carbon and silicon atoms in theObtaln 1.2 eV and 2.2 eV as compared to the experimental

supercell. In case of an ionized defewt,is the number of findings of 23;9 e\]{ and 352%”” tgis patpher we fO_HOW ? |
excess electrons transferred from the Fermi lgwgelto the colmm]?n i)r:ac |c<é§ N ?'9"b ed %an \L/J\;theh tr? experlme?]gt .
localized defect levelgfor positively charged defects, is value for the conduction-band edge. Vit IS approach It 1S
negative. In equilibrium, the chemical potentials of the en- not possible to unambiguously determine the charge states

vironmentuc and g are related to the chemical potential of that are only stable in a region close to the conduction-band

. = Wi i ' edge
the crystalusic by usic=pc+t usi. With this relation we The thermodynamic ionization level of a charged defect is
eliminate uc in Eq. (3). We express the remaining free pa-

rameterue— 1%+ A 1 in terms of the chemical potential of given by the value of the Fermi level at which the defect
Msi— Hsi o’“ . " P alters its charge state. It is obtained from the formation en-
crystalline siliconug; and the difference to this valugu.

ergy b
These substitutions in E¢3) yield ayby
&(dzlqy) =Ef —Eg2. (6)

Here g, and q, indicate the different charge states of the
where ER*=E* ,—Ncusic— (Nsi—Nc) ug; is expressed by  defect. Usually only one electron is transferred between the
the number of the involved atoms and chemical potentialselectron reservoir and the defect levels. A simultaneous
which are obtained by total-energy calculations for the periransfer of two electrons is unfavorable due to the cost of the
fect crystals. As described above, neitheg nor ugi can  effective electron-electron repulsion. However, in some
exceed the values of the corresponding bulk phégemhite  cased®*°the electron-electron repulsion can be compensated
or diamond and silicon ThereforeAx may vary only be- by a configurational relaxation arising from a strong
tween the negative heat of formation of the correspondinglectron-phonon coupling. This effect, known as the
polytype —Hs sic and 0(C-rich and Si-rich conditions, re- negativet effect, leads to an attractive effective electron-
spectively. Our calculated value of the heat of formation electron interaction and the ionization levwslq—1|q) ap-
amounts to 0.61 eV and depends only slightly on the polypears belowe(g|q+1).

Efe=Ep— (Nsi—Nc) A —Neu, 4
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B. Defect migration (a) T T T T T T T T

In order to analyze possible migration paths of interstitials
and vacancies we apply two different standard methods. Fo 15.0
the interstitial migration we use an implementaffoof the
ridge method of lonova and Cart&r.In this method, a
saddle-point search is conducted for given initial and final
configurations of the migration event, both configurations
being slightly distorted towards each other. The two configu- .
rations are iterated such that they approach each other an = Si
the energy barrier along the line connecting the two configu-
rations is minimized. By this procedure both configurations
converge to the saddle point and the lowest migration energy
barrierE,, is obtained. The search is repeated for all relevant
charge states and the obtained transition states are analyze
This automatic search of the saddle point fails when defeci
levels of different symmetry cross along the migration path.

In this situation, which applies to the migration of vacancies,
we analyze the potential-energy surface using the drac
method. This approach has been previously employed in i(b)
study of the gallium vacancy migration in Ga2SFor a
relevant set of coordinategreaction coordinates the
potential-energy surface is calculated by constraining the co-
ordinates of interest and minimizing the total energy for all
remaining coordinates. The consistency of our choice of the
reaction coordinates is verified. This includes the smoothnes:
of the potential-energy surface as a function of the reaction
coordinates. Details of the procedure are given in Sec. V,
where the individual migration mechanisms are discussed.

sp<110>

front side

FIG. 3. Silicon interstitials(a) formation energy for Si-rich con-

IIl. INTERSTITIALS ditions in comparison to the silicon vacangy geometry of inves-
. . - tigated interstitial sites; the hexagonal site is not stable.
A. Silicon interstitials

SiC as a compound semiconductor possesses various ithe different ranges ofir are indicated. Except for the split
terstitial configurations, some of them being distinguishednterstitial Siy119 all silicon interstitials are positively
only by a carbonlike or siliconlike environment. Important charged.
interstitial configurations are depicted in Fig. 3. There are The hierarchy of silicon interstitials strongly depends on
tetrahedral configurations with either four silicon or carbonthe position of the Fermi level. This is an immediate conse-
neighbors and a hexagonal configuration. Besides thesguence of the existence of the deep interstitial levels. In
split-interstitial configurations and bond-center configura-p-type material the most abundant is the tetrahedrally
tions can exist. In a split configuration an interstitial silicon carbon-coordinated interstitial i followed by the split in-
atom shares a site with a lattice atom, which could be eitheterstitial Siy110 . Around midgap, this ordering changes: as
carbon or silicon. These dumbbell-like interstitials occurthe interstitial Sic is completely ionizedcarrying a charge
with orientations of the atom pair in t{€00) and the(110) of 4%) its formation energy rises more rapidly than that of
directions. In a bond-center configuration the interstitial sili-the Siy;1¢ interstitial, which is neutral fopr around mid-
con is centered at the bond of two neighboring lattice atomsgap. For Sjc we can only estimate the formation energy of

We have considered all of the above configurations in outhe charge states*3(cf. below. This also applies for the
investigation. The hexagonal and bond-center interstitials asplit interstitial Siy10q . Therefore we have plotted the for-
well as the split interstitials on the carbon sublattice turnedmation energy only up to the estimated position of the lowest
out to be unstable in all relevant charge states. The calculatddnization level. The tetrahedrally silicon-coordinated inter-
formation energies for the stable interstitials in comparisorstitial Sirg; and the split interstitial with(100) orientation
with the formation energy of the silicon vacan@y. Sec. 1) have a higher formation energy than the other stable configu-
are displayed in Fig. 3 as functions of the Fermi lexel To  rations.
make the relation to Eq4) more transparent, we consider  In the following we describe the electronic structure of
the caseAu=0, i.e., Si-rich conditions, in Figs. 3 and 5. silicon interstitials. The interstitial & does not introduce
Since in case of silicon interstitiafss—nc=1, their forma- deep levels into the band gap. The silicon atom loses its
tion energies rise by 0.61 eV when referring to C-rich con-valence electrons and becomes completely ionized. How-
ditions, while the formation energy of the silicon vacancyever, the interaction with the carbon and silicon neighbors
drops by the same amount. The charge states of the defectsiinduces an electron flow to the silicon interstitial, resulting in
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TABLE |I. lonization levels of carbon and silicon interstitials
0. 08 with respect to the valence-band edgg in eV._The calc_ulat_ions
have been performed in a 64-atom cell using spekigloints
0.06 (Csp100 and Gysiaop - 216-atom cell and” point to include spin
polarization and Jahn-Teller distortionsNote that values for
005 cgmw and Gy0g correspond to the tilted configuration.
0.04
- Sirsi Sisg119 Csp10o  Cepsizon  Chex Crsi Crc
(2713%) 0.2
] %%t a2 0.4 0.6 04 09 06 14
1 -0.00 (0]1%) 1.1 0.8 0.7 1.3 11 1.8
it (17]0) 1.8 1.9 23 19 23
(27|17) 2.3
—1 -0.03
] P 7008 The screening of the silicon interstitial weakens the neigh-
Q (Z £ ) 3\ @ kel boring carbon-silicon bonds. This is manifested by an inward

relaxation of the carbon neighbor shell towards the intersti-
FIG. 4. Binding of Sic: polarizationén(r) of the electron den-  tj5| by 3.5% of an ideal bond length. The energy associated
sity around the bare interstitial silicon ion at theSsite obtained  \uith this relaxation amounts to 4.82 eV. The relaxation of the
as a difference between the electron densitie_s of the interstitigh st and- second-neighbor shells yields 4.37 eV, whereas the
Nsipce @nd of the bulk crystahy, (calculated in the 216-atom 1 sion of only the first-neighbor shell results in a gain of
cell). 0.34 eV. This behavior shows the strong coupling between
the induced polarization and the relaxation.
an electron distribution that resembles that at a regular sili- The tetrahedral interstitial §j, in contrast to Sic, has a
con lattice site. The andp components of the electron den- deep nondegenerate level in the band gap below midgap. Its
sity integrated over a sphere with a radius of 1.75 bohasf  occupation enables charge states betweemdd 2. How-
the nearest-neighbor distance in Bi@ound the Si atom e€ver, due to the charge state correction§q;$ not realized.
deviate from the values for a silicon site in a perfect crystalOnly a single ionization level (2/3") at 0.2 eV is present
by less than 1%. This is also true for spheres of smaller radiiCf- Table ). The state has-like character at the interstitial

In Fig. 4 we have plotted the charge redistribution  Silicon andp-like character at the fourth-neighbor carbon-
=nga+ —Npyk, Wherenga+ is the electron density of the su- atoms, which have a common bond with four silicon neigh-
TC TC

tsi- There is only a negligible amplitude at the
percell containing the interstitial ant, refers to the den- ﬁ?srts—nz:gitstlnr shell. The sg/reenedg cgharge ofpthe silicon ion
sity of the perfect crystal. The polarization of the surround-inqy,ces a coupled rehybridization and relaxation: while the
ing carbon-silicon bonds and the formation of bonds with thegjjicon neighbor shell relaxes outwafi1 bohrs Si-Si; dis-
silicon interstitial is clearly visible. Although we have not tance, the carbon second-neighbor shell moves inward with
found any localized one-particle levels within the band gapg C-Sj; distance of 3.94 bohrs. Apparently, the unfavorable
we do not expect the charge state # persist throughout  s;-Sj bonds make this interstitial site less favorable than the
the whole experimental band gap. Indeed, slightly above thgi, . site. This explains also the observed instability of the
experimental conduction-band energy we observe a localizelexagonal site, which would lie on the line connecting adja-
state. Due to the large charge state correction the correspongent Sig; and Sic sites: The three fold carbon coordination
ing ionization levele(37|4™) lies substantially lower, in a cannot counterbalance the energy costs of the unfavorable
region somewhat above the experimental midgap. Thus thsilicon-silicon bond distance until the tetrahedrally carbon-
charge state 4 should be stable at least up to the midgapcoordinated site is reached.
position of the Fermi level. Yet, the quantitative determina- In the split interstitials, as displayed in Fig. 3, the two
tion of the ionization level is not possible in DFT-LSDA silicon atoms that comprise the interstitial have a mutual
calculations due to the well-known band-gap problem. Thedistance of 4.1 bohrs (§i119) and 6.1 bohrs (Si1qg). The
localized level is in resonance with the Kohn-Sheand ex-  bonds of the Sjy1; interstitial are rearranged such that each
perimental conduction band. To obtain their relative position of the silicon atoms has a threefold carbon coordination and
(which is crucial for a correct occupation of levelesne a weako bond to its silicon partner. Within the band gap we
would have to apply aXC-discontinuity correction to the find two nondegenerate deep levels below mid¢sgproxi-
conduction band and the localized state, which is well bemately atE,+0.4 eV andE,+0.6 eV) that possess anti-
yond the scope of the present work. This problem is les®onding character between the two silicon atoms. There is
acute in 4-SiC, where the band gap is substantially wider.also a level close to the conduction band. Hence, one may
We found® that the carbon-coordinated Si interstitial in expect that Si110 could exist in the charge states 40 2.
4H-SiC possesses a similar ionization leg¢8*|4") and a  However, according to our calculations only the charge states
corresponding one-particle state that is located within the™, 1%, and neutral are realized. In thespiog, interstitial
Kohn-Sham band gap. both silicon atoms are located in the interstitial 3.1 bohrs
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(a) T T d T T I T
15.0F Cs,p<110> 0 ]
S 100 =
[0
@ i CspSi<1OO> 1
i e
50_)2+/1 0 Copcroo» T
' FIG. 6. Geometry of the carbon split interstitial Gog : (a)
(100 orientation withD,4/D, symmetry,(b) tilted Cyy10q . The
Cspsi10g configuration corresponds to the untilted,&yg with the
C-C pair replaced by a Siq(pair and C neighbors instead of Si-

neighbors.

charge states the axis of the carbon pair is oriented along the
(100 direction. In the neutral and negative charge states this
orientation becomes metastable. In the stable configuration
the axis of the carbon pair is tilted in the corresponding
{011 plane. The new stable configuration arises from a
pseudo-Jahn-Teller distortion of the untilted defect.

For C§p+<100> the carbon pair has @00) orientation. The
symmetry of the defect i®,4. We find a bond distance of
2.38 bohrs within the carbon pair and a silicon-carbon bond

Crc . Chex  Crsi Cop<t10> Cop<ioo>Copsicioo> distance of 3.53 bohrs, which is close to the undistorted bond
fone. - side distance in SiC. Along thé100)-axis the original tetrahedral

FIG. 5. Carbon interstitials(a) formation energy for Si-rich arrangement of the silicon neighbors is substantially dis-
conditions in comparison to the carbon vacariby geometry of  torted. The bond angle between the carbon-silicon bonds
investigated interstitial sites. amounts to 137.5°. The electronic structure is dominated by

the sp-like hybridization of the two carbon atoms. There is a
away from the silicon lattice site. This structure correspondswofold degenerate leveke(representationwithin the band
to a complex of two S interstitials and a silicon vacancy. gap. Besides four carbon-silicenbonds, the localized wave
We do not find deep states in the band gap and the screenimgnction contains an unhybridizenl orbital at each carbon
is almost prefect. According to our calculations this intersti-agtom which is oriented perpendicular to the plane spanned by
tial is almost unstable. However, it is an important interme-the o bonds. In the case Of;gmo) the partial occupation of

diate configuration in the migration of the;§iinterstitial. the degenerate state invokes a Jahn-Teller distortion. The dis-
tortion twists the defect molecule about its axis by 3.7° so
B. Carbon interstitials that the silicon neighbors leave their original positions in the

A different hierarchy is found for the carbon interstitials 1014 planes. This deformation lowers the energy as it allows
as for the silicon interstitials. In Fig. 5 we have depicted the? Stronger interaction of the carberorbital with the silicon
stable carbon-interstitial configurations. The formation ener®rPital. The symmetry becomes,. Besides the positively
gies vs the Fermi level are displayed in Figaj(for silicon charged .defe.ct a!so the ngutral .and negative Qefects can be
rich conditiong in comparison with the formation energy of realized in this t\letgd cpnﬁgl_Jratlon. However, in thg neutral
the carbon vacancicf. Sec. V. In relation to Eq.(4) we charge state the spin triplet is pref_erred over the singlet by
again refer to Si-rich conditions. For C-rich conditions the0-1 8V and thd,ysymmetry is retained.
formation energy of all carbon interstitials drops by 0.61 eV, _ A tilting of the (100 axis by 31°(in Fig. 6 in the plane
whereas that of the vacancy rises correspondingly. The spiig1-Ci-Sk) transforms the metastable ~configuration of
interstitials with (100)-orientation (Gy09 On the carbon  Csyi09 and G109 into a stable configuration. Alongside the
sublattice and G109 0N the silicon sublatticehave the tilt a simultaneous shift of the atom pair occurs, such that the
lowest formation energy under all doping conditions. Thedistance of the two carbon atoms to, Siecomes similar
hexagonal interstitial follows next in the hierarchy. The tet-(Ci-Si: 3.7 bohrs and C-$i 3.6 bohrs for Gy;q and
rahedral interstitials and the split interstitial with10 ori- Cép?lo@)- While the distance within the pai2.48 bohrgonly
entation are less favorable. For all interstitials deep levelslightly increases, the distance i is reduced to 3.2 bohrs.
exist in the band gap. The outlined hierarchy reflects thel'he distances $iC and Sj-C remain unaffected. The tilt
preference of carbon to form short bonds in the carbon spliand shift introduce a rehybridization of the bonds. Besides
interstitial configurations {109 and Gpsyaog - the carbon-carbon bond, the carbon atom C now binds to

For Cyy109 We find two different configurations depend- three silicon neighbors $i Si; and Sj, while G maintains
ing on the charge state, as illustrated in Fig. 6. In the positivdbonds with only two silicon neighbors—a stronger one with
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Si; and a weaker one with Si The rebonding yields an sponding interstitials for Si-rich conditiond/c is by far
energy gain of 0.6 eV. The metastalfle00)-oriented con- more abundant than carbon and silicon interstitials. This
figuration is separated from the tilted ground-state configueominance also prevails in stoichiometric and C-rich mate-
ration by a low-energy barrier. In the neutral state the estirial. Vg;, on the other hand, is less abundant than the inter-
mated energy barrier is only 0.06 eV. stitials in p-type material and dominates under intrinsic and
The split interstitial Gsi109 has aC,y symmetry. Hence, n.type conditions. Furthermore, it has a higher formation en-
for this interstitial only nondegenerate levels occur within ergy than carbon vacancies. Hence, the equilibrium concen-

the band gap, which have a simi_lalzsqharacter as {100+ tration of silicon vacancies is by several orders of magnitude
There are three levels around midgap. The lowest onerhas |gyer.

character. The two higher ones have a bonding character with 1he electronic structure of both unrelaxed vacancies de-
the carbon neighbors and an admiyedharacter on the car-
bon atom. Gysi109 OcCcurs in the charge states 20 27,
with the lowest electronic level being always completely oc-

cupied(cf. the ionization levels in Table.IThe bond length The corresponding nondegeneraig level falls below the

of the atom pair is slightly shorter than the ideal SiC bond. .
This is also true for the bond between the silicon atom of thevalence-band edge. The occupation of the degentydéeel

pair and its other carbon neighbors. The carbon-carbo§ither induces a Jahn-Teller distortion or leads to the forma-
' fion of a nondegenerate high-spin state. The particular dis-

bonds with a length of 2.8 bohrs are considerably shorter.™ . )
Note that Jahn-Teller distortions are absent in this casdcton hetween/c andVy; is the extended character of the

However, with the occupation of the non-degenerate defe&iIiCOn dangling bonds of the former vs %‘e strong localiza-
levels the position of the silicon-carbon pair shifts along itstion of carbon dangllng .bonds of the latterDriven by 'the
axis. overlap between the silicon dangling bonds, a considerable

. . . 4’25 . - _
The hexagonal interstitial (g, as reflected by its £& sym- Jah?—TeIIerld;.stortlcf)fn ot‘f/c IS observe_&. ?ggx‘% tr:n Cc:ﬂ
metry has a nondegenerate level above midgap and a twofofﬁas , correlation: efiects are more impor an the
lectron-phonon coupling. As a consequence, a multiplet

degenerate level below the conduction band. The states orig‘? ) : .
nate from a localized orbital that is oriented along the State is formet*’which leads to the preference for a high-

symmetry axis and from weak %tike bonds with the carbon spin staté,*® as predicted by DFT calculatioffs” for all

atoms of the hexagonal ring. In the relevant charge state(éharge states. . o

2%, 1%, and 0 only the nondegeneraidike level is occu- In Table Il we have summarized the ionization levels of
pied. As a result the interstitial carbon is shifted along th the wo vacancies in G- and_ ‘H'S'(.: for the CUb!C ?”d
hexagonal axis out of the center of the ring towards the ca _exagonal sites. In the folloyvmg we JUdg(.a the realization of
bon neighborgbond distance 3.04 bohrs as compared to théhe dn‘ferent charge Stat? using the' expenmentgl ba}nd gap as
distance to the silicon neighbors of 3.7 bohis the charge hoted in Sec. II. According to our finding¥ls; exists in the

state I the occupation of the degenerate level leads to \]ahrfZharge states "L through 2 in 3C-SiC. In 4H-SiC also the

. 2+ . .
Teller distortion, that lifts the axial symmetry. As a result, the harge states 3and 4- are possibleVs; is not realized as
interstitial carbon approaches two of the carbon neighbors. ground state with the inclusion of charge state corrections,

A similar behavior is observed for the tetrahedrally @ fin_dingf19 that is verified by Ref. 25. Our ionization levels
carbon-coordinated configuration{, which has a nonde- are m_good agreement with th_e results _of Ref. _25_obta|ned
generate and a threefold degenerate level within the banficluding charge state corrections. A slight deviation from
gap. Yet, the threefold coordinated configuration is energetitn€ results of Zywietzt al.™ originates from their neglect of
cally preferred over the tetrahedral configuration, since in thdN€S€ corrections and a different definition of the reference
latter case the optimization of the carbon-carbon bonds rd®f the negative charge states. The realization of the charge
sults in an unfavorable elongation of surrounding carbonStates 3 and 4 is also observed in DFT-LSDA calculation
silicon bonds. At the silicon-coordinated site favorablein 6H-SIC (Ref. 20 using the (linear muffin-tin orbital-
carbon-carbon bonds are not available. Therefore these coftoMic sphere approximatipbhMTO-ASA Green's function
figurations as well as th&110)-oriented split configuration aPProach as well as the charge state f comparison with

are scarcely occupied in the thermodynamic equilibrium.  ©OUr results in 4-SiC, the calculated ionization levels agree
to within 0.3 eV including the levelss(37|27) and

rives from the four dangling bonds of the nearest neighbors.
They haveT, symmetry and possess a threefold degenerate
one-electron levelt, representationwithin the band gap.

IV. VACANCIES AND VACANCY-ANTISITE COMPLEXES £(47|37). We consider this as a good agreement taking the
_ variation of the levels among the different polytypes and the
A. Vacancies inequivalent lattice sites into accoufit was not stated in

The properties of the carbon and silicon vacancis ( Ref- 20 to which site the calculations referred

andV) in 3C- and 2H-SiC have been discussed in detailin ~ 1h€ carbon vacancy exists only in the charge states 2
the literaturet®-242544-4%/e summarize these results as nec-and neutral in £-SiC. An enhanced electron-phonon cou-

essary ingredients for the following discussion of thePling found forvg andVZ~ destabilizes the charge states 1
vacancy-antisite complexes and the mechanisms of the vand 1. The negatived amounts to 0.15 eV ¢). How-
cancy migration. ever, as the recent identification Wf. by a comparison of

In Figs. 3 and 5 our results for the formation energ\Wgf  the experimental hyperfine tensors and the calculated hyper-

and V. are compared to the formation energy of the correfine interaction in 4-SiC (Ref. 19 indicates, the prediction
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TABLE lI. lonization levels of the native vacancies and the carbon vacancy-antisite compl€x ian8l
4H-SIC (cubic and hexagonal sites are denoteck@sd h, respectively. The results have been obtained
using a 216-atom cell @) and a 128-atom cell including spin polarization for the silicon vacancy.

(+127%) (0[+) (=10) 21-) (37127 (47[37)

Ve 3C 1.29 1.14 2.69 2.04
Ve 4H k 1.29 1.17 2.23 2.11
Ve 4H,h 1.05 0.97 2.23 2.05
Vs 3C 0.18 0.61 1.76
4H k 0.21 0.70 1.76 2.34 2.79
4H,h 0.30 0.76 1.71 2.42 2.90
Ve-Cs; 3C 1.24 1.79 2.19
Vc-Cs; 4H k 0.91 1.51 1.87 2.34 3.3
Ve-Cs; 4H,h 0.83 1.39 2.11 2.56 3.12

of the small negativé) maybe artificial. In H-SiC also the ~ This expectation is supported by a DFT-based tight-binding

charge states 1 and 2 can be realized apart from the calculation for the neutral complex inH#SiC.**

negativet effect found forVg . Note that the ionization N contrast tdVs-Sic the carbon vacancy-antisite complex
levels of V¢ vary between the cubic and hexagonal sitesVc-Csiis stable. In fact, it is even more stable than the sili-
This stems from the different arrangement of the third-con vacancy inp-type material and for a Fermi level in a

nearest neighbors and translates into a different hybridizatiomidgap range. This is shown in Fig. 8. Before we discuss the
of the defect levels. details and consequences of this metastability of the silicon

vacancy, we briefly turn to the electronic structure of the
. o complex.
B. Vacancy-antisite complexes and the metastability o¥'s; Similar to the vacancies its localized levels within the
For the migration two vacancy-antisite complexes are im-band gap derive from the four dangling bonds at the carbon
portant:Vg-Sic andV-Cg;j, Where the antisite is the nearest antisite and the silicon neighbors of the vacancy. By@he
neighbor of the vacancy. These complexes are obtained frogymmetry of the ideal defect these dangling bonds give rise

V¢ andVyg;, by a displacement of a silicon/carbon neighborto two nondegenerata levels and a doubly degeneragte
into the empty lattice site as illustrated in Fig. 7. level. As for the vacancies oreelevel forms a resonance in

We have found that th¥g-Sic complex does not possess the valence band. The otharlevel lies atEy+1.8 eV and
a stable configuration in all relevant charge states. As a resulbee level is found aE, +2.1 eV[(V-Cg) " ]. Whereas the
it decays into the carbon vacancy. The origin is a size effectcharacter of the localizeglevels is dominated by the carbon
both, the silicon antisite and the silicon vacancy, show aangling bond at the antisite, trelevel derives from the
strong outward relaxatioff. For the antisite this relaxation three silicon dangling bonds. In the charge statés 2%,
optimizes the silicon-silicon bond distance to its neighborsand 0 thea level is occupied. The occupation of thedevel
yet the bond remains strained as the ideal value of silicoffor (V -Csj) ~ gives rise to a Jahn-Teller effect, which lowers
bulk cannot be achieved. In the vacancy-antisite complex ththe symmetry taC,,. According to our findings, the charge
missing silicon neighbor gives room for further relaxation bystate ¥/c-Cg)?~ is unstable(cf. Table ll). In 4H-SiC the
moving the antisite towards the vacancy. Additionally, thecarbon vacancy-antisite complex shows similar properties.
energy of the dangling bond located at the antisite is reduceBor our present purpose it is sufficient to treat the complexes
by interacting with the carbon neighbors of the vacancy. As aligned along the hexagonal axis. In this case the vacancy
result the barrier towards the vacant site vanishes. The urand the antisite occupy either neighboring hexagonal or cu-
stable vacancy-antisite complex transforms into a stable cabic sites. The larger band gap ofH4SiC (3.3 eV as com-
bon vacancy. From the above arguments we expect that opared to 2.4 eV in 8-SiC) enables the negative charge
result for 3-SiC (Ref. 22 is also valid in other polytypes. states 2 and 3.

FIG. 7. Geometry ofa) the carbon vacancy, (b) the silicon vacancyg;, and(c) the carbon vacancy-antisite complég-Cg;. The
hop of a carbon neighbor that transforms the silicon vacancy into a carbon vacancy-antisite complex is indicated by an(l@trow in
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FIG. 8. Formation energy of the silicon vacandy; and the
carbon vacancy-antisite complée-Cg; for 3C-SiC and H-SiC. eV (1.3 eV for the unrelaxed defegtsvith respect to the
The experimental band edges df3and 4H-SiC are indicated by  yalue of the carbon vacancy-antisite complex as compared to
vertical bars. our calculations. Consequently, the Fermi level at which the
silicon vacancy and the complex have a comparable forma-
The metastability ofVg; and its stabilization inn-type  tion energy is found closer to the conduction-band edge as in
material occurs in both @G- and 4H-SiC. As Fig. 8 shows, our case.
V-Cgi is more stable thaiVg; underp-type conditions and
for a midgap Fermi level. Its transformation intq--Cg; is
associated with a large energy ga&about 4 eV for a Fermi
level at the valence banhdSince the defect levels of the A. Carbon vacancies

Vc-Cs; complex are located above the levelswy, the en- For the migration of the vacancies we have analyzed two
ergy gain is reduced by the successive occupation of defegechanisms that involve either nearest-neighbor hops as ob-
levels. This leads to a stabilization ¥fs; over Ve-Cs; for — seneq in silicod® or second-neighbor hops, which are, e.g.
n-type conditions. Only a metastability was obseffeesing  qjevant for the gallium vacancy in GaA%%5 The two
specialk points in a 64-atom cell. In this case, the formation hops are depicted in Fig. 9. As discussed in Sec. IV, nearest-
energy of the silicon vacancy is higher in the negative charggejghhor hops transform the vacancy into a vacancy-antisite

sfcgtes than the value we obtain in_the 216-atom cell. _Th_%omplex. In successive hops the vacancy would proceed
silicon vacancy and the vacancy-antisite complex have SiMifeaving behind a chain of antisites, which is energetically

lar formation energies for a Fermi level above mid-gap in ntavorable. In the fing mechanism proposed by Van

4H-SIC, for the cubic complex gi:=1.8 eV and for the  \ichied? this is avoided by the vacancy passing twice
hexagonal complex gip=2.0 V. In X-SiC the formation  ,5gh the same sixfold ring. We have shown in Sec. IV that
energies match gtp=1.8 eV. The strong interaction be- he sjlicon vacancy-antisite complex is unstable. For the car-

tween the vacancy and the antisite is reflected in the binding, vacancy, this finding rules out any migration mechanism
energy of the complexes. The binding energy ranges betweefhsed on nearest-neighbor hops.

1.2ev(2") and 1.0 eV (I). _ In our analysis of the migration by second-neighbor hops
Using a LMTO-ASA Green's-function approach based oNngnq the calculation of the migration barriers, we follow the
DFT and LSDA, Lingneret al™ obtain similar results for rocedure in Ref. 36. There it was shown for the gallium
6H-SiC. A metastability of the silicon vacancy is also pre-yacancy in GaAs that the migration mechanism involves the
dicted by their calculations. The Fermi level at which¥he  motion of the hopping gallium atorta C atom in Fig. ®and
and the complex have similar energies is located above 2.8 common neighbor with the vacancshe Si neighbor in
eV. However, in their calculations the metastability is morerig. 9). At the saddle point, the hopping atom passes through
pronounced which leads to a larger energy gain of the transy,e plane spanned by the four aton®( . . . .C, in Fig. 9
formation. According to Fig. 7 of Ref. 20 the energy differ- that we refer to as the gate below. In order to accommodate
ence amounts to 4 e\2.6 eV for the unrelaxed defegtfor the strain of this configuration it is favorable for the nearest
the neutral defects. Using DFT-based tight-binding calculaneighbor to relax towards either of the vacant lattice sites.
tions the_authors obtain 1.6 eV. Our calculations yield 1.1 eVrhus two saddle points and correspondingly two migration
for 3C-SiC, 1.1 and 1.3 eV for cubic and hexagonal defectyaths exist for the hop—one, where the neighbor of the va-
in 4H-SIiC, which is much closer to the tight-binding result. cancy passes through the gate prior to the second neighbor
For the carbon vacancy-antisite complex they obtain similagng one where the latter passes first. Following Ref. 36, we
ionization levels for the positive and neutral charge states ofytroduce two reaction coordinatég andés; for the hopping

the unrelaxed complex. Including relaxations a negative- carhon atom and the common silicon neighbor by
effect is found that is not observed in our calculations. Yet, as

noted above the agreement of the ionization levels of the 4
silicon vacancy is good. It indicates that the formation en- £os=| Rejsi— l 2 R-|.e @)
ergy of the silicon vacancy is essentially shifted by about 3 clsi CS g TG) THe

V. MIGRATION
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TABLE Ill. Vacancy migration: the migration barrier and geometry at the transition state for the migration
by second-neighbor hops and the transformatiogfnto V-Cg; (initial nearest-neighbor hopSee the text

for detalils.
2+ 1* 0 1 2"
Ve— Ve En (V) 5.2 4.1 35
&si (bohrg 0.82 0.79 0.78
Si-Siy (bohrg 4.80 4.79 4,76
Si-Si; (bohrg 7.07 6.79 6.57
Vg—Vs; En (V) 3.6 3.4 3.2 2.4
&c (bohrg 0.57 0.30 0.01 0.03
C-G, (bohrg 5.08 5.56 5.93 5.97
C-C,; (bohrg 6.74 6.33 5.96 6.00
Vgi—V-Cs; En, (V) 1.9 2.4(2.2 25 2.7
Ve-Csi— Vs E,, (eV) 6.1 4.2 35 2.4
A&y (bohrg 1.96 1.53 1.641.97 1.67 1.67
&, (bohrg 0.00 0.05 0.19 {0.11) 0.12 0.28

whereRc/g; for éc and &g, respectively, refers to the coor- based on nearest-neighbor hops is impossible. This is due to
dinates of the carbon or silicon atom and tﬁgi are the our finding that the second configuration in such a mecha-

coordinates of the four carbon atoms comprising the gatedism, theVs;Sic-Cs; complex, is unstable in all relevant
e110 is the unit vector of the direction connecting the initial charge states. In order to understand the consequences of the

and final lattice sites of the vacanfiyere the(110) direction ~ Metastability, the barriers for the second-neighbor hop and
is choseft Instead of evaluating the full potential-energy sur-the transformatiorVsi—Vc-Cs; have to be compared.

face for these two coordinates, we consider only the region The analysis of the second-neighbor hop proceeds as de-
in the vicinity of the transition state. For a giveép the total  tailed in the preceding section. This mechanism has essen-
energy is minimized with respect #; and the other atomic tially the same featqr_es asin the case of the carbon vacancy.
coordinates. We find indeed the behavior we have discussddow the second silicon neighbor and the nearest carbon
above. The transition state lies by 0.2 eV lower than theh€ighbor take the role of the respective carbon and silicon
configuration where the carbon atom and its silicon neighbo@tom in the discussion d¥c. The calculations have been
pass through the gate at the same time. The barriers are oBerformed within the 216-atom cell using tfie point and
tained using the 216-atom cell together with tAepoint,  including spin polarization. For the 64-atom cell and a spe-
which also allowed for the proper inclusion of Jahn-Teller Cial k-point sampling we obtain within 0.2 eV the same bar-
distortions in the initial configurations. The results for thefiers. Our results for the barriers and the geometry at the
migration barrier and the geometry at the transition state ariansition state are listed in Table Ill. At the transition state
given in Table IIl. Using a 64-atom cell and spedigboints ~ the displacement of_ the carbon neighbor out of the gate is
(2x2x2 Monkhorst-Pack megh the calculated barriers less pronounced as in the case of the carbon vacancy. For the

agree to within 0.3 eV. We find relatively high migration N€gative vacancy it almost vanishes. We explain this by the
barriers between 5 eVV2"), 4.1 eV (V¢), and 3.5 eV rather small extent of the carbon orbitals and the resulting

(V). The migration barrier im-type material and with a weak interaction of the carbon neighbor with the other car-
Fermi level around midgap\/(g) is much smaller than in bon dangling bonds. The migration barrier for this mecha-

i . P . . _ nism varies between 3.6 eWg) and 2.4 eV (/éi‘).
p-type material {z"). This stems from the different occu Our analysis of the nearest-neighb®iN) hop parallels

pation of bonding defect levels at the transition state. Beside, et |
the bond between the common Si neighbor and(&i Fig. the approach t_o the secqnd neighbor hop. We introduce the
rq?actlon coordinat&yy Which measures the distance of the

9), the remaining three dangling bonds at the opposite vaca . .
/ : : . hopping carbon atom from the center of mass of its three
site contribute to the defect levels in the band gap. With the .. ; L
. ? . Silicon neighbors. It is given by
occupation of the lowest level the corresponding neighbor
(Siy) relaxes towards the vacant site, thus reducing the dis-
tance to the silicon neighbor and the migration barrier. 13
Enn= Rc‘g E RSii - €111,
i=1
B. Silicon vacancies

In case of the silicon vacancy the migration by secondWhereRc is the coordinate of the hopping carbon atom and
neighbor hops competes with the transformationRs; are the coordinates of its three silicon neighbes; is
Vg V-Cg;. Particularly inp-type material, the metastabil- the unit vector in the direction of the hgpere chosen as the
ity of the silicon vacancy will have consequences for its mi-(111) direction]. Note that this approach allows for a migra-
gration. However, a migration of the silicon vacancy solelytion path that deviates from thd11) direction.
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As detailed in Sec. IWg; andV¢-Cg; are found in differ-  returns by a reverse transformatit4 eV) via Vg, to V3,
ent charge states for a given Fermi level. We assume that thgith an even higher probability. Farg between 1.79 eV and
charge state of the defect is preserved during the transforma-19 ev (v-Cg)° is relevant. Even though the barrier of the
tion. The necessary electron transfer to obtain the equilibyransformationv-Cs— Vs; (3.5 V) is larger, the migration
rium charge state occurs in the final configuration. Harrisony¢ Vg is essentially not hindered a&. is the ground state.
has showr? for the case of the interstitial in silicon that this Thus, inn-type material, the vacancy should freely migrate.
assumption is reasonable. This applies also to the transfor- 5 the other hand, for a Fermi level below 1.7 eV the
mation of V§; —(Vc-Cs)?™ and (Ve-Cs)** — Vg, where V-Cg; complex is the ground state. Before a migration of
the final configurations\(c-Cs) ~ and Vg; are the ground- v/ may take place, it has to be preceded by a transformation
state configurations. Vc-Csi—Vsi. This gives rise to an additional barrier. For a

The energy barriers and the values of the reaction coordigermi level below midgap this barrier becomes large, i.e., 4.1
nate &yy at the transition state are listed in Table Ill. The eV for (V-Cs)* and 6.1 eV for {/-Cs)2". This additional
barrier for the transformatioVsi—Vc-Csj moderately de-  parrier allows a migration o¥/o-Cg; via Vg; only at elevated
pends on the charge state. It is by 0.8 eV lower for thetemperatures, when the transformatiég-Co— Vs is ther-

positive vacancy than for the doubly negative charge statgn,ly activated. At low temperatures this migration is kineti-
The reverse transformatioV-Cg— Vg shows a much cally hindered

stronger charge state dependence. A barrier of 6.1 eV is Instead, another migration channel is opened:\theCs;

_C.)\2+ H
found fo_r Ve ‘?S') , Which Iower_s down to 2'.4 eV for complex can dissociate at the expense of the binding energy.
(Vc-Cs) . During the transformation the hopping carbon ing the miaration barrier fok- b
atom moves away from thél1l) direction. In this way it However, using the migration barrier fbfc between 3.5 eV
(V) to 5 eV (V2") plus the binding energy as an estimate

optimizes the number of bonds maintained with its silicon X N ) _ o
and carbon neighbors. A path along {141 direction has a for the dissociation barrier, we conclude that the dissociation

much larger energy barrier, due to a simultaneous breakin@”d the reverse transformation have similar probabilities. In
of three bonds with the silicon neighbors. Only this latterP-type and compensated materig<1.71 eV) the migra-
path was obtainéd using the 64 atom cell with a special tion of silicon vacancies is suppressed for moderate tempera-
point sampling and was reproduced using the 216 atom celfures.
However, this path is not important.

For all charge states the transformati®y— V-Cg; ] )
mainly occurs in a low-spin state of the vacancy. Typically —Apparently, the energetically lowest sites are the most rel-
much higher barriers are found for the high-spin state, exceptvant ones for the migration of the carbon interstitials. As
for \/(S’i where the high-spin state has a slightly lower barrierdiscussed in Sec. lll, these are the two split interstitials
(given in braces in Table Il Note that the ground state of Csy109 @nd Gspsiiog - The migration of the energetically
the vacancy-antisite complex is always a low-spin state fomore favorable ;1o interstitial may proceed by two alter-
all charge states. Thus the reverse transformaligiCs;  native routes(a) by nearest-neighbor hops between adjacent
—Vg; should occur into the low-spin state. carbon and silicon lattice sites in the sequencgibe

In equilibrium (with a given Fermi level Vg andVe-Csi  — Cgpsi100— Cs109 @nd(b) by second-neighbor hops of the
are in different charge states. Provided the temperature isterstitial between neighboring carbon lattice sites.
sufficiently low and the transformation is a rare event, the We illustrate the migration event by nearest-neighbor
charge state can equilibrate at the final position before th@ops in Fig. 10. Taking G100 [Fig. 10@)] as the initial
reverse process takes place. Only at extreme temperatures Wgnfiguration, the final configuration is§i100 [Fig. 1000)],
expect thl_S picture to break down. Consequently, energy baiyhich is located at the nearest neighbor silicon site. The
riers for different charge states should apply for the two prosaddie-point search yields the transition state shown in Fig.
cesses. Ip-type and compensated material the barrier for thelO(b). The migration proceeds by a concerted motion of the
transformationVsi—V¢-Cs; is with 1.9 eV (Vg) to 2.4 eV gumbbell, such that one carbon atom approaches the neigh-
(Vsi) much lower than the barrier of the reverse transformaboring silicon atom while the other returns into the position
tion of 6.1 eV [(Vc-Cg)?", up<l.24eV] to 3.5 eV on the lattice. At the same time, the silicon neighbor moves
[(VcCs)® wp<2.19 eV]. Inn-type material(i.e., for ur  out of this site to give room for a new carbon-silicon dumb-
>2.19) this situation is reversed, whe¥{-Cg) ~ becomes bell. We have conducted a saddle-point search in the charge
the ground state. Now the transformation ®(Cg)~ into  states 2, 1*, neutral, and I using a 64-atom cell and a
Vg, has a higher probability than the opposite procé§s  specialk point set. For the hop from K100 10 Cspsirog WE
—(Ve-Cgq)?. find a barrier of 1.7 eV and 0.9 eV for the charge statés 2

A comparison between the migration barriers of the sili-and 1*. The barriers of the second hop fromp&109 t0
con vacancy and the transformation barriers should telCsy;09 amount to 0.7 eV and 0.2 eV, respectively, and are
whether the silicon vacancy is trapped a¥&Cg; complex lower than those of the first hop. In the neutral and negative
or whether it freely migrates. Intype materiaV4; is stable ~ charge states the hop starts from the tilted configuration. The
(i.e., for ug>1.76 eV). The migration barrief2.4 e\) is path is as discussed above. The barriers amount to 0.5 eV
slightly smaller than the transformation barri@.7 eV) to  and 0.2 eV for @p(mo). Similar barriers are found in the case
the metastabl®¥/ -Cg; complex. Forug>2.19 eV (/-Cg) ~ of Cey100 -

C. Carbon-interstitials
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FIG. 10. Migration of carbon interstitiala) initial interstitial Csy100 , (b) transition state(c) final interstitial Gpsi100

The migration of Gyi09 by second-neighbor hops can configuration as an intermediate site or may proceed by di-
proceed in several different ways. Each of the carbon atomsect hops. As discussed previously, we assume that the
of the dumbbell is surrounded by six neighboring carboncharge state is not altered during a hop. Only in the interme-
lattice sites. While one atom migrates to one of the neighdiate configurations a charge transfer is allowed.
boring carbon sites, the other moves back onto the lattice. |n p-type material all migration paths begin and end at the
We have investigated the hop of th@01-oriented split in-  sj, . site. Two different types of migration mechanisms are
terstitial in the(110) direction. The migration proceeds in a giscussed here and depicted in Fig. (:a kick-out mecha-

similar manner as the nearest-neighbor hop, except that NOWsm that proceeds via the split interstitials;,Sipg and

the destination is the adjacent carbon lattice site. The migraSi w110 as intermediate sites art) a direct migration be-

tion barriers we obtained with the saddle point search are > . G . :
. . n th rahedral interstitial si ian i. Th
listed in Table IV. They are comparable to the nearestf?wee the tetrahedral interstitial sites;Siand St N

neighbor hap. Only for Q we find a lower barrier for kick-out mechanism consists of two steps. In the first step the
: 100 i iti ili i
the second-nearest-neighbor hdp.4 eV} than for the tetrahedral interstitial moves towards a silicon neighbor and

) kicks it out of its lattice site. A split interstitial is formed as
nearest-neighbor hofd.7 ev). an intermediate site. Next, the second atom proceeds towards
The relatively small migration barrier contrasts the much : ' P

larger energy difference found between the split interstitialsthe closest tetrahedral interstitial site. We have determined

and the tetrahedrally coordinated sites. As discussed in Seme migration paths and the energy barriers for the two pro-

Il B, at these sites carbon bonds are established at higt€SSes by a saddle-point search using a 64-atom cell and
energy costs. Consequently, a relevant migration of carbofiP€cialk points (2<2X2 Monkhorst-Pack meghwhile the
interstitials via these sites is unlikely. path via the S} 109-configuration proceeds entirely along
The hexagonal interstitial is 1.4 eV £&) and 1.6 ev the (100 direction, the path via the G119 interstitial is
(Ci,) higher in energy than Gsi100 - This energy differ- cur_ve_d. The_z_transm(_)n sta_lte in both cases I|es_ close to the
ence is only slightly lower than the migration barrier for SPlit interstitial configuration. The energy barriers for the
C§p+suoo> and even higher in the case 0@5@(100)- Therefore k!ck-out and_the .kICk-II"I process are_l!sted in Table V. The
we expect a higher-energy barrier for a migration via thekick-out barrier via the $j1qq interstitials amounts to 3.5
hexagona' SiteS, particu'ar'y as the mechanism should iniev and is Only 0.1eVv h|gher than the barrier obtained via the
tially proceed similar to the migration via split interstitial Sisy119 interstitial. The results show that the two intermedi-
sites to avoid extensive bond breaking. ate interstitial configurations are not very stable as the barri-
ers for the second event amount to 0.03 eV and 0.05 eV,
respectively. We expect that the interstitial passes through the
intermediate site without any significant delay. Therefore a
In Sec. lll A we have shown that the two most faVOl‘ab|echarge transfer that could convert thespgﬂ0> interstitial
interstitial configurations are the tetrahedrally carbon-from the transient 4-state into 2 or 1* (the ground state in
coordinated site and th@10-oriented split interstitial. The p-type material seems unlikely.
first configuration is favored ip-type material and the latter =~ The migration between the tetrahedral interstitial sites
is clearly dominating im-type material. The migration be- Sj.. and Sig; proceeds directly through the interstice. The
tween the energetically lowest sites may involve the othemigration path passes through the hexagonal configurations
along the axis connecting the initial and final configurations.
TABLE IV. Migration of carbon interstitials: Migration barriers  The transition state lies close to the ideal position of the
En in eV for nearest-neighbor hopsGog < Cspsi100 @and second-  hexagonal site. The saddle-point search yields an energy bar-
neighbor hops. The migration of‘s’&‘m@ and G0 Starts fromthe  rier of 3.5 eV for the hop $k— Sirs;. For the hop Sig;
tilted configuration. — Sitc we obtain a barrier of 0.3 eV.
Since for Sjg; the charge state4is not the ground state,

D. Silicon-interstitials

+ + -
2 1 0 1 a charge transfer can change it with some probability. Then
Cen100— Cepsiao0 1.7 0.9 0.5 0.7 th.e. |ntgr§t|t|al cpuld alternat!vely migrate via the split inter-
Cepsiz00— Csg100 0.9 0.2 0.2 01  Stitial $§p<110> with a low barrier(cf. Table'z V). Ho.vzever, this
Cen100 Cepl100 1.4 0.9 05 0.6 route is not very likely. Instead the $§| (or Sl?Si) would

move to the Si. site with an even lower barrier.
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Site

FIG. 11. Migration of silicon interstitialsta) kick-out migration of Sjc via the split interstitial S}11 , (b) migration via the tetrahedral
interstitial sites Sic and Sig;, and(c) jumps between adjacentsgi,q configurations.

In compensated and-type material, we consider the VI. DISCUSSION

kick-out migration via the split interstitials Shio - AS one Our analysis of the mobile intrinsic point defects in Secs.
of the silicon atoms of 119 hops towards the next silicon j; and v and their migration mechanisms in Sec. V reveals
;lte it klcks.out .the silicon atom at thls.3|_te in tr_u_a correspo_nd—a complex dependence of the abundance and the migration
ing (110 direction to form a new split interstitial. For this on the doping conditions. In the following we discuss the
process we find a migration barrier of 1.4 eV. For the posiimplications of our findings for the self-diffusion and dopant
tive split interstitial we obtain a barrier of 1.0 eV. The orien- diffusion. The mechanisms that enter the discussion are sum-
tation of the split interstitial can change by a rotation aroundmarized schematically in Fig. 1 and the associated energy
the (100 axis. For example, the rotation around #®1)-  barriers are listed in Tables Ill-V. This microscopic picture
axis changes the orientation frofhil0) to (110). It is asso- ~Of the point defect migration has also implications for the
ciated with an energy barrier of 1.3 eV E§110>)- annealing mechanlsm of vacancies. ThIS. aspect is treated,
In order to understand whether the kick-out migration vial®9€ther with an analysis of Frenkel pairs, in a separate
Sigmm is the dominating mechanism, we have to compar
its activation energy with that of other possible mechanisms
at intrinsic andn-type doping conditions. In comparison to a
migration via the interstitial $i;, we find that this configu- The self-diffusion constants of carbon and silicBry, and
ration for ur above 1.3 eV already lies higher in energy thanDsg;, are given by the sum of different diffusion mechanisms,
the saddle point of i1 . Furthermore, according to our in.part?cular of mechanisms based on vacancy and interstiti_al
estimates a|so % and S!;[XlOO) Shou'd be CO”‘esponding'y mlgratlon. For |nstance, the Carbon Se|f-dlfoSIOn constant Is
higher in energy for a Fermi level close to the conductiondiven by
band. Thus we conclude that the dominating mechanism un-
der intrinsic andn-type conditions is the migration via the DC:E DchJrz D}CjL . (8)
Sisy119 interstitial. [ i

A. Self diffusion

whereD . and D; © are the diffusion constants of vacancy
TABLE V. Migration of silicon interstitials: Migration barriers and interstitial mechanisms, respectively, anpdenote the
En in eV for different migration paths. The migration paths are different migrations paths of the mobile defect in a specific
shown in Fig. 11. The charge state i§ 4nless indicated otherwise. charge state. Each contribution is proportional to the concen-
See text for details. tration of the mobile defeat; [cf. Eq.(1)] and its diffusivity
d;, as given by the formation energsfi and the migration

TC+ K100 TC+ sp119 TCoTSI energy barrieE™, respectively,
1-2 35 3.4 3.5 . .
2.1 0.03 0.05 0.3 Di:D?exp( _Ei(Ap.pp)+E | ©
Sp(110 (+) sp(110) (0) sp(110) (0) keT
< S119 < SR119 < Sp110) whereD? is a constant prefactor that is determined by geo-
152 1.0 1.4 1.3 metrical and entropy factors. The activation enerQy
) . , = E{(A,u,,up) + E" that determines the exponential factor es-
TSi(2+) TSi(3+) TSi(2+) sentially characterizes the contribution of each migration
< sp(100 —TC —TC mechanism. The factor may vary over several orders of mag-
12 0.1 0.04 0.03 nitude for different mechanisms, whereas the prefadrc?rs
21 0.25 typically have a similar order of magnitude. Thus a compari-

son of the activation energies of different diffusion mecha-
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TABLE VI. Activation energy for the self-diffusion as mediated by vacancies and interstigaltext for details.

Carbon self-diffusion Silicon self-diffusion
Defect Q(ur,Au) (eV) ue (eV)  Defect Q(ut,Au) (eV) HE (V)
Explicit Si-rich ~ C-rich Range Explicit Si-rich C-rich Range
V&* 6.6eV+2ur —Au 6.6-9.0 7.2-96 0.0-1.2 Vi 122eV —ur +Aup 11.6-10.4 11.0-9.8 0.6-1.8
V2 7.3 eV —Au 73 7.9 1.2E¢ V& 13.1eV —2ur +Au 9.6-7.7 9.0-7.1 1.8E
Cixwog  67€V+2ur +Au 6.7-7.8 6.1-7.2 0.0-0.6 Sif¢ 7.8eV +4ur —Aup 7.8-12.6 8.4-132 0.0-1.2
Cipa09 6686V +ur +Au 7.2-79 6.6-73 0.6-0.8 7.7 eV due —Ap  7.7-125 8.3-13.1 0.0-1.2
Clyiog 776V +Au 7.2 6.6 0.8-1.8 Sigy;, 99eV —Ap 9.9 105 1.1E¢
Copr0g 916V -—pue +Au 73-67 6.7-6.1 18
Expt?3C 8.72 eV=0.14 eV Undoped ExPp3C 9.45 eV=0.05 eV undoped
Expt® 4H 7.14 e\:0.05 eV Intrinsic  Exg® 4H 7.22 e\:0.07 eV intrinsic
Expt® 4H 8.20 eV:0.08 eV n-type  Exp?4H 8.18 e\*0.10 eV n-type

aReferences 7 and 8: experiments on polycrystalli@eS3C samples.
PReferences 9 and 10: experiments d#-8iC single crystals.

nisms reveals the dominant contribution to self-diffusion forsated material. The variation of the activation energy of the
different doping and growth conditions that en@wia A u silicon self-diffusion is more pronounced than for the carbon
andur. In Table VI the activation energies for vacancy- andself-diffusion. A Fermi level effect is predicted undetype
interstitial-mediated self-diffusion are listeQ.is given as an  andn-type conditions. The variations amount to 2 eV, both,
explicit function of ug andA . At Si-rich conditionsAu is  in C-rich and Si-rich materials.

0 and assumes a value efH{' (—0.61 eV in the present  Experimentally the silicon and carbon self-diffusion was
calculations at C-rich conditions. For the charged defectsinvestigated in  nominally undoped polycrystalline
the range ofu is given in which the particular charge state 3C-SiC.”® For the carbon self-diffusion an activation energy
is stable. The variation o with the Fermi level can be of 8.72 eV was obtained. The observed silicon self-diffusion
substantial, i.e., for $¢ it amounts up to 5 eV. For a typical as describetby an activation energy of 9.45 eV. From the
diffusion temperature of 1000K the change ®Q~1 eV  description of the experiments it is not obvious whether they
translates into a variation of the diffusion constant over fiveyere carried out in C-rich or Si-rich conditions. Therefore

orders of magnitude. This striking dependence on the doping,e compare the experimental results with our values for
conditions is known as the Fermi level effétTable VI also _C-rich and Si-rich conditions for an intrinsic Fermi level. For

includes the activation energies deduced from recent self dlffhe carbon self-diffusion we obtain an activation energy of
fusion experiments for polycrystallif® 3C-SiC and for 7.3 eV (v2, Si rich) and 6.6 eV (Gyuzo. C rich), respec
. C» . 110) » I -

4H-SIC single crystalS.™ To the best of our knowledge, jvely. The experimental value exceeds our theoretical results
these are the first experiments that quantitatively analyze y 1.4 eV—2.0 eV. This discrepancy cannot be explained in

the self-diffusion constant. A radiotracer diffusion technique L . o
was used to obtain the diffusion profiles. terms of the missing information aboffu or a variation pf
For the carbon self-diffusion our results show a similar#F- OUr results indicate a value of at most 8 eV. Only if the

importance of the vacancy-mediated and interstitial-base#iterstitial diffusion was completely suppressed during the
self-diffusion in Si-rich material. There is no clear domi- €xperiment and the sample was ratpetype than intrinsic,
nance of either mechanism. In C-rich material, on the othethe activation energy could be explained by that\gf" .
hand, the split interstitial mediated self-diffusion dominatesHere the polycrystalline nature of the material may also af-
for all doping conditions. Since in compensated amype  fect the defect equilibrium, i.e., the grain boundaries may act
material the split interstitial and the vacancy are neutral, thés sinks for interstitials. For the silicon self-diffusion we ob-
Fermi level effect is absent. Only imtype material a varia- tain an activation energy of 9.9 eV (giiq, Si rich) and
tion of the activation energy about 1 eV is present. 10.4 eV (g, C rich) in intrinsic material. In this case the
The silicon self-diffusion irp-type and compensated ma- experimental value is in good agreement with our results.
terial is mainly dominated by the silicon interstitials. In  Even though our investigation of the defect migration was
p-type material the migration is mediated by the tetrahedratonducted for €-SiC, we expect that our results may pro-
carbon-coordinated interstitial @i, both, under Si-rich and vide a first insight into the diffusion processes in other poly-
C-rich conditions. Here the metastability of the silicon va-types. This expectation is supported by the findfiri§2° of
cancy suppresses its participation in the self diffusion. Incomparable energetics and bonding of vacanciesGrS8C
Si-rich compensated material the silicon split interstitialand 4H-SiC. For example, similar transformation barriers
Sisy119 IS relevant. Only im-type, Si-rich material a domi- are found for the neutral silicon vacancy IrCSSiC (this
nant contribution of the silicon vacandys; should be ob- work) and 4H-SiC.2* The main difference is the larger en-
served. The larger abundance of silicon vacancies undergy gap in 4H-SiC. Intrinsic conditions, thus, apply in
C-rich conditions leads to its dominance already in compen4H-SiC toug~1.7 eV. A comparison of our results with the
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activation energy of the carbon self-diffusion irH4SiC  tutes for silicon or carbon, respectively. Whereas the migra-

single crystals shows a much better agreement than for tHéon of the second-neighbor pair proceeds entirely on the

polycrystalline Z-SiC. However, for the silicon self- carbon sublattice by second-neighbor hops, the migration of

diffusion our prediction of about 9 eV substantially deviatesthe nearest-neighbor pair involves an initial exchange of the

from the experimental result of 7.2 eV, unless we place thélopant and the vacancy and further migration of the vacancy
Fermi level above midgap at around 2.3 eMype 4H-SiC  around the doparif This may only be accomplished by sec-

is not covered by our results, since the relevant charge stat@§d neighbor hops. A mechanism based on nearest-neighbor

of the vacancies and interstitials it4SiC are not present in hops fails as the necessavy;-Sic complexes are unstable.
3C-SiC. In n-type material a mechanism based on silicon vacancies

In ||ght of our expectation the |arge variation of the ex- becomes available. With the same arguments as above a mi-

perimental activation energies betwee@-$iC and 4H-SiCc ~ gration will involve only second-neighbor hops of the
is surprising. Besides the polycrystalline nature of the cubi¢/acancy. - B
material, an incomplete point defect equilibrium or the pref- Consequently, the diffusion of acceptors on the silicon
erential injection of either vacancies or interstitials at thesublattice most likely is mediated by silicon interstitials in
interface of the tracer material and SiC may be responsible?-type material. More general conclusions on the role of the
Here we note that the investigation of the aluminum andmechanisms based on carbon and silicon interstitials are not
boron diffusio® indicates a slower silicon self-diffusion POSsible. Here we only note that carbon interstitials and sili-
than observed in the tracer diffusion experiments. This findcon interstitials(in compensated and-type material have

ing inevitably affects the given prefactor and activationlower migration barriers than the corresponding vacancies.
energies. The interstitial-mediated dopant migration may be limited by

the availability of interstitials and the barriers associated
with the migration of the dopant interstitial.
B. Dopant migration These arguments are supported by our findings for

In SiC, dopant atoms may substitute for carbon or silicon.boronrﬂ2 435”d by recent experiments on the diffusion of
For example, aluminum and phosphorus are known to preibor(?r}' “~and alumlnunf‘.Qur calculations reveal that a mi-
erentially bind to the silicon sublattiéeand nitrogen prefers gration via the nearest-neighbor complex-Bc is unlikely.
carbon siteS® Boron is predicted to bind either to the carbon The barrier of the initial transformation has a similar magni-
or silicon sublattic®>” depending on the stoichiometry of tude as the transformation ¥c-Cg; into Vs; in p-type ma-
the sample(C/Si ratig. The migration of these dopants is terial. Furthermore, the nearest-neighbor complex\i is
mediated by mobile intrinsic defects. A mobile vacancy andPractically unstable ip-type material. The migration of the
a substitutional dopant atom may form a mobile dopantS€cond-neighbor complexcB/c consists of three hops and
vacancy complex. An attractive interaction within the mobileinvolves migration barriers ip-type material of as much as
pair enables migration until the pair eventually dissociates2-6 eV, which exceeds the barrier for the carbon vacancy. We

Mobile interstitials may initiate a migration of the dopant by find much lower migration barriers for a kick-out mechanism
a kick-out reaction. by silicon interstitialS(B g) or carbon interstitials (B) and a

In equilibrium, the dominating mechanism of dopant dif- subsequent migration of the boron-interstitials. Tho'ugh ear-
fusion depends not only on the involved migration barrierdier experiments favored a vacancy-related mechanism, the
but also on the abundance of the involved intrinsic defects. Aecent  quantitative modeling —of ~boron  diffusion
transient enhanced dopant diffusion that was recently obexperiments*®attributes the diffusion to a kick-out mecha-
served for boroh? and aluminumis triggered by an excess Nism based on §|I|con |nt(_arst|t|als. A similar conclusmp was
concentration of intrinsic defects, generated for example byuggested by coimplantation expenme]ntei;erg the transient
the dopant implantation. Assuming that a similar amount oftnhanced diffusion observed after boron implantation was
interstitials and vacancies is generated, the migration barrie@ppressed by carbon coimplantation and elevated by silicon
for different mechanisms are the relevant quantities to comcoimplantation.
pare. Naturally, for dopants on the carbon and the silicon
sublattice different migration mechanisms apply. Even
though the migration mechanism should certainly be dopant
dependent, some general conclusions about the dopant diffu- A picture of the defect migration has been derived from
sion can be drawn from our results for the diffusion of va-theoretical investigations based on af initio method
cancies and interstitials. within the framework of DFT. The analysis of the micro-

First of all, the availability of the mobile defects dependsscopic structure, the abundance, and the migration mecha-
on the doping conditions. The discussion in Sec. IV showedhisms of interstitials and vacancies contribute to this picture.
that a mechanism based on silicon vacancies is not availabl& strong influence of the doping conditions is reported for
in p-type material. The metastability &fg; in p-type material  the mobile silicon defects. Among the silicon interstitials two
should affect dopant complexes with a silicon vacancy in aifferent interstitial configurations are relevant, the tetrahe-
similar way. Thus only the migration of a donor complex thatdrally carbon-coordinated interstitial iptype material and
involves the carbon vacancy should be relevant. In such the split interstitial in compensated angype material. This
complex the dopant and the vacancy may be nearest neighffects the interstitial migration ip-type material: the mi-
bors or second-nearest neighbors, when the dopant subsgjration of the tetrahedrally carbon-coordinated interstitial is

VIl. SUMMARY AND CONCLUSION
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slower than the migration of the split interstitial. A metasta-carbon interstitials in the carbon self-diffusion stems from an
bility of the silicon vacancy occurs ip-type and compen- overcompensation of their relatively low abundance by their
sated material. It transforms into the more stable carbomigher mobility. For the dopant diffusion, similar qualitative

vacancy-antisite complex. This transformation of the siliconconclusions are drawn and outlined for the case of boron, for

vacancy is more likely than its migration. The thermal acti-which theoretical calculations indicate an important role of
vation of the reverse process determines the mobility of thenhe interstitial-mediated diffusion.

vacancy-antisite complex. A central result is the finding that
interstitials are more mobile than vacancies.

The importance of interstitials and vacancies in the self-
diffusion and dopant diffusion is determined by their abun-
dance and diffusivity. The discussion of the two factors We acknowledge fruitful discussions with Dr. G. Pensl,
showed that the interstitials play a significant role in thewho also initiated this project. This work was supported by
self-diffusion. For instance, silicon interstitials dominate thethe Deutsche Forschungsgemeinschaft, SFB 292 and SiC Re-
silicon self-diffusion inp-type material. The dominance of search Group.
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