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Gate control of spin dynamics in IlI-V semiconductor quantum dots
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We show that the factor and the spin-flip tim&; of a heterojunction quantum dot is very sensitive to the
band-bending interface electric field even in the absence of wave-function penetration into the barrier. When
this electric field is of the order of 20v/cm, g andT; show high sensitivity to dot radius and magnetic field
arising from the interplay between Rashba and Dresselhaus spin-orbit interactions. This result opens new
possibilities for the design of a quantum dot spin quantum computer, vgfexdor andT, can be engineered
by manipulating the spin-orbit coupling through external gates.
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Understanding and controlling the behavior of spins in H=Ho+H,+Hr+Hpr+Hpp. )

semiconductor heterostructures may lead to a whole "®%he first contribution corresponds to a single 2D electron

. ’2 . . .
class of deviceS? ranging from spin-polarizedp-n o tined in thexy plane by a parabolic potential and subject
junctions’ to a quantum dot spin quantum compuftdilec- 5 5 magnetic field

trical control over spin-orbit coupling parameters in a quan-

tum well has long been suggested as an effective means to P2 1 Y 2.2

manipulate spifi,and was recently experimentally demon- H0:2m* + 5 M Wl “+ 5 gousosB, 2
strated in InAs heterostructur8ghis was possible because o o .

the Rashb&8 and the Dresselhalispin-orbit interactions are Where the kinetic momentui?=p+ e/cA is written with the
sensitive to the electric field providing vertical confinementc@nonical momentunp=—i#(dy,d,,0) and vector poten-
to a two-dimensional electron g&2DEG), which is approxi- tial A=B/2(—y,x,0) confined to the 2D plane. I—ieegs the
mately proportional to the 2DEG density and can be Con_electron chargec is the velocity of light, m* is the

2 .. conduction-band edge effective mass; is the parabolic
trolled through a gate voltage. When additional gates prov'd%onfining potential frgequencygo is the&zoulkg factgr, g iS

lateral confinemelrcl)t, a single.electron can be trapped in @&, Bohr magneton, and, is the diagonal Pauli matrix,
quantum dotQD),™ whose orbital states in an external mag- is diagonal when written as a function of the Fock-Darwin
netic field perpendicular to the 2DEG are the well-knownpymper operatora. =afa. ,**

Fock-Darwin state$! Here we consider the effect of Rashba ST

and Dresselhaus spin-orbit interactions in the spin-doublet B 1 1) 1

ground state of a Fock-Darwin QD. Using an effective-mass Ho=fiws|nit 5 +ﬁw( n-+3)*3%mnms08, (3

approximation and exact diagonalization of a Fock-Darwin

subspace we show that the ground-statactor and sponta- al =i(xiiy)— ﬁ(& +ig,) (4)

neous phonon emission rateT]/(due to the spin-orbit ad- 2 2

mixture mechanism? can be substantially manipulated by 1 ¢

varying the heterojunction electric field in the range of a. = (XFiy)+ 5 (3 Fid,). (5)

10°—1C V/cm (corresponding to 2DEG density of the order 2¢ 2

of 10'%-10° cm™?). Here w.=Q%wJ/2, with Q=\witwZ4 and o
Recently, electrical control over GaAs quantum wgll =eB/m*c being the renormalized dot frequency and cyclo-

factor has been achieved by forcing the electron wave functron frequency, respectively, witli=\A/m*Q being the
tion to overlap with the AIGaAs barrié?** Here we inten-  Fock-Darwin radius which sets the length scale for the eigen-
tionally neglect barrier penetration, to show that overlap withstatesin, n_o) (o= +1 represents the spin up/down states
a different materiais not a necessary condition to achieve in the z direction. The second term in Hamiltoniail) rep-
substantial electrical control over quantum dot fgctor.  resents the quantum well confinement in the growtfirec-
Moreover, by avoiding barrier penetration one can suppreston, H,= p§/2m* +V(z), whereV(z) is a triangular well,

an additional spin-lattice relaxation mechanism due to interV(z)=eEzfor z=0 andV(z)=« for z<0. A simple nu-
face motion® These results open new possibilities in themerical calculation leads to tHk, ground state

design of a quantum dot quantum computer: for example, B Yons

spin qubits can be brought in and out of resonance to a glo- Vo 2)=1.4261 Al (k2 {y), ©6)
bal spin resonance field by gate control of thgfiactor’®a  where{;=—2.3381 is the first zero of the Airy function Ai,
speed up in quantum computer initializatigetting up all  while the inverse length scaleis set by

spins for examplecan be achieved by decreasing the spin-

— * 2\1/3
flip time T, with a gate voltage. x=(2m*eEA%)™, @)
The Hamiltonian for a single electron bound to a hetero-and the ground-state energy k5,= — ,eE/«. In the dis-
junction quantum dot can be divided into five parts, cussion below we will make use of the average momentum
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TABLE |. Parameters used in our calculatioff®efs. 8,22.

Parameter GaAs GaSb InAs InSb
Jdo -044 -78 -—15 —506
m*/mg 0.067 0.0412 0.0239 0.0136
ag [A?] 4.4 33 110 500
Ye [eV A%] 26 187 130 228
ehy, [107 5 erglcm] 2.34 1.5 0.54 0.75
S, [10° cm/g| 5.14 4.30 4.20 3.69
St [10° cm/g| 3.03 2.49 2.35 2.29
p [glcnt] 53176 5.6137 5.6670 5.7747

squared in the stai@), (p2)=0.7794( x)?, and the average
position (z)=1.5587k (which is the thickness of the
2DEG). We now turn to the spin-orbit interactions, third to
fifth terms in Eq.(1). A k-p band-structure calculation for
zincblende materialsleads to the bulk conduction-band
spin-orbit interaction

Heuk=vc!(21%) 0P, (8)

where P,=P,(P;—P2)+H.c., P, andP, can be obtained
by cyclic permutations. Note that E() is Hermitian and
gauge invariant. The value of; is determined by the band-
structure parameters of the IlI-V semiconduct¢fable ).
By averaging Eq(8) over the quantum well ground state
[Eqg. (6)] we get two spin-orbit terms, linear and cubic in
momenta(here the quantum well growth direction is as-
sumed to bd001]),*’

Hpr=0.7794y k/1(— o Px+ ayPy), 9

Hp2= o !h3(0xPxP;— P P7)+H.cC. (10

The structural inversion asymmetry (z) leads to the
Rashba interactiéh

Hg=agreEh(oPy—0o,Py), (11

which for the triangular well considered here is directly pro-
portional toE (ag depends on band-structure parametéts

is useful to condensé(g and Hp; in a single Hamiltonian
written as a function of the Fock-Darwin operators,

Hpy+Hg=Vo, +Vio_, (12)

V=—a_a' +a,a, +ip_a_—ip.a’, (13

with 0. = (ox*i0y)/2 and spin-orbit energy scales defined
as

a.=areEf., (14)

B==0.78y.k%¢. (15
1 N eB¢

N ETTS (16)

ThereforeH and’Hp, couples Fock-Darwin levels differing
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mixture in the ground state is given by the raties /% w,
B+1hwgy, which at B~0 are directly proportional to the
dot radiusly=VA/m* w,. Therefore larger dots will be
more sensitive to spin-orbit coupling, at least within
perturbation theory(see below. Moreover, the question
whether Rashba or Dresselhaus dominates depends only on
material parameters and electric field, sinee./B.
= ar/ly:(h?Im*)?3(eE)Y3. If the electric field ranges from
10*—~1¢ V/cm this ratio equals 0.1-0.7 for GaAs, 0.2—1.0
for GaSb, 1.5-6.8 for InAs, and 5.6—26 for InSb. Therefore
for IlI-V semiconductor quantum dots it is important to con-
sider the interplay between Rashba and Dresselhaus spin-
orbit interactions. High-electric-field GaSbh heterojunctions
might realize the conditiom.. = B~ , leading to an interest-
ing simplification of Eq(12), which becomes proportional to
(oy+ay)."® However this symmetry is broken by E¢R),
which contains a magnetic field pointing in th@01] direc-
tion. Hence it will have no consequences hifee highly
symmetric case oB| [110] and a.= 3. leads to QDg
factor exactly equal to the bulk valgg, with no spin-lattice
relaxation, as long as the cubic spin-orbit interaction (EG)
is neglectedl

We now turn to the cubic spin-orbit terfieq. (10)],

Hpp=—io,| M al?a,+Na'%a_+ha_n_—\zal(n,+1)
A N A
+?Za,(2n++1)—?laﬂ(Zn,+1)+§2anat
—Ea a® —ngat3+n.a8 |+ H.c (17)
3 a+a-— A+ hsay .C.,

with \y=3/4ycE. 2, N,=3lAycf &1, Ng=1dy£l, Ny
=1/4y.£% . Hp, is often neglected! a well-justified ap-
proximation for heterojunctions with a small Fermi wave
vector (Hp, was considered recently in a different
contex}.'® However, we will show thatHp, leads to two
interesting effects for small few electron quantum dots. The
first term in Eq.(17) with its Hermitian conjugate couples
the stateln,n_o) with |[n, +o,n_—20,—0a), which are
degenerate at.~wq/\2 (the exact location of the anti-
crossing depends on Zeeman splitjinthe magnitude of the
anticrossing is given by

23/4 Ye

V3 15
For a GaAs dot with ;=10 nm, AE~0.1 meV, while for
GaSh, InAs, and InSb it can reach 1 meV. Note, however,
that this anticrossing appears only for +n_>1. It may
have interesting consequences for spin dependent transport
through a few electron QD. The third to sixth terms in Eq.
(17) are linear ina. , a“; leading to an enhancement of the
spin-orbit effec{ Eq. (13)]. This affects ourg factor andT;
calculations by as much as a factor of 2, whgs 10 nm.

Our QD ground-stateg factor is defined byg=(E,
—E,)/(ngB), E; andE, being the ground and first excited
states including spin. Considering E@G2) as a second-order
perturbation to Eq(2) with B field in the[ 001] direction we

AE yno(n_+1)(n_+2). (18)

by one quantum number. The amount of spin up/down adget
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FIG. 1. Quantum dog factor divided by the bullg factor as a
function of the dot radiusy= VA/m* oy for a GaAs heterojunction.
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FIG. 2. Quantum dog factor as a function of the magnetic field
B for a GaAs heterojunction. The electric fields are the same as in

Each curve corresponds to a different electric field: From top torig. 1. Dot radius id,=20 nm. At largeB a similar level crossing

bottom, E=10%, 1,2,...,1k10°. The magnetic field applied in
the growth[100] direction is assumed to be 1 T. At larggethe two

lowest-energy states have same spin, hence the level crossing. The
results for GaSh are similar, except that the level crossing occurs fo

smallerly.

mem

*
o [0.6y2k*(1— 6)

g~go+2

mem* 3

ﬁﬁ

1
—age’EX(1+ )15~ 5

X{0.6y2k*(1— 8+ 5%+ &%) — a2ePE?(1+ 6+ 8%~ &%)}
(19

Here,5=gom*/m,, this expression being valid up to second
order in w./wqy and the spin-orbit admixtures. Clearly one
sees thag factor displays a rich behavior as a function of
QD radius and electric field. In particulag—gq will be
positive and proportional tE*?2 if the Dresselhaus spin-orbit
interaction is dominatingGaAs and GaShbut negative and
proportional toE? when Rashba dominatémAs, InShH. In
addition these effects increase with increasing dot raljus
and there is &2 dependence at higher magnetic fields.

We study theg-factor behavior at high electric and mag-
netic fields, and large dot radius by resorting to exact diago
nalization of the full HamiltoniaEq. (1)] (similar calcula-
tions for Landau levels in a quantum well are availaBfe
Our basis consists of nine Fock-Darwin shelis, ¢n_
<8), which together with spin leads to a:290 matrix for

X 0205+ O(welwo).

as in Fig. 1 takes place.

olled by a gate voltagéhat either changes the longitudinal
electric fieldE or the lateral confinement) as long as E
~10° V/cm. An important feature of Figs. 1—4 is that a level
crossing takes place for large enodgtandB. In this regime
the two lowest energy states of the QD are approximate Lan-
dau levels with the same spin, leading to extremely fast pho-
non emission rategsee below Hence a QD quantum com-
puter should operate away from this level crossing, which is
actually a smooth anticrossing for InAsee Figs. 3 and)4
Note that Figs. 1-4 plot the ratio of QD to butk factor
(9/9p), therefore the corresponding deviation in QD Zeeman
energy from the bulk value will be rather appreciable for
GaSh, InAs, and InSb since these materials hgye — 10
(Table ).

We now turn to calculations of the transition rate between
the two lowest-energy states due to spontaneous phonon
emission. The electron-piezophonon interaction

9/9,

the Hamiltonian. Figs. 1 and 2 show results for GaAs, Figs.
3 and 4 for InAs. GaSb shows very similar behavior to
GaAs, while InSb is similar to InAs. The differences between
the two sets of materials is attributed to Dresselhaus spin-

orbit interaction dominating in Figs. 1 and 2, but Rashba FIG. 3. Ratio between dag factor and bulkg factor as a func-

dominating in Figs. 3 and &he Rashba interaction appears i,y of the dot radiud, for an InAs heterojunction. Each curve
to be dominant in SiGe heterostructures, therefpfactor corresponds to an electric field, from bottom to tdp=10"

behavior should be similar to the InAs case considered herg,, 10k 10°. The magnetic field applied in the growf00]
except thatag is three orders of magnitude smaller ag¢l  direction is assumed to be 1 T. Note the qualitative difference with
~2; hence the effects considered here should be quite smalspect to Fig. 1. Here Rashba interaction dominategtfator,

for Si heterojunctions: we estimag—go~—10 3 for E  while in Fig. 1 Dresselhaus dominates. The results for InSb are
~10° V/cm).?* Our result suggestg factor can be con- similar.

OO - =4 4 4 a4 4a a4 a4
L0 0o 2dwhooN

15 20 25 30
Quantum dot radius |, [nm]
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o 1 2 3 4
Longitudinal magnetic field [Tesla]

FIG. 4. g/go as a function of magnetic field for an InAs hetero-
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GaSb

Spin-flip rate 1/T, [s ']

0.01 0.1 1 10
Longitudinal magnetic field [Tesla]

FIG. 5. Spin-lattice relaxation rate for the spin-doublet ground

junction quantum dot withy=20 nm. Electric fields are the same state of a 20-nm one-electron quantum dot as a function of the

as in Fig. 3. The results for InSb are similar.

@ 5 /Lei(q‘f*‘“qat)eAq bl +H.c., (20
e-ph 2pVwq, araa ,

external magnetic field. Notice for all materialsT1#B® at low-B
fields. At highB the Zeeman phonon wavelength becomes smaller
than the dot radius and the rate is strongly suppressed. This effect is
evident atB~1 T for the narrow gap materials, which have quite
large bulkg factors. Here we assumds=10* V/cm. The curves

couples these states in the presence of spin-orbit admixturterminate at the level crossing, when the rate is extremely enhanced

Herebga creates an acoustic phonon with wave vectand

polarizatione, (a=L,T;,T,), p is the material density, and
V the volume of the sampléd,, is the amplitude of the
electric field created by the phonon strain, which is given by

Gi0keBijkEhy . With =0/d, eBij=ehy, (see Table ) for i
#k, i#], andj#Kk. The polarization directions are

e, = (sin 6 cose,siné sin ¢,cosb), (22)
er, = (COSH Cos, cosd sing, —sin 6), (22)
er,=(—sing,cose,0). (23)

The transition rate is given by Fermi’s golden rule,

1 \%
I 3 a 2 _
o S | a2 oo, v E,
(24)
which under the same perturbative approximation aq E3).
leads to
1 4 [1 31)\4m**(ehy? 2 4 22
T_lwﬁ §+ZS—5>T(061’)/CK + are’E?)
T L
B 5
x(g(’% 18(npnt D1+ Owe/wo)?]. (25

because the transition states have the same spin.

the resonant phonon wavelength=hs/E, becomes much
smaller than the dot radius making the dipolar approximation
on the electron-phonon interaction inapproprifie. (25)
assumes the exponent in EQO) can be approximated by
~1+iq-r]. Furthermore, one immediately sees thak,lis
extremely sensitive to the energy differeneEg—E,, as-
sumed equal to the bulk Zeeman energy in %). Here we
show calculations of Eq24) using energy levels and eigen-
states obtained by exact diagonalization in a 90 dimensional
Fock-Darwin basis. In addition, we go beyond the dipolar
approximation by using the identity

eiq~r:e—\n\zei 7* aiei LCEN naiei 7* a (26)

where (6, $) =q¢ sin6é¢/2 depends on the polar angles of
the phonon wave vectay [because of this dependency, we
have to perform the angular integrals in E@4) numeri-
cally]. Each of the exponents in E@26) is expanded in
powers of#, but we note that within our subspane <8,
therefore only up to the ninth power needs to be retained. We
checked the convergence of our calculations by reducing the
Fock-Darwin subspace and noting that no appreciable
change takes place for, +n_=4. Our results agree with
perturbation theornfEq. (25)] at low B and E. Figure 5
shows the spin-flip rate as a function of the magnetic field. It
is evident that materials such as InAs and InSb deviate from

Here sy ands, are the transverse and longitudinal acousticperturbation theory by more than three orders of magnitude
phonon velocities, respectively. The spin-flip rate is ex-whenB is as low as 1 T. This happens because taking into
tremely sensitive to QD radius and external magnetic fieldaccount the full electron-phonon Hamiltonian leads to an ex-
At temperatures lower than Zeeman splitting, the emittecponential decrease in the rate whgfi>1, since Eq.(20)
phonon occupation number,, is much smaller than 1, and oscillates appreciably in this regime. Note, however, that
Eq. (25) is independent of temperature. At higher tempera-1/T,=B® at low enoughB for all materials. Figure 6 shows
tures Raman processes will domin&te. the dependency of the spin-flip rate with lateral confinement
It is interesting to study deviations from the perturbativeradiusl, in a GaAs QD. As the electric field increases, the

approximation Eq(25). In particular, at high magnetic fields dependency with, displays a striking behavior, which hap-
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confined by heterojunctions wite=10° V/cm).2* Our most
important qualitative result, establishing the viability of con-
trolling the spin dynamics of 1lI-V semiconductor quantum
dots (both g factor andT, engineering by using external
gates to suitably manipulate the spin-orbit coupling through
Dresselhaus and Rashba effects, should be completely inde-
pendent of these approximations. In fact, we expect that the
use of more sophisticated confinement models may actually
make the gate control effects we predict somewhat stronger
by pushing the required electric fiel@snd consequently 2D
. carrier densitiesto somewhat lower values than our pre-
100 dicted 13 V/cm range. The main limitation of our predicted
CHantmn ot Fadius 1;, (i) spin-orbit coupling induced gate control effect is, in fact, the
rather large electric fields~10° V/cm) and the associated

FIG. 6. Spin-flip rate IV, due to spin-orbit admixture as a func- 2p carrier densities 1012 cm_z) that are required to pro-
tion of dot radius in GaAs. For small radius,T1#18. For E=7 duce significant gate control effects.

X 10° V/cm there is a striking change in behavior. This happens due In conclusion, we show that quantum dot longitudigal

to the sign change ig factor seen in Fig. 1. factor and spin-flip timeT, can be controlled electrically
pens due to the sign change @factor shown in Fig. 1. A €ven in the absence of wave-function overlap with a different
small Zeeman energy implies negligible phonon density ofmnaterial. These parameters show a striking dependence with
states, and hence the rate is zero lipr50 nm andE=7 dot radius and magnetic field when the 2DEG confinement is
% 10° V/cm in Fig. 6. We expect T/, will behave similarly ~ strong(electric fieldE~10° V/cm). For example, the fac-
as in Fig. 6 whem changes sign due to barrier penetration intor changes sign and; is extremely sensitive to the dot
AlGaAs P this property being extremely useful in the initial- radius. Theg factors for one-electron dots can be measured
ization and decoherence suppression of a QD quantum conxsing transport spectroscofiWe show thafl; is drastically
puter. increased in narrow gap materi@laAs, InSh due to devia-
We now discuss possible corrections to the simple modefions from the dipolar approximation in the electron-phonon
discussed here. At Strong confinement in the 100 direCtiOlihteraction, Suggesting these materials are promising for
one expectd’-X valley mixing to become important. For the faprication of a quantum dot spin quantum computer.

GaAs,Erx=0.48 eV, which is comparable ®o, [Eq. (6)] T, is found higher than 10" s under quite different circum-
only when the electric field is the highest considered heregiances (see Figs. 5 and )6showing that small IlI-V

E> 106 V/cm. This also holds true for InAs and InSb, but in one-electron quantum dOtSIoK 50 nm) will have their

GaSb I'-X coupling will be important for E>5 low-tem . :
. -temperature phase-coherence timg, dominated
X 10° Vicm. Therefore even though a fud-p calculation by nuclear induced spectral diffusiéh. This result

would yield some corr_ect_|orf§,_we do not expect It to establishes the versatility of IlI-V quantum dots as units
change our results qualitatively in the range considered herg. . . . - .
or single spin manipulation. A related finding of interest

The same holds true for the inadequacy of the Rashba . .
Hamiltonian, which starts deviating from E¢L1) when E n-our work S the QUaI |mportancg of bOth. Drgsselhaus
~10f V/cm.8 (i.e., the bulk |nver5|on.asymmetry inherent in .Z|ncblende
Before concluding, we discuss the approximations and th§tructures of Ill-V- semiconductorsand Rashbadi.e., the
limitations of this work. The most essential approximation of/€@l space structural inversion asymmetry present in
our model, the use of thie- p perturbation theory within an het_erostructu_re due_ to external electric f|¢ldp|n_-orb|t_
effective-mass approximation scheme to describe the corfoupling terms in semiconductor nanostructures—in particu-
duction band, has been extensively used in the literdture lar, for GaAs and GaSb quantum dot structures investigated
and should be well valid for the problem we study. We havein this work, we typically find the bulk inversion asymmetry
made two additional nonessential approximations in oufi.€., Dresselhagseffect to be quantitatively more important
theory in order to simplify our numerical computations: Thethan the Rashba effect. The relative quantitative importance
triangular well approximation for the confinement of the of the Dresselhaus effect in Ill-V nanostructures should
wave function and the parabolic well Fock-Darwin confine-have considerable significance not only in tlefactor
ment approximation in the 2Ry plane. These approxima- engineering and the spin relaxation-time control of relevance
tions are reasonable enabling us to produce numerical results the spin quantum computer architect(ifeat we consider
for a range of system parameters in several different semin this work), but also in the fabrication of the Datta-Das
conductor structures, which would have been difficult, if notspintronic transistot, where spin-orbit coupling is used to
impossible, to carry out had we used more realigiod modulate a spin-polarized current in a field effect transistor
thereby numerically more demandjnguantum dot confine- configuration.
ment potentialgThe triangular well approximation was em-  The authors acknowledge discussions with A. Kaminski
ployed recently to derive new results regarding D’yakonov-and I. Zutic. This work was supported by ARDA, LPS, US-
Perel' relaxation anisotropy for conduction-electron spinsONR, and NSF.

Spin-flip rate 1/T, [s M
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