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Influence of the spatial and temporal structure of the deposited-energy distribution
in swift-ion-induced sputtering

M. Beuve*
Laboratoire d’Informatique Graphique Image et Modelisation, Universite´ Claude Bernard Lyon 1, F-69622 Villeurbanne Cedex, Franc

N. Stolterfoht
Hahn-Meitner-Institut, Glienickerstr. 100, D-14109 Berlin, Germany

M. Toulemonde
CIRIL, Laboratoire CEA-CNRS-ISMRa, BP 5133, F-14070 Caen Cedex 5, France

C. Trautmann
Gesellschaft fu¨r Schwerionenforschung, Planckstr. 1, D-64291 Darmstadt, Germany

Herbert M. Urbassek†

Fachbereich Physik, Universita¨t Kaiserslautern, Erwin-Schro¨dinger-Straße, D-67663 Kaiserslautern, Germany
~Received 13 December 2002; revised manuscript received 7 April 2003; published 29 September 2003!

The sputter processes occurring under swift-ion bombardment in the electronic-stopping regime are inves-
tigated by molecular-dynamics simulations performed for a Lennard-Jones solid~Ar!. Two aspects of the
dynamics of the excited electronic subsystem are included in the simulation and their influence on the sputter
yield is studied. First, we assume the energy transfer from the electronic to the atomic system not to be
instantaneous, but to last for a period of timet. For t*1 ps, we find the sputter yieldY to become strongly
nonlinear as a function of the stopping powerdE/dx. Second, we test the influence of a nonhomogeneous
spatial distribution of the electronic excitations. It is shown that such a spatial distribution also leads to a
strongly nonlinear dependence ofY on dE/dx.

DOI: 10.1103/PhysRevB.68.125423 PACS number~s!: 79.20.Rf, 79.20.Ap, 61.80.Lj
rg

u

ig

s

he

e
av
ng

e
e

d
di
re

uc

.e.,
ear
ic
any
e
ld
ple,
face
n or

s-
ties

the

ics
ro-

sid-
ing
il-

is
lar-
top-
ck
led

ty,
I. INTRODUCTION

When ions bombard a solid target, they may lose ene
by collisions with the atomic cores~nuclear stopping! and by
creating electronic excitations~electronic stopping!. The lat-
ter process dominates for ions of energy above a few h
dred keV per nucleon~so-calledswift ions!. When penetrat-
ing the solid, projectiles of such high energy create a stra
cylindrical zone of electronic excitations, the so-calledion
track. Various processes may lead to severe modification
the lattice along the ion trajectory.1 Besides track formation
in the bulk, swift ions may also induce sputtering from t
surface. The sputter process is quantitatively described
the sputter yieldY, i.e., the number of sputtered particles p
incoming ion. Sputter experiments for various systems h
shown2 that the yield scales with the electronic stoppi
powerdE/dx for certain ranges of velocities as

Y}~dE/dx!n. ~1!

Depending on the material under study, different valu
were found for the exponentn, e.g., at velocities above th
stopping-power maximum:n51 for Ar,2,3 n52 for H2O,4

andn54 for LiF.5

Several analytical models have been established to
scribe such a dependence. In some materials, an imme
mechanism of electronic sputtering can be assumed, whe
an individual electronic excitation~such as an exciton! deliv-
ers its energy close to the surface, and may ind
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sputtering.2,6 Such a process obeys a linear sputter law, i
n51. Other models have been put up to explain nonlin
sputtering withn.1. All of them assume that the electron
excitation energy is converted to the atomic system. In m
of these models athresholdexists, above which the simpl
power law@Eq. ~1!# holds; the exact value of the thresho
stopping power depends on the track radius. For exam
the so-called thermal spike models assume that the sur
acquires a high energy density which leads to evaporatio
sublimation. These models predictn52.7,8 In contrast, the
so-called pressure-pulse model9 assumes that the high pre
sure building up in the track under the high energy densi
delivered there leads to sputtering (n53). The related
shockwave model predictsn51.5.10–12We note that the ex-
act value ofn in these models depends on the details of
assumptions made.

In the last decade, the technique of molecular-dynam
simulation has been used to investigate in detail the p
cesses occurring after a swift ion has penetrated a solid.13–19

The molecular-dynamics approach can generally be con
ered as rather realistic since it is directly suited to simulat
nonequilibrium effects in solids. This is in contrast to ava
able continuum models, where the sputter mechanism
based only on surface evaporation. In these molecu
dynamics investigations, above a threshold value of the s
ping power, a linear sputter law was found for a fixed tra
radius, while for smaller stopping powers, in the so-cal
threshold regime, the exponentsn are much larger than 1.13

By varying the interatomic potential, the excitation densi
©2003 The American Physical Society23-1
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and other parameters, a large number of differ
simulations15,16,18 showed that the linear regime is rath
stable and the power exponent only slightly varies arou
n51. This finding was further confirmed by numerical sim
lations of the material response and the sputter process b
on a hydrodynamic description.16,20–22It also became obvi-
ous that a quadratic dependence can only be obtained i
mass transport in the spike is neglected, as it is done
thermal spike models.20 We furthermore note that a rece
molecular-dynamics simulation for a condensed O2 system
showed17 that the power exponentn changes if the size of the
track radius is not fixed but increases as a function
dE/dx.17

In the molecular-dynamics investigations, usually simp
fied assumptions on the space and time scales of the ele
excitation and the energy transfer to the atoms have b
employed: The energy is transferred instantaneously to
atoms and is dissipated homogeneously in a cylindrical tr
volume. To date, there appears to exist only one partic
version of the thermal spike model for track formation23–25

that includes details of the lateral energy deposition pro
and of the time structure of the electron-lattice coupling.5,26

Sputter yields obtained with this continuum model exhibi
large nonlinear exponent ofn54.5

In this paper, we try to find an explanation for the discre
ancy between the experimental sputter data exhibiting
many systemsn.1 and the state-of-the-art molecula
dynamics simulations which typically given51 – 1.5. The
possible influence of noninstantaneous coupling to the a
system is explored by calculating sputter yields for vario
rates of energy transfer from the electronic to the atom
subsystem. In addition, we test to what extent the nonho
geneous energy distribution and also the energy diffusio
the electronic system are of importance.

We perform our molecular-dynamics simulations for t
specific case of a Lennard-Jones system, since the evolu
of ion tracks has been studied in this system in great de
previously by molecular dynamics, and hence a deta
knowledge already exists.13–19 As in these references, w
choose the Lennard-Jones parameters to apply for conde
Ar. Note, however, that we do not wish to imply that o
results are meant to describe the electronic sputtering of
solid Ar, as here details of the excitation dynamics~excitons!
are relevant which are not modeled by us.2,3,27 Our simula-
tions should be regarded as a parameter study for a m
system designed to test the effects mentioned above.

Two separate aspects of the electron dynamics are tre
in this paper: Section III explores the effect of a noninsta
taneous energy transfer from the electronic to the ato
system, lasting a coupling timet. Section IV focusses on th
effects of the radial energy deposition profile as it is est
lished by the primaryd electrons, while here a small value o
t is adopted.

II. SYSTEM

In the present paper we use the Ar system for a case s
The atoms interact via the Lennard-Jones potential wit
well depth of 10.32 meV and a length parameter ofs
12542
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53.405 Å. The system initially has an fcc structure with
atomic density ofn050.025 Å23 with ~100! surface planes.
The sample size was chosen between 30330320 and 80
380350 atomic layers. The ion track is situated in th
middle part of the square~100! surface plane and runs pe
pendicular to the surface into the solid; the exact location
the track axis is chosen randomly for each simulation.

The molecular-dynamics code is standard. All surfaces
the model crystal are treated as free surfaces. Atoms are
sidered sputtered as soon as they become separated fro
target atoms by more than the potential cutoff radius, 2.s.
Due to the symmetry of the ion tracks studied, the spu
yield is taken as the average of forward and backward s
tering. The simulation time is set to between 20 and 70
The time and the sample size are chosen according to
projectile parameters in each case in such a way that~i! the
yield saturates with time;~ii ! the sample temperature at th
lateral simulation boundaries is below half the melting te
perature,Tm584 K,15 at the end of the simulation; and~iii !
no sputtering could occur from the lateral surfaces due
focusons. The sputter yields given below are averaged o
up to 1000 individual ion impacts, in order to get reasona
small error bars. The time step of the velocity-form Ver
algorithm is automatically adapted, and varies from betwe
0.1 and several 10 fs.

In the course of the simulation, an atom may obtain
energydE from the electronic system. SincedE is not nec-
essarily small with respect to the atomic kinetic energy,
proceed as follows. Ifvi denotes the initial velocity of atom
i, its velocity after the energy transfer isvf5vi1q, where
q5qV. The value ofq5uqu is obtained by using energ
conservation,Mv f

2/25Mv i
2/21dE, where M is the atom

mass. The directionV is a random vector uniformly distrib
uted over the accessible domain, which is simply a u
sphere fordE.0 @note that energy transfer processes fro
the atoms to the electrons (dE,0) are ignored in this work#.

III. NONINSTANTANEOUS ENERGY TRANSFER

In previous molecular-dynamics simulations of electron
sputtering by swift ions,13–19 it was assumed that electron
transfer their energy to the atomic systeminstantaneously,
such that only the time evolution of the atomic syste
needed to be simulated. In this section, we wish to relax
assumption, and rather assume that energy transfer from
electronic to the atomic system lasts a finite period of timet.
The gradual energy deposition is implemented as follo
The track is modeled as a cylinder of radiusr 052s, extend-
ing perpendicularly to the surface into the solid. The to
energy deposited into the electronic system by each sin
ion is Etot5L•(dE/dx), whereL denotes the depth of our sys
tem, anddE/dx the electronic stopping power. Every tim
interval Dt, each atom that is at timet,t inside the track
volume receives an energydE5(Dt/t)Etot /N according to
the coupling mechanism described in Sec. II. HereN is the
total number of atoms that are at timet inside the track
cylinder. We verified that our results do not depend on
length of the time stepDt, as long as it is small compared t
t.
3-2
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As is usual for Lennard-Jones systems,13 we introduce the
scaled energy loss

e5S dE

dxD Y U

n0
1/3, ~2!

whereU580 meV is the surface binding energy of Ar. Fig
ure 1 shows the dependence of the sputter yieldY on the
scaled energy losse. For a vanishing energy transfer timet,
we recover the results obtained previously for instantane
energy transfer to the track atoms.13,16 Above a critical en-
ergy lossec>20, sputtering is almost linear with an exp
nentn51.3. Here, the sputter yield isY(ec)>3, i.e., around
one monolayer is sputtered from the track region. Belowec ,
the yield quickly decays to zero. For fast transfer timest
50.1– 1 ps), the yield as a function of the energy loss d
not change significantly.

A different behavior appears for larger times,t510 ps.
The yield at or belowec is smaller by almost one order o
magnitude than the yield for instantaneous energy trans
Here, energy flow out of the track volume during the trans
time t ~by heat conduction and by the pressure pulse mov
radially out of the cylindrical track! makes less energy avai
able for sputtering and leads to the reduction in yield. Abo
e.ec520, the yield data still follow a power law, but th
exponent has increased ton52.5, clearly indicating a non
linear behavior. For very high energy densities,e.200, the
yield is enhanced by a factor of 2 compared tot50. Here
the large amount of energy available in the track close to
surface is used more efficiently for sputtering, since the
ergy is fueled continuously to the atoms fort510 ps and

FIG. 1. Sputter yield Y vs scaled energy losse5(dE/
dx)(n0

1/3/U) for various energy transfer timest. Error bars denote
one standard deviation; if not included, the error bar is smaller t
the symbol. The full lines fit the data to a power law, Eq.~1!, in the
limit of high energy lossese. The dashed lines are included to guid
the eye for thet50 and thet510 ps data.
12542
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less energy is lost by the radial pressure pulse. Note tha
smaller values oft this surplus of energy is not made use
for sputtering.

In a recent simulation28 of Coulomb explosion and its
effects on ion tracks it was shown that the sputter yield
pends on thequenchingtime tquench, i.e., on the time re-
quired for neutralization. It was demonstrated that the infl
ence of tquench on the sputter yield levels off only fo
tquench*tD , wheretD>0.5 ps is the Debye period of argon
In our simulation, we observe that the effect of hinder
energy transfer from the electronic to the atomic syst
leads to a nonlinearity in the yield if the energyreleasetime
t@tD , namely, fort520tD ~cf. Fig. 1!. Since the authors o
Ref. 28 also use a homogeneous energy distribution local
in a narrow track cylinder, the results of Ref. 28 and t
present simulations appear to be compatible with each ot

IV. INHOMOGENEOUS ELECTRONIC ENERGY
DEPOSITION AND TRANSPORT

A. Method

In this section we explore to what extent electronic ene
transport processes within the electron subsystem influe
the sputter yield. To this end, we describe the electron sys
via its electronic temperatureTe(r ,t) and its dynamics by the
heat conduction equation24–26

Ce

]Te

]t
5¹~Le¹Te!2g~Te2Ta!1A~r ,t !. ~3!

The energy deposited into the electronic system is rep
sented by the source termA(r ,t). Its space and time depen
dences are factorized by writingA(r ,t)5F(r )G(t)dE/dx.
Here,dE/dx is the stopping power of the projectile as o
tained from, e.g., theSRIM ~Refs. 29 and 30! code.F(r ) and
G(t) are normalized functions characterizing respective
the space and time dependences of the electronic excitat
G(t) is given by a normalized Gaussian that describes
duration of the electron cascade process. Its width and
its maximum are set here to 1 fs. Note that the factorizat
of the source termA(r ,t) is acceptable due to the small tim
duration relevant forG. The radial distributionF(r ) can in
principle be obtained from Monte Carlo calculations,31,32

where the electron cascade is followed down to the sube
tation level.31–33 For reasons of convenience, however, w
employ the analytical expression given by Waligors
et al.,33 which is itself based on Monte Carlo results. It tak
into account that the energy profile of the ejected electr
depends on the velocityvp of the projectile ion. At highvp ,
the electrons receive large velocities, up to 2vp . These fastd
electrons with ranger max thus determine the maximum ex
tent of the radial distributionF(r ). For r ,r max, F(r ) de-
pends roughly like 1/r 2 on the distancer to the track axis;
this dependence is only softened very close to the track a
As a general consequence, at highvp , the deposited energy
is reduced by smearing out to larger track radii.

In Eq. ~3!, Ce is the specific heat of the electron syste
For the case of insulators studied here, it critically depe
on the number of electrons transferred to the conduc

n

3-3
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band. For our case study, we assume thatCe is independent
of time and space and has a value ofCe51 J/K cm3. For a
nondegenerate free electron gas, this corresponds
electrons/atoms transferred to the conduction band.

Le denotes the electronic heat conductivity. Similar
Ce , we use a space and time independent value,Le
52 W/K cm. This corresponds to a heat diffusivityDe
5Le /Ce5200 nm2/ps.

The electron-phonon coupling constantg is also taken as
space- and time-independent with a valueg52
31014 W/cm3 K. Due to the electronic band gap in insul
tors, we exclude energy transfer processes from the ato
subsystem back to the electronic subsystem, i.e.,g50 for
Te,Ta .

The particular values adopted forCe andDe are identical
to the input parameters used by Toulemondeet al. when per-
forming thermal spike model calculations for insulators26

Since in this section we want to treat the special effects
sociated with an inhomogeneous initial distribution of t
deposited energy, we select an unrealistically large value
the coupling constantg ~about one order of magnitude larg
than in Ref. 26!. Such a large value ofg corresponds to an
extremely short coupling time oft5Ce /g55 fs. During this
time, the heat in the electron system diffuses over a leng

l5A4Det52 nm. ~4!

This value is small compared to the size of our simulat
crystallite; we may thus neglect energy loss processes a
sample borders.

Our hybrid solution scheme for the dynamics of t
coupled electronic and atomic sub-systems works as follo
After each molecular-dynamics time step, we calculate
atomic temperatureTa(r ,t) as a function of the radial dis
tance r from the track axis from the molecular-dynami
data. These temperatures are input into Eq.~3!, which is then
solved using a finite-difference scheme with an appropr
electronic time step~at the beginning of the simulation th
electronic time step is as small as 10217 s). From the solu-
tion of this equation we obtain the electron temperatureTe
and the energy transfer densityDE(r )5gDt(Te2Ta). The
energyDE(r )/n0 is given to each atom at distancer. For the
numerical solution of Eq.~3! and the calculation ofTa , we
divide space into discrete cylindrical shells of widthDr
55 Å. Then the simulation proceeds with the ne
molecular-dynamics time step.

B. Results

Figure 2 displays the time evolution of the electron a
atom temperatures for a 2.4-MeV He impact on Ar. The p
files shown correspond to the track axis (r 50 nm) and to the
two radial distancesr 50.5 and 1.5 nm. The electronic tem
peratures reach their maxima very early, at times betwee
fs in the track center up to at most 5 fs for the larger radii.
the center of the track, the large temperature increas
mainly due to the source termA(r ,t), which peaks at 1 fs. At
larger distances, the peak is smeared out and moves to l
times. Here, energy transfer by electronic heat conduc
from the core to larger radii starts to play a role. Due to
12542
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large value ofDe , electronic heat conduction occurs esse
tially instantaneously on the atomic time scale. As time p
ceeds, the electronic temperature decays very quickly
becomes negligible beyond 0.1 ps due to rapid electron h
conduction and, in addition, due to the fast electron-phon
coupling time oft55 fs implemented in this model system
As a consequence of this strong coupling, the atom syste
quickly energized and reaches its maximum tempera
within the first 3–7 fs. For a while~30–50 fs!, the atomic
temperature remains at a plateau and then decreases,
part of the kinetic energy is transformed into potential e
ergy. At a later time, the atomic temperature reaches a sec
maximum, which is due to the pressure pulse generate
the hot core of the track. An estimate of the pulse veloc
amounts to approximately 20 Å/ps, this value is close to t
obtained in Ref. 13. After about 0.1–1 ps equipartition a
equilibrium will be reached.14

Figure 3 displays the simulated yield data for H and
impacts ~see Table I! and compares them with the yield
calculated for an energized cylindrical track of radiusr 0
52s ~cf. Fig. 1!, which we use as a reference. Drastic d
ferences are observed, which we discuss as follows:

~1! The yields for H and He projectiles show a very ste
dependence on the deposited energy. A fit to Eq.~1! gives
power exponents ofn511 and 7 for H and He, respectively
This means, in particular, that for smalle the yields are by
several orders of magnitude smaller than the yield data w
out inclusion of electron dynamics.

~2! Two reasons contribute to this steepY(e) dependence
and the correspondingly small yields.

~a! The low sputter yield and its steep dependence oe
demonstrate that we are in thethreshold regime13,34 which
governs at energy losses below a critical value,e,ec , when
the energy per atom,E0 , is only slightly above the sublima
tion energyU to be overcome for sputtering, 1&E0 /U&2.

FIG. 2. Electron temperatureTe and atom temperatureTa vs
time t at various radial distancesr from the track cylinder axis. Data
for 0.6-MeV/nucleon He bombardment of Ar, i.e., at the stoppi
power maximum.
3-4



im
ac
de
e

es
re

e
o

th
m

ck
s

He

H
ro

la
se

led
re
,

xis
lly

on-
by
,
rger
rgy

H
en
he

nt
ect

able
ge

be
the

not
ith

stic

the
ld

lled
ack
for
en-
s
top-
in

pa-
stri-
n
. As

a
s,

in

INFLUENCE OF THE SPATIAL AND TEMPORAL . . . PHYSICAL REVIEW B 68, 125423 ~2003!
~b! The nonhomogeneous energy deposition profile
plies that the electronic excitation is large close to the tr
axis and small far away. As a consequence, the energy
sity deposited far from the track axis will be below th
threshold value and is hence lost for the sputter proc
Also, the energy density close to the track axis will be
duced in comparison to the model case of homogeneous
ergy deposition. For the case of He impact at maximum st
ping power ~0.6 MeV/nucleon!, the situation close to the
track axis is displayed in Fig. 2. Temperatures above
sublimation threshold are reached within a radius of 1.5 n
i.e., r 054s; this is twice as large as for the reference tra
The larger radius and the corresponding lower energy den
explain the comparatively small sputter yields of H and
even at the stopping power maximum.

~3! Caution has to be used when comparing the H and
data. The energy deposition profile induced by the elect
cascades, i.e., the termF(r ) in the energy source termA of
Eq. ~3!, differs for each ion species and energy. In particu
the radial energy density for H and He impact decrea

FIG. 3. Sputter yieldY vs scaled energy losse. Data for H and
He bombardment correspond to the energies given in Table I. D
marked ‘‘reference track:’’ simulation without electron dynamic
instantaneous energy transfer to the atoms~cf. Fig. 1, data fort
50), included as a reference. Data for H and He: simulation
cluding electron dynamics. Lines: power-law fits@Eq. ~1!#.
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when the velocity of the projectile increases. This so-cal
velocity effect23 becomes especially evident if we compa
the sputter yields of H and He for the same energy losse
>310. Here, the velocity of He~6.5 MeV/nucleon! is much
higher than that of H~0.11 MeV/nucleon!. For He, the en-
ergy is therefore deposited farther away from the track a
without contributing to sputtering, resulting in a drastica
reduced sputter yield of He~0.04! compared to H~15!.

For the impact energies studied here we may thus c
clude that the steepY(e) dependence can be understood
the joint action of two effects: If the ion velocity increasese
decreases; in addition, this energy is deposited in a la
volume. This combination leads to a huge drop in the ene
density and could be responsible for the steepY(e) depen-
dence. We note that for the particular case of He and
impact on Ar the existence of the velocity effect has be
known for a long time and is well documented, e.g., in t
compilation~Fig. 26! of Ref. 2.

V. SUMMARY

In this paper, we investigate the influence of two differe
features of electron coupling and dynamics. First the eff
of a finite electron-atom coupling timet is studied~Sec. III!.
Its influence becomes significant as soon ast becomes large
compared to the Debye period of the material.28 At small
stopping powers, the yield is reduced because the avail
energy is distributed over too long a period of time. At lar
stopping powers, on the other hand, the sputter yield may
even increased, since also the energy contributed late to
atomic system may induce further sputtering. Hence, for
too small energy losses a nonlinear increase of the yield w
an exponent ofn52.5, Eq.~1!, results.

Second, we model the energy deposition by a reali
non-homogeneous profile~Sec. IV!. In this case, a strong
decrease of the sputter yield with a high sensitivity on
stopping power—i.e., a high degree of nonlinearity—cou
be observed. This feature is in part due to the so-ca
threshold effect, since energy densities—even at the tr
axis—are not much above the critical value required
sputtering. Furthermore, the velocity dependence of the
ergy deposition profile is relevant since the energy lose
decreases, when the ion velocity increases above the s
ping power maximum; in addition, this energy is deposited
a larger volume.

In summary, we have shown that the inclusion of the s
tial and temporal dependence of the deposited energy di
bution in the modeling of swift-ion-induced track formatio
and the ensuing sputtering strongly influences the results

ta

-

TABLE I. EnergyE, stopping powerdE/dx, and reduced energy losse for H and He projectiles inves-
tigated by molecular-dynamics simulation.

Ion H H H Ha He He He Hea

E ~MeV/nucleon! 0.5 0.3 0.2 0.11 6.5 3.25 1.8 0.6
dE/dx ~eV/Å! 3.78 5.23 6.5 7.47 7.42 11.2 15.5 21.7

e 158.5 219 272.5 313 311 470 650 910

aAt stopping power maximum.
3-5
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a novel aspect, we included these dependencies in term
the secondary electrons. In particular, the dependence o
sputter yield on the stopping power may become highly n
linear due to this effect. While the effect of the spatial d
pendence of the deposited-energy distribution has been
cluded previously via the ion track radius, the inclusion
secondary electrons and their dynamics may prove impor
for a realistic description of available sputter yield data.

In previous theoretical studies of swift-ion-induced sp
tering, the time structure of the energy-deposition proc
has usually not been taken into account, while the ra

*Also at Hahn-Meitner-Institut, Glienickerstr. 100, D-14109 Berl
Germany; and at Gesellschaft fu¨r Schwerionenforschung, Planck
str. 1, D-64291 Darmstadt, Germany

†Electronic address: urbassek@rhrk.uni-kl.de; URL: http
www.physik.uni-k1.de/urbassek/
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