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Tuning the interaction forces in tapping mode atomic force microscopy
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The driving frequency is a key parameter to determine the tip-sample interaction forces in tapping mode
atomic force microscopyAFM). By adjusting the driving frequency slightly above the resonance frequency
stable imaging with net attractive forces can be achieved almost independently from the quality factor of the
cantilever. A reduction of the driving frequency below the resonance leads to a repulsive imaging regime with
minimized repulsive forces. Numerical simulations as well as experiments show the influence on the interac-
tion forces between tip and sample. Appropriate adjustment of the excitation frequency in dynamic AFM
allows one to adjust the interaction forces over the entire range from net attractive to net repulsive.
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I. INTRODUCTION The parametem is the effective mas the spring constant,
¢ the viscous damping — e.g., in the surrounding air — and
Dynamic atomic force microscopfAFM) is a standard x the tip deflection. The external force consisting of the driv-
tool for the investigation of surface properties with nano-ing force F4(t) and the tip-sample forcE(x) is given by
meter resolution. In tapping modd@M) AFM, highly re-  F(x,t)=F4(t)+F«(x). The equation of motion is normal-
solved imaging of proteins is possibiel Depending on the ized by division withm and introducing the dimensionless
oscillatory state of the system the forces between tip angme r=two. With the resonance frequenay?=k/m and

sample may vary substantially. In the so-called “low- 4,4 quality factorQ defined byc/m=w,/Q one obtains
amplitude” or “dominant attractive state” high-resolution

imaging of delicate samples is possible, whereas doing so in 1 F(X,7)
the “high-amplitude” or “dominant repulsive state” can lead X4+ —X+X= A (1)
to the destruction of the samplé.Thus, controlling the tip Q k

sample forces is a major prerequisite for high-resolution Ty, o the overdot denotetidr. The driving force is given
AFM imaging in biological applications.

0o _ ; :
In TM-AFM the oscillation of the cantilever is restricted PY. Fal7)=FaSin(87), where f=w/w, is the normalized

by the sample surface, which can be considered as a repof-riVing fr_eql_Jeng:y. I_:or systems without or with negligible
sive barrier defined by the elastic properties of the sample. ]?nergy dlsbsmatllon Ilr; tge t!p-sanrjple_ CO*?‘.S’E t?e t|p-\s}a7mple
This interaction between tip and sample gives rise to non—%rlfﬁ_can del.ca culated using a Deraguiniié 1oporo

linear dynamics. From numerical simulations the existencé ) model:

of different oscillatory statés'®was deduced. By introduc-

ing an additional feedback circuit to increase the effective ~__HR TV
quality factor of the vibrating cantileverQ control) the 6(x+xs)2' X Xs=8o,
AFM can be stabilized in the low-amplitude regirte? F(X)=

Basically, the micromechanical AFM cantilever is a 4 JR 3
multiple-degrees-of-freedonMDOF) system allowing for _Q+§E R(8g=X=Xg)™,  X+Xs<ay,
higher eigenmode excitatidfi}* These higher-order signals 0 @)
provide direct access to the time-resolved measurement of
tip-sample interaction forceS.By comparing a numerical whereH is the Hamaker constarR the tip radius, ands the
MDOF simulation with a single-degree-of-freedd®DOP  distance of the sample from the tip’s restposition. The param-
analysis it was shown that already the SDOF approximatiorter a, is an interatomic distance introduc¢&do avoid nu-
well reproduces important aspects of the dynamic behaviomerical divergence ofs. The effective tip-sample stiffness
of the MDOF system, like the existence of a high- and ajs given by E*=[(1—v?)/Eq+(1—v2)/EJ ™Y, where E,
low-amplitude s'taté‘.3 . and Eg are the respective elastic moduli amdand v the

In the following we focus on the role of the driving fre- pojsson ratios of tip and sample. Typical parameters for a
quency as a key parameter to set the imaging state in TMsjlicon cantilever were chosetk=7.5 Nmt R=20 nm.
AFM in ambient conditions. The behavior of tapping modeg — 129 Gpa, and/,=0.28. The quality factor was set to
AFM is investigated at different driving frequencies with nu- Q=100, resulting in a resonant frequency of the forced sys-

merical simulations. Experiments illustrate how the selectionam of we=w 1-1/(2Q)2=0.999 9%,. A fused silica
of the driving frequency influences the imaging regime. Sio, samDpIe Svith E.=70 GPa. v.=0 1(7) a,=0.166 nm
S y S . y . y

and H=6.4x10"2°J was assumed. The amplitude and
sample positionx were normalized to the free amplitude

In the harmonic oscillator approximation, the equation ofA;=20 nm at resonance frequency. The simulations were
motion is given bym(d?/dt?)x+c(d/dt)x+kx=F(x,t).  performed inMATLAB .2°

Il. MODELING
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FIG. 1. (Color onling Amplitude response of the vibrating tip in normalized frequency(B)

response to a sweep cycl@€0.9—-p=1.1-£=0.9) simulated ) . .
for different sample positions. Only physically accessible states are F1CG- 2. Average interaction forces in a frequency sweep cycle at
shown. The inset sketches the response of the system to a swel) Xs=1.05, (b) Xs=0.95, and(@) xs=0.75. Note the small axis
cycle as indicated by the numbered arrows. The three arrows on tofa/ing in(@ as compared t¢b) and (c).
indicate where the approach retract cycles in Fig. 3 cut the reso-
nance curvesample positions=1.05, 1.0, 0.95, 0.9, 0.85, 0.8, in the average tip sample for¢é) due to attractive interac-
0.75,0.7,06,0.5,0.4, 03, 0.2 tion. This low-amplitude state becomes unstable and the sys-
tem transits(7) to the high-amplitude solution. With de-
Figure 1 shows the amplitude response of the vibrating tigreased driving frequency the system follows the plateau to
at different sample positions,. The basic phenometfa®® negative average interaction forc& until the system re-
are illustrated in the inset: Increasing the drive frequency theurns again to an undisturbed oscillati@). Approaching the
system response first is similar to that of an undisturbed hasample further this effect becomes more pronour(ced
monic oscillator(1). Then, increasing the frequency further  These plots show that the driving frequency is a key pa-
also the amplitude response increases and the system is irameter for the operator to tune the tip-sample interaction
fluenced by the surface potential. It transits to the plateau anfbrces. Experimentally, the driving frequency is usually set to
follows it (2) until the system becomes unstable and transitshe resonance frequengy=1.000. However, from Fig. 2 it
back (3) to the behavior of an undisturbed oscillat@h). s clear that there are other choices of a working frequency
When the drive frequency is swept from high frequencies taffering better imaging conditions. In order to image at small
low frequencies the system first follows the behavior of anrepulsive interaction forces the driving frequency should be
undisturbed oscillatot5) until the surface forces influence reduced. For example at=0.75 a reduction of the driving
the dynamic behavior. Attractive interaction forces induce &requency fromB=1.000 to3=0.995 reduces the average
shift of the system resonance towards lower frequenciesnteraction force by an order of magnitude frofy,g
leading to a neck in the resonance cut@g Again, there is  =0.55 nN tof ,,,=0.04 nN without changing the oscillatory
a transition to the platea(r) followed by a transition(8)  state of the systerthigh-amplitude stade[Fig. 2(c)]. A fur-
returning to the response of an undisturbed oscill&®r  ther reduction of the driving frequency even leads to net
From the numerical results shown in Fig. 1 it is evident thatattractive forces achieved with the high-amplitude state. Al-
the plateau and depth of the neck depend on the samptough the forces between tip and sample are small, the tip is
positionXs. in repulsive contact with the specimen. Repulsive imaging
The evolution of the average tip sample interaction forcesven at low forces is not favorable if chemical reactions or
favngg”Fts(r)dr during a frequency sweep cycle is shown material transfer between tip and sample can occur, e.g., by
in Fig. 2 for different sample positiongs. In (a) at X  physisorption or chemisorption of molecules from the speci-
=1.05 the tip remains in the attractive part of the interactionmen onto the tip.
potential. Only weak attractive forces occur and no hyster- If large forces are required, e.g., for surface modification
esis is observed. Approaching the samplexie-0.95 the by AFM lithography, the driving frequency can be adjusted
behavior changes as the tip enters the surface potential. Froatcordingly. Large forces are achieved by first approaching
(b) it is evident that with the transition from the response ofthe high-amplitude state and subsequently increasing the
an undisturbed harmonic oscillatcl) to the plateay?) also  driving frequency. For imaging, a third option to adjust the
the interaction force changes. The interaction force almosinteraction forces is most favorable. Settigg=1.005 and
linearly increases with increasing driving frequency until theapproaching carefully, the system can be kept in the low-
state becomes unstab(8) and the system transits to the amplitude state, leading to net attractive interaction forces.
undisturbed oscillato(4) far away from the surface. Tuning This is important if fragile samples like biomolecules are
the driving frequency downward$) reveals first a decrease imaged by dynamic AFM.
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FIG. 5. (Color onling (a) Experimental amplitude and) phase
h | -0 o) B=1. in approach retract cycles &t) 8=0.995, (2) B=1.000, and(3)
approach retract cycles &) £=0.995,(2) =1.000, and3) A B=1.006. The curves well reproduce the behavior predicted in Fig.

=1.005. Curve(2) shows the typical hysteretic behavior with a 3 Th ints for th - fthe i in Fi
transition from the low-amplitude state to the high-amplitude state:™ e set points for the acquisition of the images in Figa)-66(c)

In contrast, with detuned driving frequencies the system onIyare indicated by the arrows.

reaches the high-amplitude state or low-amplitude state, respec- . . . .
tively. g P P P the low-amplitude state without a transition to the high-

amplitude state. Notably, this is achieved by selecting the
gppropriate driving frequency without manipulation of the

FIG. 3. (Color onling (a) Simulated amplitude an) phase in

Experimentally, dynamic approach and retract curves ar lity fact
valuable tools to characterize the tip-sample interaction. Pelgu?:.I y ac4or.h the sh f th f
forming force curves at different driving frequencies the am- . lgure = Shows the shape of the resonance curves 1or
plitude response of the system can be investigated. This IL&lf‘ferent quality factors. By increasing the quality factor_ the
illustrated by dynamic approach retract curves in Fig. 3 at thées%na?ce CL;rve becqmesi tnarrO\t/)ver and tfr:etnecll; fggts to-
driving frequencies indicated by the three arrows on top of/aras lower irequencies. It can be seen tha vax :
the resonance curve in Fig. 1. Choosing a driving frequenciﬁere_ is no stable state for imaging in th_e s_mall—amplltude
of B=0.995 the system is in the high-amplitude s{aterve olution—e.g., ak;=0.75 and=1.000. With increase@

(1)]. At B=1.000[curve (2)] the typical transition from the net attractive imaging in the low-amplitude state becomes

low-amplitude state to the high-amplitude state is observe .OSS'bIe ajg=1.000 as can be seen by the Intersection of the
In contrast, in curve3) at 8=1.005 the system remains in ine with the resonance curves. Thus, by selecting an appro-

priately highQ factor the imaging regiméhigh amplitude or
low amplitude can be set. But since the time constant for the
decay of transients is proportional @ this is only achieved

at the price of a significantly decreased scan velocity in am-
plitude detection feedback. From the discussion above it is
clear that attractive imaging is possible even for cantilevers
with lower Q factors at frequencies beyond the resonance
frequency. Thus, for future high-speed atomic force
microscopy'~23in tapping mode cantilevers with lo@ fac-
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| 200
/ | / I1l. EXPERIMENTAL RESULTS AND DISCUSSION
0.3
0.995 1.000 1.005  1.010 The experiments were carried out with a commercial

atomic force microscopeMFP-3D, Asylum Research, Santa
Barbara, CA, USA For imaging and dynamic force
FIG. 4. Amplitude response to a frequency sweep simulated foBPectroscopy, a silicon cantilever was usesperimental
different quality factorsQ as indicated. The resonance peak of the parametersf,=51.78 kHz, Q=134; NSC 11, Lever A,
system is narrowed with increasiqyfactor and the neck is shifted MicroMasch, Tallinn, Estonia The specimen, a cleaned ob-
towards lower frequenciesx(=0.75). ject slide, was coated hydrophobically by 30 min immersion

normalized frequency(p)
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by the white lines. The respective set point for the amplitude
feedback of the AFM is indicated in Fig. 5.

The image in Fig. @) was acquired in the high-amplitude
state at a driving frequency below the resonangg (
=0.995). The phase image reveals an average phase lag of
dag=35°, and a contrast in the phase image indicates ag-
glomerated silane molecules. This image contrast is due to
variations in the local energy dissipation in the repulsive tip-
sample interaction. Streaks in the image are due to external
pertuberations or instabilities in the imaging process. At
resonance frequencyB& 1.000) the image was taken em-
ploying the low-amplitude stat¢Fig. 6b)]. The average
_ phase lag ish,,q= 96°. However, there are instabilitiédark
spots in the phase image that indicate a transition to the
high-amplitude state=80°). This bistable behavior is a
consequence of the coexistence of high- and low-amplitude
S imaging states with comparable basins of attractfom-

— 0 creasing the set point to a larger amplitude led to unstable
) ) o conditions, where the tip lost contact with the specimen,

FIG. 6. Tapping mode AFM images of the silanized glass Suryyhereas a reduction of the set point resulted in increased
face. The topography is shown in the top row, the phase lag in the.» (ions of the image being scanned in the high-amplitude
middle and_ a cross sectional analy_ss of thE phase in the bot'[orgtate with $=80° (data not shown Thus, stable imaging
row. Data in column(a) were acquired a{3=0.995, in(b) B . . .

—1.000, and in(c) 8=1.006. emplqylng the Iow—ampl!tude sta}te coulq not be a(_:h_leved by
variation of the set point. By increasing the driving fre-

in a 2 mM solution of octadecyltrichlorosilan@TS, Fluka  quency (3=1.006) stable imaging in the low-amplitude state

in toluene. could be accomplished for more than 30 min. The phase

Figure 5 shows amplitude and phase during the approadage (¢, =146°) demonstrates that transitions from the
and retract cycles on the silanized glass substrate. Qdjve low-amplitude state to the high-amplitude state are absent.
was measured at a driving frequency fyfy=51.50 kHz
(8=0.995), curve(2) at f(,)=51.77 kHz (3=1.000), and
curve(3) at f(3y)=52.10 kHz (3=1.006). The curves repro-
duce the behavior predicted by our numerical simulations in Theoretical considerations together with experiments
Fig. 3 very well. show that the driving frequency is a key parameter to deter-

The images in Fig. 6 demonstrate the selection of themine the tip-sample interaction forces in tapping mode
operating regime by adjusting the driving frequency. In theatomic force microscopy. For tip-sample systems with negli-
top row, topographic images of the silanized glass surface argible or small energy dissipation the average interaction
shown. The grayscal@-15 nm) and the image siz€390  forces can be tuned from net attractive over slightly repulsive
nm) are the same for all three images. The topographic imto heavily repulsive simply by adjusting the driving fre-
ages show a smooth surface together with polyconderféatedquency: At driving frequencies smaller than the resonance
OTS molecules. Apart from a first-order line-by-line leveling frequency small forces in the high-amplitude branch are ob-
no data processing was performed. The respective phase irtained, whereas with driving frequencies slightly larger than
ages(raw data are shown in the middle row. The grayscale the resonance frequency net attractive forces in the low-
spans 50° for all images; however, the offset was set indiamplitude state are obtained without the need of an increased
vidually to allow for optimal reproduction. The bottom row Q factor. This allows for stable imaging in the attractive
shows cross sections through the phase images as indicateagime.

IV. CONCLUSIONS
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