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Kinetic energy control in action-derived molecular dynamics simulations
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We present a computational approach to obtain classical atomic trajectories for given initial and final atomic
configurations. By introducing an additional penalty function to the action of Passerone and Paifhgdo
Rev. Lett.87, 108302(2001)] the quality of atomic trajectories is greatly improved in terms of the Onsager-
Machlup action. We demonstrate that this variant of the action is useful for improving path quality and
consequently for atomic trajectory annealing. We utilize the one-way multigrid method as an efficient relax-
ation method for the construction of trajectories. The implementation of the proposed approach to a general
system is quite straightforward as in the case of ordinary molecular dynamics simulations, i.e., the only
requirement is to evaluate the potential energy and the atomic forces.
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[. INTRODUCTION dimer method can be used for long time-scale simulations
along with the kinetic Monte Carl@MC) method, where the
The process of concerted atomic rearrangement, despiteansition rate is approximated by the harmonic transition-
its physical importance, is not fully understood in many state theory. For example, long time simulations of alumi-
cases. Molecular dynamic8vD) simulation technique is num clusters on surface are carried out successfully using
quite useful for the study of the time evolution of atomic this approact? It should be noted that, in these methods, the
systems. However, conventional MD simulation approach system is not guaranteed to reach the desired final configu-
fails to observe rare events where astronomically long simuration in the study of rare events.
lations are required due to large activation energy When studying rare events, it is more appropriate to in-
barriers>1°The time scales associated with rare events, suchorporate the given initial and final atomic configurations
as configurational transitions of complex molecular systemsgxplicitly in the simulation, i.e., one formulates the problem
are many orders of magnitude longer than those of individuainto an action minimization problem with fixed boundary
atomic vibration. To observe a rare event which takes placeonditions: For given initial and final atomic configurations,
on the time scale of a second, it is necessary to simulatene has to find the most probable path between the two states
~10' MD steps since typical integration time in MD is in by optimizing a specially designed object functioh*1°
the range of a femtosecond. For this reason, the ordinary MIDThis approach is in contrast to the ordinary MD simulations
simulation approach is not a suitable method for the study ovhere one has to wait indefinitely until the system with
rare events in generat® given initial configuration reaches the desired final state. To
Significant progresses such as developments of activatiorsearch the most probable path of the configurational change,
relaxation techniqu&, hyperdynamics, parallel replica one has to find the lowest saddle point connecting the two
dynamicst! and dimer method have been made for simu- potential-energy basins corresponding to the initial and final
lations of long-time events. In the activation-relaxation tech-states.
nique, the system is driven from one potential-energy basin The nudged elastic band method, developed ImgSoret
to another by inverting the components of the force acting oral.? is a heuristic method to search for this saddle point,
the system. The new potential-energy basin is either acceptgaoviding the activation barrier energy and the atomic con-
or rejected via Monte Carlo criteria. By introducing various figuration of the transition state. A similar method, string
structural changes in a condensed-matter system, it is posiethod, is also designed for the study of rare evéhtew-
sible to follow the reaction path as the configuration movesver, these strategies do not take into account of dynamical
frequently from one basin to another. In the hyperdynamicgonditions such as the total-energy conservation and the least
simulation, the potential is modified by adding a bias poten-action principle.
tial term to raise the energy in the regions around the Recently, Passerone and Parrinelwoposed a powerful
potential-energy basins. Correct equilibrium and dynamicahction-derived molecular dynamiddADMD) method that
properties are recovered by employing the time incremengxplicitly determines the dynamical trajectory of an atomic
procedure based on the technique of importance samplingystem for given initial {R(0)} and final,{R(7)} atomic
Voter has developed the parallel replica dynartisgshere  configurations, and a chosen simulation time interval
many trajectories are simulated in parallel while waiting for This method was shown to be quite useful for the study of
structural transformations to occur. This method extends theare events. In ADMD simulations, one starts with an initial
time scale of a simulation in terms of its high parallel effi- guess of the time trajectory connecting the given initial and
ciency. Henkelman and desori? have developed the dimer final configurations. The final atomic trajectory is obtained
method which efficiently finds many saddle points. Theby minimizing an appropriate action starting from the initial

0163-1829/2003/68)/0643038)/$20.00 68 064303-1 ©2003 The American Physical Society



IN-HO LEE, JOOYOUNG LEE, AND SANGSAN LEE PHYSICAL REVIEW B8, 064303 (2003

guess. However, in practical application of the original P-1 N M,

ADMD method to a system, we observe that the final results ®({R;},E)= >, Aj > —(Rj—R},)?*~V({R;})
. . . L =0 =1 2A2

of the atomic trajectories strongly depend on the initial guess J

of them?® In this paper, as a solution to this problem, we P-1
introduce an additional penalty function term to the original + E (Ej— E)2. 2)
action. We show that, based on the measurement of the j=0

Onsager-Machlup action, the proposed action provides pathSere the first term stands for a discretized classical agion
of_ s_|gn|f|cantly better quality compared to those from theof an N-atom system interacting by a given potential
original action. We also show that the ADMD method IS \/(fR}). The number of intermediate configurations between
superior to the nudged elastic band method in correctly estine two end points is set 80— 1, andM, is the atomic mass
mating the activation energy barrier of a complex system. of atom|. The instantaneous total enerBy at time stefj is
The organization of the paper is as follows. In Sec. Il, wegefined by Ej= =N, (M|/2A2)(R} - R}H)ZJFV({R]_}).
summarize the original ADMD method by Passerone andrhe initial and final configurations are fixed during the mini-
Parrinello. In Sec. Ill, we present the extended action conmjzation of the actior®. The second part of the actid@ is
taining the control of kinetic energy. We also present theg penalty term, and the role of the parameeis to control
one-way multigrid approach as an efficient action minimiza-the value of the total energy of the system close to the target
tion method. The summary and conclusion is provided in theenergyE along the path.
final section. Now, the problem is to find a solutiofR;} which mini-
mizes the discretized actid® ({R;},E) for givenE. In prin-
ciple, rigorous application of a global optimization method
Il. ORIGINAL ADMD METHOD AND THE QUALITY such as the simulated annealfihghould solve the problem.
OF A TRAJECTORY However, generally speaking, many global optimization

~ problems are nontrivial, and we focus on a local minimiza-
We are interested in a computational approach to findion procedure in the present study.

classical atomic trajectories to connect given initial and final |n the ADMD simulation, it is important to check the
atomic configurations. Atomic unitsi=m,=e=1) are quality of the resulting trajectory based on the fact that the
used throughout this paper. We look for classical atomic tratrajectory satisfies the Newton’s equation of motion, i.e., it
jectories,{R;} of anN-atom conservative system with given follows closely the Verlet trajectory’° The key quantity for
potential energyV({R}). The trajectories start at the point this measurement is the discretized Onsager-Machlup
{Ri—o}(={R(0)}) at time t=0 and finish at the point action®
{Rj=p}(={R(7)}) at timet= 7. An arbitrary atomic trajec- N )
tory satisfying the boundary conditions can be represented - | A2 IVHR;})

by a straight line between the two points plus a series of sine O= 21 ~ 2R —Rj_1—Rj 1~ M_| T :
functions as shown below!® . i B

The trajectory ofO=0, i.e., all the arguments in the paren-
Pl kij) theses become zero, is known as the Verlet trajecfofpne

R;=R(0)+ %[R(r)—R(O)]—F k; aksin(

smaller the value 0D is, the more closely the corresponding
(1) trajectory follows the Verlet trajectory. Therefore the quality

of a trajectory is often measurédy the value of the

Onsager-Machlup actio® and we will adopt this in this

where A(=7/P) is the discretized time interval angl ~ Work.
(=0,1,2 ... ,P) is the time index. The sine expansion coef-
ficient g, is composed of numbers bounded by a fixed am- [l. RESULTS AND DISCUSSION
plitude A, It is straightforward to obtain Fourier compo-
nents of an atomic path represented by &g. It should be
noted that, in the process of path relaxatisee Sec. Il B, When performing the original ADMD simulation we of-
low-frequency components of a path relax more slowly tharten encounter a situation where the final converged trajectory
high-frequency ones. Therefore when performing path relaxdepends strongly on the initial assignment of the expansion
ation, it is convenient to start with low-frequency compo- coefficients{a}.*® Here we illustrate this problem in a spe-
nents of a path and move on by gradually adding high<ific example, where we perform several ADMD simula-
frequency ones to accelerate the convergénce. tions, using various sets of initial trajectories, of a Stone-
Passerone and Parrinello proposed an ac®{R;},E) ~ Wales(SW) defect formatiof’ in a Ggo molecule®* A SW
to generate an atomic trajectory for given sets of initial,defect in a G is illustrated in Fig. 1, where the major con-
{R(0)}, and final,{R(7)}, configurations. The dynamical figurational change is the 90° rotation of the two shaded
trajectory{R;} can be obtained by minimizing the following carbons rearranging their neighboring bonds only. In this ex-
discretized action, mimicking the least action principle in theample, the problem is to find the most probable transition
classical mechanics, path connecting the initial configuration of the perfect

A. Improved path quality
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FIG. 1. An atomic trajectory associated with one out of two Stone-Wales defect atoms in the Stone-Wales transformation is shown. The
initial and final configurations are shown at the right-hand side of the figure. Solid lines represent the potential energy and the atomic position
along the path obtained by the current method, while symbols represent those by the Passerone and Parrinello’s original method. Here we use
u=1C a.u., v=10° a.u., target variabl@ =500 K, 7=2.47x 10" a.u., andP=100. The mass of a carbon atom is 2.2884" a.u.

fullerene to the final configuration containing a SW defect.Table ). In this work, by introducing such a procedure of
Tersoff’s empirical interatomic potentfalis used. We have kinetic-energy control, we demonstrate that the quality of the
generated four different initial trajectories by assigning ran+esulting trajectories is significantly improved compared to
dom sets of g} with a separately chosen maximum ampli- the original ADMD results.

tude of Aax. Using these initial trajectories, the Passerone In order to control the kinetic energy of each atom, we
and Parrinello’s actior® is minimized. We find that, al- introduce an additional penalty term to the Passerone and
though the total energies are well conserved for all cases, thearrinello’s action and the extended act®nbecomes

final converged trajectories are quite sensitive to the initial

assignment ofa.}, and they are significantly different from

each other. Consequently, the kinetic energy, the potential- N

and kinetic-energy fluctuatlon_s, e_lnd the value_ of the @)({R,—},E;T)z@({Rj},EH v 2 (<K|>_
Onsager-Machlup actio® are quite different from trajectory =1

to trajectory. The results are summarized in Table I. The (4
kinetic energy of each atom along the final converged trajec-

tory is averaged. We find that the time-averaged kinetic en-

ergy fluctuates quite significantly from atom to atom. Thesewhere K, = M|(R}— R}+1)2/(2A2) is the instantaneous ki-
fluctuations are also shown in Table I. This large kineticnetic energy of the atorh at time stepj, (K,) is its time-
energy fluctuation is intuitively undesirable and it would beaverage value over the entire trajectoly §teps, T is the
quite useful if one can introduce a procedure which assigntarget temperature of the system which we set, lgnt the

an appropriate value of kinetic energy to all atoms in theBoltzmann’s constant. The parameiecontrols the strength
system so that the kinetic-energy fluctuates significantly lesef the kinetic energy enforcement to the value corresponding
than compared to the cases of the four trajectories almme2  to the target temperature.

3kBT) 2
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TABLE |. Fictitious temperaturesT’ defined by 3]\, (K,) 15 . . .
=3NkgT'/2, the atomic fluctuation off’ (AT’), and O (dis- ¢ === present
cretized Onsager-Machlup actjoare evaluated for four different e )
ADMD simulations starting from random sets of sine expansion — - Passerone-Parrinello
coefficients with maximum amplitudé\,,.,. Here we useu
=10 a.u.,v=10a.u.,E=—14.6 a.u., target variable T
=500 K, 7=2.47x 10" a.u., andP=100. The mass of a carbon
atom is 2.205% 10* a.u.

(=]
T

Anax (@u) T (K) AT’ (K) O (a.u)

w
T

Original 0.3 1143 693 1135
ADMD results 0.1 649 496  180.0
with © ({R},E) 0.01 528 723 2178

0.001 552 1149  208.6

probability distribution

&
i '"-'I
FES 1~ 0 LA el I A

Proposed 0.3 499.5 0.0 21.6

0
ADMD results 0.1 499.7 0.0 23.7 0.5 -0.25 0 bl 0.25 0.5
with B((R,}.E;T) 0.01 4997 00 175 error variable (a.u.)
0.001 499.5 0.0 39.2 FIG. 2. A typical distribution of the scalar error variables is

shown. Calculated distribution of the scalar error variables from the
_ vectors {2R|—Rj_; — Ry, ;— (A%M)[dV({R;})/iR|]}, obtained
With the proposed actio® to be minimized, we repeated from the present ADMD method is shown in dotted bars. It fits well
the ADMD simulations using the same initial assignment ofwith a Gaussian distribution function as shown by a solid line.
{a,} as above. We have used the target temperatar600  Dot-dashed bars represent the distribution of the scalar error vari-
K and »=10'° a.u., and the results are summarized in theables obtained from the Passerone and Parrinello’s original ADMD
lower panel of Table I. The total-energy conservation is agnethod. In the limit where the width of the Gaussian distribution is
well established as in the original ADMD simulations. Com- infinitesimal, we expect an exact Verlet trajectory that would have
pared to the original ADMD simulation results of the four been generated by the Verlet algorithm solving Newton’s equations
separate cases above, the final converged trajectories atgmotion.
relatively similar to each other representing insensitivity of
the initial assignment ofa,} in the case of the proposed ergy versus the time step, the value of the potential energy of
approach. When we measure the Onsager-Machlup aBtion the system is much lower before and after the formation of
we find that the quality of the paths from the proposed exthe SW defect in the present method. On the other hand, in
tended action is significantly improvedee Table )l Apart  the case of the original ADMD simulation, the potential-
from the fact that the time-averaged kinetic energy has littleenergy fluctuates around a high value throughout the entire
fluctuation (due to the newly introduced penalty termwve  path. This clearly demonstrates the qualitative difference be-
observe that the fluctuation @, from the variation of the tween the two trajectories. In the original ADMD simulation,
random initial trajectories, is also reduced. the system wanders through many high potential-energy
In Fig. 2, we plot the distribution of the components of states(i.e., at least one of the chemical bonds connected to
the vector {2R|—Rj_;—R},;—(A%M)[dV({R})/IR|]}  the two SW-defect atoms is broken in the early stages of the
collected from the final converged trajectories from both thesimulation and remains in a broken-bond state almost until
present and the original ADMD simulations. We find that thethe end. In the present method, the SW-defect atom remains
data fit well to Gaussian distributions for both ADMD re- near the given initial position with relatively low potential
sults. Apparently, the width of the distribution from the energy and it relocates its overall position during the time
present method is smaller than that from the original methodhterval of 40<j <60 gently crossing over the activation en-
representing that the present method provides atomic trajeergy barrier. It is interesting to observe that, in the simula-
tories of better-quality. tions from the proposed method, collective kinetic-energy
To demonstrate the details of the difference between th&ansfer occurs between the two SW-defect atoms and the
results of the original and the proposed ADMD simulationsrest of the 58 atoms near the beginning and the end of the
we show in Fig. 1 two final converged paths obtained fromdefect formation.
the two simulations on the SW-defect formation igyCWe In the present method, the positions of the two SW-defect
first focus on the path of one of the two carbon atoms di-carbons fluctuate much less compared to the original ADMD
rectly involved in the SW defect. The path from the presentresults. In addition, due to the constraint of the time-
method fluctuates less in space than that from the originaveraged kinetic energy of the SW-defect atoms, the contri-
Passerone and Parrinello’s method. In Fig. 1, the SW defediution of the kinetic energy from the outside of the the SW-
is created approximately during the time interval of<40  defect forming interval is relatively small compared to the
<60, where overall repositioning of the atom occurs. Thecontribution from the SW-defect forming interval, where the
definition of this time interval is less clear in the case of themandatory motion of the defect formation occurs. On the
original ADMD simulation. When we plot the potential en- other hand, the motion of the other 58 atoms is mdges
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0.06 - . . - and the values of potential energy are evaluated at the given
initial and final configurations of a system, several values of
o Passerone—Parrinello T can be tried. Typically, the kinetic energy is bounded by
present the energy difference between the total enekyand the
potential-energy value of either the initial or the final con-
figuration. Regarding to the parametgrwe have tried sev-
eral values in the range between®ldnhd 16* a.u. We find
that the results are insensitive to the particular choice. df
should be noted that the target temperaftins only a pa-
rameter to control the time-averaged kinetic energy in
ADMD simulations, and we do not intend to interpret it as a
physical quantity.

o
o
=
T
1

kinetic energy (a.u.)
o
S

B. One-way multigrid method

0 20 40 60 80 100 Direct application of the conjugate gradient metfiad a
step index trajectory containing high-frequency components of the sine
expansion coefficients is not an efficient approach for action

FIG. 3. The kinetic energy of one of the two SW-defect atoms isminimization since slowly varying low-frequency compo-

shown along the paths of the original ADMD simulation and the : :
nents of the trial tr r n nverge well. Therefor
proposed ADMD results. The SW-defect is formed around the ste ents of the trial trajectory do not converge we eretore,

index 46< <60 for both cases. We observe that, for the case of the hen performing path relaxation, it is convenient to start

current approach, the kinetic energy of an SW-defect atom is mark\!\”th a path containing low-frequency components only and

edly higher in the SW-defect forming interval while it is lower move on by gradually adding higher frequency components
outside the interval. The distribution of kinetic energy of the othert0 the path to accelerate the Con\./ergeﬁce.

58 atoms acts in a opposite fashion, i.e., high kinetic energy outside It ShO_U|d be nOt?d that very_ high-frequency cqmponents
and low kinetic energy insidélata not shown On the other hand, ©f the sine expansion of the final converged trajectory are
the kinetic energy distribution from the original ADMD simulation fypically quite small, whereas the amplitudes of low-
does not show such time step index dependency or atomic siff€gquency components are large. For example, we consider
dependency. the fusion process of two g molecules into a ¢ carbon
capsule molecule as shown in Fig. 4. We choose the chirality
_ac'_tive outsidg(insidg) the SW-defect forming i_nterval. This g:nfzgt?;ﬁ), S\L/Jvlg SZ ggif/v(c))f éﬁgo?egarebsog egi?g:ggebylg.gh'e&
is in marked contr_ast_to the case of the original ADMD re'(center to centeras shown in the figure. Before applying the
sults where the kinetic energy of most 60 atoms fluctuate\pp simulation, the potential energies of initial and final
wildly for the entire trajectory. In Fig. 3, we plot the kmgu_c configurations are separately minimized by conjugate gradi-
energy of a SW-defect atom along the paths of the originagnt minimization metho@® so that each of them corresponds
ADMD simulation and the proposed ADMD results. to the most stable structure of its potential-energy basin.

It should be noted that, when a path is converged, the The ADMD simulation of the G, fusion process is quite
contribution of the kinetic-energy control term to the objecta nontrivial example of complicated kinetic configurational
function® ({R;},E;T) is negligible(typically ~0.1%). This  rearrangement, since it involves many Stone-Wales!type
means that the path obtained from the proposed approadiond rotations. In Fig. 4, we show a typical Fourier compo-
also serves as a solution to the original Passerone and Parents of the final path. We find that the low-frequency com-
rinello's ADMD method only with much improved path ponents ofa} fluctuate much from atom to atom, while the
quality measured by the smaller value of Onsager-Machlummplitudes of high-frequency components are all quite small.
actionO. This indicates that the multigrid method is efficient for ob-

In principle, one can employ two stages of computationtaining good final converged trajectorig’s*

In the first stage, one uses the proposed extended action The object function minimization is carried out on several
({Rj},E;T) for ADMD simulations. In the second stage, levels of accuracy defined by the ever-increasing number of
one switches to the original Passerone and Parrinello’s actioifie sine expansion coefficier{ia} as typically performed in
O({R;};E), where the final converged result ¢&} ob- the one-way multigrid electronic structure calculatiéhigve
tained from the first stage is used as an input. We have epave used sevearbitrary number levels of accuracy and
perimented this two stage procedure in several cases, and gplied the conjugate gradient minimization methodt

find that the difference between the final trajectories from theéach level. The output of a lower level calculation is itera-
first stage and the second stage is minimal. tively used as the input for the next-level calculati@fiter

One technical aspect of the proposed approach is to déhe addition of higher frequency componentgaf}) follow-
termine the appropriate values of the target temperafure ing the one-way multigrid schedule. During the multigrid
and the parameter. In the original ADMD method, the calculation, the number of configuratior,s fixed.
values of the total enerdy and the parameter can be set to Atypical convergence plot of the value of the object func-
an appropriate valueOnce the values of and u are set, tion ® during the one-way multigrid minimization procedure
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initial configuration

FIG. 4. The scalar components @ are
shown for the final converged path obtained by
the current ADMD simulation. The system under
investigation is the fusion process of twosC
molecules into a carbon capsule,g: The impor-
tance of the slowly varying components in the
. atomic path construction is illustrated. We ob-
serve large variation of sine expansion coeffi-
cients at the low-frequency regime.

final configuration

50 100 150
k

is shown in Fig. 5. The three components of the action, theies of the potential energy along the trajectories obtained
discretized classical action and the two penalty functiorfrom the two methods. When we examine the trajectories
terms are shown in the figure. In addition, we have evaluatedbtained from the nudged elastic band method, we find that
the discretized Onsager-Machlup actionWe observe that several Stone-Wales-type bond rotations occur simulta-
the values of the total energy and the time-averaged kinetigeously. Consequently, the configuration of the highest
energy rapidly approach to their pre-assigned values in thgotential-energy staténear step index 7Ocontains many
early stages of simulations, indicating the numerical stabilitycarbons with coordination number less than thiie®, these

of the proposed ADMD method. When a path is convergedtarhons have broken chemical bopdmd the estimated ac-
by the minimization procedure the contribution of the secondiyation energy is about 40.8 eV. In the practical application

penalty term(kinetic-energy control terirto the value of the  of the nudged elastic band method to a complex system, such
total object function is minimal. This demonstrates that theas the carbon capsule,& formation from two G, mol-

proposed ADMD approach can identify a satisfactgiy
terms of the small value dD) trajectory from many possible
trajectories which one would have obtained following the 10 ' ' ' '

original version of ADMD simulation by Passerone and Par-
rinello, and the path relaxation procedure utilizing the pro-
posed extended action can be thought as a trajectory annee 10
ing.

In a practical calculation of an atomic trajectory, one
needs a procedure to assign the path of each atom of th 10°
system under consideration, from the initial to the final con-
figuration. Especially, when dealing with identical particles
(as in the Gy and G,y systemg, there is a set of free param- 10
eters associated with the relative translational and rotationa
degrees of freedom between the initial and final configura-
tions. We have used the least-square superposition of twiqg?
atomic coordinate sets via quaternion methddhe first co-
ordinate set is fixed while the second one is translated anc
rotated to provide the best fit. In complex cases, we intro- 4q°
duce an atomic index exchange procedure prior to the
ADMD simulation to best superpose the initial atomic posi-

4

Object function
----------- S
————— 1st penalty function 1
— ——~ 2nd penalty function
—-—--0
~
\ \ T
<=\
\ \\
AN
A\
AN
o Nk ]
T —e— ~ N
S e
\\ N e
L L 1 i L
100 200 300 400 500
iteration

tions to the final ones. For this purpose, we used a simulated F G, 5. convergence characteristics of various quantities during

annealing method’

a typical minimization process of the extended actris shown.

Atomic units are used for the vertical axis. The object function

C. Action-derived molecular dynamics and nudged elastic
band method

consists of three terms, a discretized actgend two penalty func-
tion terms for total and kinetic energy controls. The contribution

of the second penalty term to the object function is miniriiass
Here we compare the results of the proposed ADMDihan 0.1% when the trajectories are converged. We use

simulations and the nudged elastic band methimd the =1 a.u.,

r=10a.u., E=-14.6 a.u.,T=500K, r=2.47

structural rearrangement of twgs§dnolecules into a carbon x10* a.u.,P=100, andA,,,=0.1 a.u. The mass of a carbon atom
capsule G,o, as discussed abov®Figure 6 shows the val- is 2.2054< 10* a.u.
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-27 T T
initial configuration final configuration | FIG. 6. The results of the ADMD method and
] the nudged elastic band method are compared for
the fusion reaction of two £ molecules into a
o8 | Cipo molecule. Potential-energy fluctuations

along the two trajectories are shown. It should be
noted that in the ADMD simulation, the value of

the total energy is controlled to the value indi-

cated by the horizontal line in the figure. For

ADMD simulation, we use =10 a.u., v

energy (a.u.)
5

S S ]
i B wliaa i =10%au.,, E=-2944au, T=200K, 7
/ N ] =3.71x 10* a.u., andP=150. For nudged elas-
W tic band simulation, we use=3.71x10* a.u.,
-30 and P=150. The mass of a carbon atom is
—-—- total energy 2.2.054><.104 au. The same initiai guess of the
action—derived molecular dynamics \\ trajectories is used for the two simulations. The
[ ——— nudged elastic band method " initial and final atomic configurations are shown
39 L ) ; 3 at the left and right corners, respectively. Ter-
0 50 100 150 soff’'s empirical interatomic potential is used.

step index

ecules, one has to repeatedly obtain many trajectories whileomputation-friendly coordinate discretization of the ADMD
varying the initial assignment dfa,}.® In Fig. 6, we show simulation in contrast to the opposite case in ordinary mo-
the best nudged elastic band results from our ten independel@cular dynamics.
calculations(i.e., the one with the least value of activation
energy barrier

On the other hand, in the application of ADMD simula-  The ADMD simulation is a powerful method for the study
tions, one can avoid high potential-energy configurations, byf rare events for given initial and final configurations, while
assigning an appropriate value of target total energy. Consé@rdinary molecular dynamic approaches would take astro-
quently, the trajectory from the present ADMD simulation Nomical amounts of computational resources to overcome
involves a series of Stone-Wales-type bond rotations one af2r9€ activation energy barrier between them. We have pro-

ter another, keeping the number of under-coordinated caPosed an extended action for the ADMD simulation that con-

S L : .sists of three terms, a discretized classical action and two
bons at a minimal value. The activation energy barrier esti-

. penalty function terms to control both the total energy and
mated from 'Fhe present ADMD method is abput 6_.2 eV.ihe time-averaged kinetic energy of each atom.
Since the major aim of the study of rare events is to find the Tpe quality of atomic trajectories obtained by the pro-

most probable transitions staiee., the lowest energy saddle posed ADMD method is significantly improved in terms of
point connecting the given initial and final stateshis  the smaller value of Onsager-Machlup action compared to
clearly demonstrates that the ADMD method is more effi-that from the original ADMD method. The proposed action is
cient than the nudged elastic band method in correctly estigseful for improving path quality and can be used as an
mating the activation energy barrier. We find that, in simpleatomic trajectory annealing method. This feature was dem-
cases, the nudged elastic band method works as well as tloastrated by the fact that the path from the proposed ADMD
ADMD. For complicated systems, the nudged elastic bandnethod is also a solution of the original method by Passe-
method typically overestimates the activation energy barrierone and Parrinello, the difference being only the smaller
value of the Onsager-Machlup action. We found that ADMD
is superior to the nudged elastic band in finding low activa-
D. Parallel computational aspect of ADMD tion energy barrier between two given states of a complex

One of the advantage of the ADMD method is that itsSYSt€M. _ , .

calculation can be easily and efficiently parallelized. At each The ADMD calculation can b? e?‘s"Y and efficiently pro-.
path relaxation step in the object function minimization pro-c€ssed by parallel computation indicating that the method is
cedure, on has to evaluate the potential-energy function aris€ful for studying pathways of complex systems. The
the atomic forces foP — 1 independent configurations. Since |mplgmen_tat|on ‘?f the proposeq approach 1o a ggneral Sys-
theseP— 1 calculations are the most time consuming part oft€M IS quite straightforward as in the case of ordinary mo-
the ADMD simulation, and since they are completely inde-ecular dynamics S|mqlat|ons, since the only requirement is
pendent of each other, one can easily take advantage of pdP. €valuate the potential energy and the atomic forces.

allel computation with high parallel efficiency. The CPU
time associated with the relaxation of the path is minimal
compared to that of potential energy and atomic forces The authors gratefully acknowledge stimulating and help-
evaluation. This is due to the characteristic parallel-ful discussions with D. Passerone and M. Parrinello. This
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