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Density-functional calculations of the liquid deuterium Hugoniot, reshock,
and reverberation timing
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The principal Hugoniot of liquid deuterium is calculated with density-functional methods. Particular atten-
tion is paid to the convergence of thermodynamic quantities with respect to the plane-wave cutoff energy and
other simulation constraints. In contrast to earlier density-functional calculations, it is found that the principal
Hugoniot results are in very good agreement with gas-gun data at lower pressures and compression ratios. The
results at higher pressures are in very good agreement with data from magnetically launched flyer plates and
show slightly less compression than earlier density-functional calculations. In addition to the principal Hugo-
niot, reshock states from a sapphire anvil and third-shock reverberation timings are also calculated. The latter
are found to be in very good agreement with recently published results from magnetically launched flyer-plate
experiments.
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[. INTRODUCTION affecting the convergence of calculations of this sort are ex-
amined with emphasis on the convergence of thermodynamic
Recent years have seen an explosion of interest in thguantities. In addition to the principal Hugoniot, reflected
equation of statéEOS of dense hydrogen and its isotopes. shock states with a sapphire anvil and third-shock reverbera-
Much of the excitement has been stimulated by data froniion timings are also calculated, generating a multitude of
laser-driven shock experimehfs at Livermore National highly converged DFT results to be compared with experi-
Laboratory, which indicate a peak single-shock compressiof’€nts over a broad range of densities and temperatures. We
for deuterium of about 6, and subsequent magneticallgXPect that these results will also serve as a useful bench-
launched flyer-driven shock experimetftsat Sandia Na- mark for future DFT/QMD work that employs density func-

tional Laboratories, which indicate a peak compressiorﬁOnals that go beyond the local-density approxima-

closer to 4.3. At lower pressures, both the laser experimenttéon(LDA)'
and the flyer experiments produce results that are consistent
with earlier gas-gun driven shock experimehtshich are Il. COMPUTATIONAL METHOD

consi(_jered to be. h.ighly. accurate, ut?lizing a weII. PIOVEN = £4r calculations of the principal Hugoniot, we are prima-
technique for achieving high compression states. This experiyy, concerned with the total pressure and energy of the deu-
mental discrepancy at higher pressures has driven NUMEroYSjym for various density and temperature states. To obtain
theorgtlcal and experimental attempts to f_urther our U_”derfhese thermodynamic _ quantities, quantum molecular-
standing of dense hydrogen and hopefully find a resolution t‘éiynamics simulations are performed usiagsP (Viennaab
the differences. An improved understanding of the hydrogemitio simulation prograrn a plane-wave density-functional
EOS has immediate and broad application to models for thgode developed at the Technical University of Vienfid3
interiors of the giant planets, astrophysical plasmas, warnThe DFT exchange and correlation functionals are calculated
dense matter, and inertial confinement fusion. at the level of the generalized gradient approximatiécA)
Quantum molecular-dynamid®QMD) simulations are a using the parametrization of Perdew-Wang'9The density
powerful tool for exploring the equation of state of warm is fixed by the total volume of the cubic supercell and the ion
dense matter, where the thermal occupation of excited elecemperature is regulated with a Neldeover thermostat® =’
tronic states is, in general, non-negligible and the ions ar&he electronic temperature is fixed by Fermi weighting the
strongly coupled. This work explores the properties ofoccupation of the bands. The forces on the ions and the elec-
shocked deuterium within the framework of the finite tem-tronic contribution to the pressure are computed quantum
perature density functional theofFT-DFT) of Mermin®  mechanically at each QMD time step following the
There have been several earlier treatments of the hydrogetellmann-Feynman theoretfi,however the ion motion is
EOS and Hugoniot within the DFT/QMD approatif.How-  advanced classically and zero-point vibrations, for example,
ever, the relevance of previous density-functional calculaare not included. The electronic wave function is relaxed at
tions to the deuterium EOS has sometimes been questionedch time step under the Born-Oppenheimer approximation,
because earlier calculations were unable to reproduce datehich assumes decoupled electronic and ionic time scales.
from gas-gun experimentswhich are consistent with both Pressures and energies are obtained from molecular-
laser and flyer experiments. dynamics runs covering sufficiently long times to ensure ad-
To address this question, and to further illuminate the usequate convergence as indicated by cumulative averages
of density-functional methods for equation of state studies itaken with different starting times. The thermodynamic
the warm dense matter regime, several simulation constraintguantities are taken as averages over an equilibrated portion
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FIG. 1. The convergence of the electronic contribution to the FIG. 2. The convergence of the electronic contribution to the
pressure is shown plotted versus Ry, for a hard PAW potential ~ pressure is shown plotted versus the kinetic-energy error.
(filled squarey a soft PAW potentiallopen squargs and a US
pseudopotentigidiamonds. The pressure values are the averages o
ten configurations taken from a highly converged QMD run, rerun
with different values of the plane-wave cutdgt,,.

smaller over the range of Fig. 2 and is of the order of
(6P./P.)?. Plane-wave cutoff energies that give high con-
vergence of the energy may be insufficient for pressure con-
vergence.
of the cumulative averages. Typical total simulation times are In order to obtain accurate forces in the QMD runs, we
of the order of 1-2 ps, typical velocity-velocity autocorrela- also evaluate the projection operators associated with the
tion decay times are of the order of tens of femtosecondg)onlocal part of the ionic potenti@gUSPP or PAW in recip-
and time steps are of the order of 0.2 fs. rocal space. This removes a known source of error in the
The vaspP code uses a plane-wave basis set to represefi@rces in exchange for less efficient computations. In addi-
the electronic wave function. The accuracy of this represent/On, We were not able to demonstrate a systematic conver-
tation is determined in large part by the chosen maximunf€nce of the pressure with cutoff energy when evaluating the
energy, or cutoff energk,.,, of the plane waves used in this projection operators in real space. S
expansion. The electronic contribution to the pressure is, | '€ K-point set used to represent the Brillouin zone was
much slower to converge with the plane-wave cutoff energ)f'i

than the total energy and care must be taken to ensure th§ lid. We found a very slight increase in presstabout

the cutoff is sufficiently high to obtain accurate forces and0 2-0.3 GPawhen using Baldereschi's mean value p&int
pressures. The electronic pressure convergence with inverse. . ¢ o point, k=(0,0,0). Higher-orderk-point
cutoff energy is illustrated for a hard projector-augmented-, ’ S

S . set$® gave no further increase. For principal Hugoniot pres-
wave(PAW) potential(illed square¥), a soft PAW potential g res helow 60 GPa, we use the mean value point. For all

(open squaré@, gnd an ultrasoft pseudopotentidlSPP other calculations we use tiié point.
(diamond$”) in Fig. 1. The pressure values shown are the ~ For the calculations presented here we made use of 128
averages of ten configurations taken from a highly convergegdtoms in the supercell. Several simulations were also run
QMD run on the principal Hugoniot which were then rerun with up to 256 atoms in the supercell to test size effects for
with different values of the plane-wave cut@f,;. This ap-  different densities and pressures, but the results for the most
proach was used to separate the cutoff effect on the pressupart were not significantly different. One exception, to be
from the dynamics and inherent fluctuations, resulting in adiscussed further in Sec. Ill, is in the molecular dissociation
much cleaner comparison. The results of distinct QMD runsegime.
for the different cutoff energies hint at a slightly stronger As was first explored for the dense hydrogen Hugoniot in
dependence on the cutoff energy, suggesting a cumulatividef. 9, we also examined the effect of spin through the local
effect that eventually results in differing trajectories. spin-density approximatiofLSDA) and in agreement with
The convergence behavior of the various potentials can b&at earlier work found no significant difference between
compared on equal footing by plotting the pressure versu$GA-LDA and GGA-LSDA results. Histograms of the first
the kinetic-energy error for a given cutoff energy, as showr@nd second nearest-neighbor populations show that for the
in Fig. 2. The kinetic-energy error is a well-defined quantitydens'_t'es con5|dered_here the atoms generally remain within
for a given atomic pseudopotential and is the kinetic energy’€ distance over which the LDA and LSDA energies are the
in the atomic wave function above the cutdfThe kinetic- _ Sa@me, so the lack of difference between the two approaches

k points is not nearly as critical as in a highly ordered

energy error is a strong function &, scaling asE_ . IS tf‘°‘ :Turpr!3|ng. To tak? advgntage Olf al stgbstanF;al cct)mpu-
The error in the pressure is linear in the kinetic-energy erro}a lonal savings, we performed our calculations without spin

for small values of this error. The slope of this linear depen—(GGA'LDA)'

dence does depend, in general, on the atomic configuration.
Based on the results of Fig. 1 and our need to simulate high
densities in the second and third shocks, we use the hard core The principal Hugoniot is the locus of single-shock end
PAW potential and a cutoff energy of 1200 eV. The error instates E,,P;,V;) satisfying inherently the energy
the electronic contribution to the enerdjE./E, is much  conditiort*

IIl. PRINCIPAL HUGONIOT
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compression at a given pressure. The LBKC-GGA Hugoniot

100 is shown with a long-dashed liheand the tight-binding
80 model with a dotted 1iné® Not shown in Fig. 3, but impor-
2 tant nevertheless, are the laser-driven shock Hatahich
m 60 largely follow the linear-mixing model and reach compres-
o 40 sion ratios of 6 near 100 GPa, amt initio results from
path-integral Monte CarldPIMC) calculations® above 50
20 GPa, which on this figure would follow closely the Kerley98
curve.
0 . 5 Note that the two lowest pressure points from our calcu-
o/ po lations(at compressions of 3.139 and 3.236e in very good

agreement with the upper range of the gas-gun d&tar

FIG. 3. Liquid deuterium principal Hugoniot resulistars  these two states, because of the low temperature and well-
along with gas-gun datdsquares(Refs. 5] and uncertainty-  defined dimer population, the zero-point energy contributes a
weighted-average flyer-plate ddtdiamonds Refs. 3 and]4Also small amount €0.02 eV/atom) to the expected ene’f’gand
shown for comparison are Kerley9golid line (Ref. 28], LBKC- 5 added to the total enerdy, of these states as well. Not
GGA Hugoniot{long-dashed lin¢Ref. 7], the linear-mixing model  44ing so would lead to slightly higher Hugoniot pressures at
[dot-dashed lin¢Ref. 28], and the tight-binding mod¢tlotted line  +he same compression. Our temperatures for these points are
(Ref. 29]. The short-dashed line is a fit o our results generatedz 30« ang 3800 K respectively. Interpolating between the
\/Evgr;thermodynamlcally consistent corrections to the LBKC-GGA data in Fig. 8 of Ref. 32 to obtain experimental first-shock

' temperatures for the same compressions, we find 3430 K and
3860 K, respectively. The experimental uncertainty reported
is 100—200 K, so the first-shock temperatures found here are
also in very good agreement with gas-gun data. This is in
contrast to earlier DFT/GGA calculations that found a softer
whereE is the internal energy is the pressure, andis the  (and cooler Hugoniof at these compressions. The tempera-
volume. The subscripts 0 and 1 refer to tfiged) initial and  ture at various points along the Hugoniot will be discussed
(various first-shock states, respectively. In addition, rela-further in Sec. V along with results from the second and third
tions between the particle speed, shock speedJs, and  shocks.
density compressiop,/p, follow from the conservation of At higher compressions the results are stiffer throughout
mass and momentuff; p1/po=Us/(Us—up) and Ugu,  than the LBKC-GGA calculations and are generally within
=(P1—Pg)/po. (3-95% (in compressionof the Sandia flyer data and at the

The reference state of the liquid deuterium is taken to bénigh-density end of the weighted-average error bars for the
0.1703 g/cm at 20 K and zero pressure. The initial energy Sandia data. A systematic error of this size in the flyer data is
per atom is determined from a DFT/GGA calculation of theplausible because the impedance-matching technique used in
cold liquid deuterium at the reference density. The zero-pointhe flyer experimenfsrelies on a computed aluminum re-
energy zhv,;, /atom (not included in these DFT/QMD cal- lease isentrope to infar, and the percentage error Wy or
culations is then added, resulting in a reference energy inu, is multiplied by (o;/po—1) when converting to density
excellent agreement with an essentially exact calculation focompression. The(3—-5% difference in compression is
an isolated deuterium dimét. equivalent to about a 1% systematic error in eitgror u,, .

In searching for highly converged solutions to Ef), we The best agreement overall between the combined gas-
have made extensive and profitable use of the DFT/GGAjun data and flyer data is still obtained with the semiempir-
EOS of Lenosky, Bickham, Kress, and Collihsiereafter ical tight-binding modef® However, these newb initio re-
referred to as LBKC-GGA. Following an initial calculation sults improve on the tight-binding model in the range of the
in the vicinity of the Hugoniot, local corrections to the gas-gun data and show only about 2% more compression at
LBKC-GGA EOS, 6E(p,T) and 6P(p,T), were obtained the higher pressures. Our results generally agree quite well
and used to iterate the density and temperature to a newith the linear-mixing model for compressions up to 4.4 and
prediction for a density and temperature along the principapressures up to 35 GPa. Beyond that point, which is in the
Hugoniot. This procedure converged very rapidly. In generalmidst of the dissociation phase in our calculations, our
these corrections were most significant in pressure with arlugoniot stiffens abruptly, consistent with the Sandia flyer

P,+P,

El_EO:T(VO_Vl)a 1)

increase in the range of 1-3 GPa. data and in disagreement with linear-mixing and the laser-
The results of the principal Hugoniot calculations aredriven shock data.
shown (starg in Fig. 3 along with gas-gun dat@quare®d Recent DFT/QMD shock simulatiofishave been able to

and uncertainty-weighted-average  flyer-plate datgproduce a softer Hugoniot response consistent with the laser-
(diamond$*). Shown for comparison are two chemical mod- driven data and linear-mixing model by employing the arti-
els: Kerley's 1998 revisior(Kerley98, solid 1iné% of his ficial electronic mass of the Car-Parrinello metffoas a free
earlier SESAME modél and Ross’ linear-mixing model parameter for modeling departures from the Born-
(dot-dashed lin®). These two models represent, more orOppenheimer surface. While this work is intriguing, there
less, the extremes of the many chemical models in terms akmains, as of this writing, no direct physical connection
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100 niot. The bound fraction is estimated by first counting, for a
. given snapshot in time, those nearest neighbors that have
® 80 remained, or will remain, nearest neighbors for a minimum
§ 60 of two deuterium vibron periods—about 22 fs. We then av-
& erage the results from many snapshots over the entire simu-
& 40 lation. For the solid line, the bound fraction is all nearest
§ neighbors (NN’s), not necessarily mutual, thus including
A 20 more complex clusters than dimers in the bound fraction.
0 The dashed line includes only mutual nearest neighbors
20 40 60 80 100 120 (MNN's), which restricts the population to dimers. Even at
Pressure along Hugoniot (GPa) the higher pressures, where the NN population is several

FIG. 4. The percentage of deuterium atoms that remain nez:\regtn,mS thg MNN population, the mstaptaneous population '_S
neighbors(solid line) or mutual nearest neighbofdashed lingfor still dominated by mutual nearest neighbors. Frequent colli-

a time greater than two vibron periods, plotted versus pressur8ions with other neighboring dimers and atoms make these
along the Hugoniot. mutual nearest neighbors short lived, without having as sig-
nificant an effect on the total nearest-neighbor count. In gen-
established between departures from the Born-Oppenheiméfal, one might further restrict the population to those nearest
surface engendered by the fictitious electronic mass and reBeighbors that are within some bond cutoff distance, perhaps
departures associated with excited states and close electrorif0 or three times the equilibrium atomic separation in the
and ionic time scales. dimer. However, for the densities considered here, bond cut-
Since the LBKC-GGA EOS is thermodynamically consis- Off distances beyond two times the dimer length were of
tent by construction, we generated thermodynamically conMinor consequence. A precise count of the bound atoms in
sistent corrections to the LBKC-GGA EOS that are consis0ur QMD simulations would require a complicated analysis
tent with our results and valid in the neighborhood of theOf the electronic wave function and correlated motion be-
principal Hugoniot above=20 GPa. The result is shown in tween neighboring atoms; the above analysis is far simpler
Fig. 3 as the short-dashed line and is generated With and gives results that capture well the behavior observable in
=Plgkc+oP and (E—Ep)=(E—Ep)iekct S(E—Ep),  animations. . L
where SP=1.8 GPa andin Ry/atom) Because of the added requirement of a finite lifetime, our
MNN bound fractions at higher pressures are lower than, but
5(E_ EO): — 5P V—0.007 18+—(0.0119_[(1-_7500)/6000? entirely consistent W|th, the results of earlier tlght-blnd|ng
and density-functional calculatiori$3’ The bound fractions
X[l_ef(T/4000)2]_0_0019_ found here as a function of density and temperature along
o ) ) our Hugoniot are in very good agreement with the results of
The pressure correction is \{vell approximated ywth a c.onstar‘mMC calculation® and Ross’ linear-mixing mod@ for the
increase of 1.8 GPa. The first term d(E — Eo) is required  same densities and temperatures. For a comparable density,
for thermodynamic consistency and the second term reflecty give 50% dissociation around 10000 K. The model of
the zero-point energy correction. This simpit not defini-  saumon and Chabrirgives somewnhat slower dissociation
tive) correction is sufficient everywhere in the neighborhoodyith temperature at comparable densiti€s0% around
of the principal Hugoniot except the dissociation regime,17000 K), and the fluid variational theofy gives signifi-
where thermodynamic behavior indicative %f a phase chang@antly slower dissociation with increasing temperature above
(9P14T)y<0, has previously been notéd® The LBKC- 15000 K, reaching 50% dissociation around 25000 K.
GGA EOS and our correction to it do not include this behav- gy eijther measure, nearest neighbor or mutual nearest
ior; however, it was demonstrated in Ref. 9 that the negativ@eighbor, peak compression along the Hugoniot occurs in the
pressure gradient diminishes with increasing system siz&jcinity of a bound fraction of 50%. The most rapid change
This regime is the one portion of the primary Hugoniot from bound to unbound takes place between 25 and 50 GPa.

where we observed significant size effects above 128 atomghese results are in good agreement with recent arguments
At 256 atoms the Hugoniot is slightly smoother near 35 GPgyresented by Nelli4?

and closer to the fit, but unfortunately the behavior between
128 atoms and 256 atoms is not monotonic; the Hugoniot
softened with increasing size before stiffening again, sug-
gesting an enhanced dependence on longer length scales—
not surprising in the vicinity of a phase change, in this in- In a recent papéYan alternative technique for probing the
stance the transition from a molecular to atomic fluid. density compression of shocked deuterium is presented that
In chemical models of dense hydrogen, the relative popupermits a more discriminating comparison of the data and
lations of molecules and atoms figure significantly in themodels. This method makes direct use of the timing of the
resulting equation of state and Hugoni@ee Ref. 35 for a reverberating shock waves in the shockedd reshocked
recent example and many additional referencébe esti- deuterium sample. In the following, we present the results of
mated fraction of atoms participating in bonds in our simu-high convergence DFT/QMD calculations of the shocked
lations is shown in Fig. 4 versus pressure along the Hugostates needed for comparison with the reverberation timing

IV. RESHOCK AND REVERBERATION
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FIG. 5. Atime-position diagram of the shock fronts and material FIG. 6. Calculated shock speeds in the sapptstarg plotted
interfaces for a reverberation timing experiment. versus the initial shock speed in the,.DAlso shown are model
calculations from Kerley98black line(Ref. 26] and linear mixing
data. These reverberation calculations require solutions to tHeray line (Ref. 28].
additional Hugoniot equations

for sapphire*! For D, reshock experiments it is customary to

E,—E,= Pot Pl(Vl—Vz) 2) plot the shock speed in the anvil versus the shock speed in
2 the D,. We show the results of these calculatigstarg in
and Fig. 6. The point corresponding to the lowest shock speed
shown(at 12.41 km/sis in the range of the gas-gun data and
Ps+P, corresponds to our point at a compression of 3.236 in Fig. 3.
E;—E,= 5 (V,—V3), €] For lower shock speeds the response is closer to that of the

linear-mixing model (gray ling, but for higher primary
where the subscripts 1, 2, and 3 refer to the first, second, arfflock speeds the response shifts over toward the stiffer Ker-
third shock, respectively. The relations betwegn u,, and ley98 model(black ling. This shift in character at the lower
plpo accompanying Eq(1) follow analogously in the rela- Shock velocities appears to be emerging in previous DFT/
tive (Lagrangian frame. A diagram of a reverberation ex- GGA calculations of deuterium reshockluminum anvil
periment is shown in Fig. 5see Ref. 4 for detailsA shock that were limited to primary shock velocities above 20
wave from the magnetically launched flyer plate travelskm/s*® PIMC results in the same paper remain nearer the
through the aluminum driver to impatatt,) the liquid D, SESAME curvez.7.PreIiminary sapphire reshock results from
which is backed by a sapphire anvil that also serves as g&andia's magnetically launched flyer experiments are in very
diagnostic window. The first shock reflects off the sapphiredo0d agreement with the results shown HEr&hat the re-
anvil att; and creates a reshock state in the Dhe second

shock in turn reflects off the aluminum driver, launching a 28
third shock that arrives back at the,{9apphire interface at
t,. 26

For the second- and third-shock states, a triad of simula-

tions ((pa.Ta):(pg,Ta),(pa,Tg)) is performed in the é 24
neighborhood of an initial guess, giving a local linear(ifit <

p andT) to the EOS. This permits a simple root solution on '9'3 27
the matching relations fdP, u,, and the Hugoniot relation, &

generating a new guess. This method generally converged § 20
within two iterations, requiring about four to six simulations &

for each data point. g 18
5

A. Reshock with a sapphire anvil § 16

For a set of eight points along the principal Hugoniot
chosen for direct comparison with Fig. 4 of Ref. 4, we start 14
by obtaining the reshock solutions. Since theadd sapphire
are in contact, the pressure and particle speed must be con- 12
tinuous at the interface. The reshocked deuterium pressure
P, and particle speedi,, consistent with Eq.(2) are
matched to that of sapphire shocked from its initial state of FiG. 7. Calculated reverberation timing ratistars compared
po=3.987 g/cmi. The sapphire shock response is given bywith magnetically launched flyer data and results of other simula-

P=poUsu,, where we use a sapphir&{,up) relationUs  tions and models as a function of the initiaj Bhock speed. Sym-
=1.24,+8.081 km/s extracted from SESAME EOS 7411 bols and lines as in Fig. 3.

25 275 3.0 325 35 375 40
t/t,
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700 = TABLE I. Simulation results used to construct Figs. 6—9. The
600 : table is organized into eight groups of three, corresponding to the
: three successive shocks for each of the eight reverberation calcula-
500 t tions.
Z 400 % -"
S 100 5 N U, (kmis) plpo P (GPa T(K)
B - g - Ug: 12.41 p1lpo: 3.236 P,: 18.13  T,: 3800
’__s' AT U 13.62 p2lpo: 6.526 P,: 69.67 T,: 5286
100 % _— " Ug: 16.28 p3lpo: 8.175 P, 129.1 T,: 6670
0 LmA®: 13.53 3.768 22.92 4400
4 3 8 /7 a8 4 0 U 15.97 7.214 101.1 7340
PrPo 17.43 8.889 171.4 8495
FIG. 8. Pressure versus compression ratio for the first, second,5.10 4.108 29.37 5500
and third shocks. The symbols on the first cufimvest compres- 18.15 7.719 137.2 9974
sion) correspond to the primary shock states listed in Table | in the;g g7 9.418 2225 11720
order of increasing pressure. The symbol sequence is repeated for
the second- and third-shock states to identify those corresponding 906'13 4.410 34.28 6600
the same primary shock, 19.90 8.116 170.1 12200
19.96 9.765 263.1 14010
sults shown here for the shock speed in sapphire are fastéB.00 4.462 42.87 8957
than those obtained with the linear-mixing model for lower21.72 8.262 207.8 16208
shock speeds is attributable to the combination of a primarg1.42 9.983 319.1 18574
shock response very similar to linear mixing in this range,»q 17 4.453 53.79 12000
followed by a somewhat stiffer reshock than linear mixing in 55 ¢ 8.314 2526 21442
our calculations. 23.09 10.10 386.0 24675
24.30 4.349 77.40 18300
B. Reverberation timing ratios 27.33 8.318 341.4 32135
Having obtained the reshock statds,(V,,P,), we pro-  25.96 10.20 517.5 37094
ceed to calculate the third shock states. For this third shockg.09 4.287 103.1 25000
the pressuréP; and particle speed,; consistent with Eq.  30.80 8.285 437.3 43188
(3) are matched to the aluminum response. Here we have thgs 91 10.27 664.7 50105

added complication that the aluminum response is not that of

solid aluminum at ambient. Rather, it is the shock response

of aluminum from the release state of the initial shock. Thisresults are rather insensitive to differences amongst the re-
requires a separate aluminum response curve for each initigpective equations of state used for these materials.

shock speed. For this aspect of the calculation we use the Following Ref. 4, we calculate the ratio of the initial
SESAME 3700 EOS for aluminuthito generate a set of shock transit time; to the reverberation timg ,

P(up;Ug) response curves for the aluminum reshocked
from its primary shock release state. These response curves t;

along with iterated solutions to E¢B) allow us to determine T
the third-shock state¢Since the aluminum and sapphire are '

t1— 1o

th—1y

POUsl(

1 1
p1iUs

p2Us3

-1

4

|

much stiffer than the shocked deuterium, the reverberatioghere thet; are the times, the; are the densities, and the
Us; are the relativeLagrangian shock speeds as shown in

50000 & Fig. 5. Examination of Eq(4) with respect to several differ-
ent equations of state indicates thhz~U,~1.1Ug, and
40000 A p>~1.9, with only minor variationg. The reverberation
i 7 timing ratio is therefore most sensitive to the density com-
&4 30000 pression in the first shockt;/t,~p;/po. Since Ug
= 50000 A ¢ 14 =P1/po/N1—pol/p1, the reverberation timing plot is
& A ‘-“‘\‘ qualitatively similar to a traditionalP(p) Hugoniot plot.
10000 g 4--"" .‘.,-0' The results of the reverberation timing ratio calculations
u-AY L 3 =0 are shown in Fig. 7 plotted against the primary deuterium
0 1 s g o 11 shock speed, with reproduced curves and data from Fig. 4 of
0/Po Ref. 4. The symbols and lines are the same as in Fig. 3,

however in this plot the full magnetically launched flyer

FIG. 9. Temperature versus compression ratio for the first, secdataset is shown, not the uncertainty-weighted averages. The

ond, and third shocks. Symbols arranged as in Fig. 8.

agreement between these results and the data from the flyer
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experiments is very good. The greatest disagreement appeaame primary shock Recall that the linear-mixing model

to be around the dissociation regime where our thermodywas tuned to match reshock temperatures from gas-gun
namically consistent fifinterpolated from select points for experimentg?3?

Fig. 7 and used here only for the first shpdifers from the

DFT/QMD result. This is evident in Fig. 7 around a shock V1. CONCLUSIONS

speed of 16 km/s. These new DFT/GGA results are in some- pensity-functional calculations of the principal Hugoniot,

what better agreement overall with the reverberation dat@aghock with a sapphire anvil, and reverberation timing ratios
than the tight-binding _results, .WhICh one would expect togre in very good agreement with gas-gun data and magneti-
deal less accurately with the highly compressed and ionizeglly |aunched flyer data for density, pressure, and where
deuterium in the second- and third-shock states. available, temperature. The remaining differences in com-

pression between these calculations and the flyer data are of
V. TEMPERATURE AND PRESSURE STATES the order of(3—5%, which is in the range of a small sys-

The pressure and temperature states achieved in the firdgmatic error in e't.heUS or up and not gnexpected with the
second, and third shocks for the points shown in Figs. 6 an pedance-matching technique. The differences between cal-

7 are shown in Figs. 8 and 9 with connecting lines drawn toculations of the reverberation timing ratios and the corre-

distinguish the three different shockiSee Table | for the spond'ing data are [argely consisten? with the principal Hugo-
precise numbers, along with the second and third Lagrangia ot dlffer_ences. Since the un_derlymg sources of error are
shock speedsFrom left to right in each figure the groups ifferent, it suggests that the differences are real. The region
correspond to the firstprincipal Hugoniol, second (re- of greatest difference is in the dissociation phase, where the
shock, and third shocks in that order. The ’same symbol Segelectronic gap between conduction and valence bands is still
guence is used in each case to indicate which points corréPeN bUt. thg.thermal .oc.cupatllon O.f conducthn bands is be-
spond to the same primary shock. Thus, the lowest point iffoming significant. This is a_3|tuat|on_ where improvements
each setsolid squarescorresponds to the first, second, and;fo the excr;ange zli_rlldlcotrrerllanon fun_cﬂqfn(aéxz:ct f?xcthang;\],
third shocks for the lowest primary shock speed in Fig. 6t0: (lexampe are ('j ely to avlet.a slgn;r:ca_n 't'ele?[ ton H €
(12.41 km/3, the solid triangles correspond to the next high- otal pressure and energy relative 1o the initial state. row-
est initial shock speed13.53 km/$, and so forth. Those ever, mcIudl_ng gxagt exchange In molecular.-dynam|cs calcu-
points that are represented with the same symbol as those behtlons of this size is a formidable undertaking.
the primary Hugoniot are, by definition, secondary and ter-
tiary Hugoniot points consistent with the reference state and
the primary Hugoniot state. The author would like to thank M. D. Knudson, J. R.
In all cases, we find some temperature increase with eachsay, T. A. Mehlhorn, L. A. Collins, and J. D. Kress for
shock. However, at the lowest point shown, which is at thenumerous stimulating discussions. The computations dis-
upper range of the gas-gun data, the temperature increasedsssed here were performed on Sandia’s C-Plant and QT
rather modest. The primary shock achieves a temperature @ompag-Alpha computer clusters. Sandia is a multiprogram
3800 K in excellent agreement with gas-gun d&tthe re-  laboratory operated by Sandia Corporation, a Lockheed Mar-
shock achieves a temperature of 5286 K, which is only 10%in Company, for the United States Department of Energy
higher than that predicted by the linear-mixing model for theunder Contract No. DE-AC04-94AL85000.
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