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Monte Carlo simulations of polydisperse ferrofluids: Cluster formation
and field-dependent microstructure
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We report on a Monte Carlo investigation of the microstructure of ferrofluids. The simulation parameters
were chosen so that they reflect as close as possible the real ferrofluid samples that have been characterized
experimentally. The consistency of the resulting equilibrium configurations with small-angle scattering data on
the original samples allows us to consider the simulation a good description of the actual microstructure. We
observe agglomerates consisting mainly of a small number of particles. The agglomeration probability is higher
the larger the particle radius is. But also small particles~radius smaller than 5 nm! take part in the cluster
formation. On applying an external magnetic field the agglomerates become elongated due to a rearrangement
of the particles and orient themselves parallel to the field lines. We present a statistical evaluation of agglom-
eration degree, cluster sizes, and cluster composition~sizes of clustered particles! as well as of the field-
dependent change of microstructure~orientation and shape anisometry of clusters!.
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I. INTRODUCTION

Ferrofluids are colloidal dispersions of magnetic mo
odomain nanoparticles in a carrier liquid.1,2 In order to avoid
permanent agglomeration, the particles are charged~ionic
ferrofluids! or coated with a surfactant layer~surfacted fer-
rofluids!. Nevertheless, attractive dipole-dipole and van
Waals interactions may lead to the formation of clusters. I
magnetic field, ferrofluids develop anisotropic macrosco
properties, including dielectric permittivity~magnetodielec-
tric effect3,4!, refractive index~magneto-optic effect5–7!, and
viscosity.8–11 Evidently, this must be due to a field-induce
anisotropic microstructure, i.e., due to the presence of n
spherical units~particles or clusters! having an orientation
parallel to the applied field. Thus, ferrofluids are a rare
ample of composite material, the microstructure of wh
can be altered in a continuous and reversible way via
external parameter~magnetic field!, while components and
mixture ratio remain unchanged. They are, therefore, of s
cial interest for the study of the correlation between mic
structure and macroscopic properties of heterogeneous m
rials.

The simulation of magnetic or, in general, dipolar flui
using Monte Carlo~MC! methods has been employed f
already more than 20 years in order to extract information
structure formation in such systems. Because of the lim
computer capacities, the early investigations were perform
on two-dimensional models.12–15Later, simulations were ex
tended to three dimensions: most authors consider mono
perse and purely dipolar systems, i.e., equally sized parti
with a repulsive core~soft or hard spheres! interacting solely
via long-range dipole-dipole forces.16–23Even in the absence
of an external magnetic field, aggregates~clusters! form.
These are dynamic units in that, depending on the rela
between the interaction potential and thermal energy, the
ticles can leave or join clusters. The microstructure depe
on volume filling factor and dipolar coupling strength~so-
0163-1829/2003/68~5!/054208~12!/$20.00 68 0542
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called aggregation parameter or thermal coupling parame!

l5
Ei

dd

2kBT
, ~1!

whereEi
dd denotes the dipole-dipole energy of two cluster

particles with parallel magnetic moments. For smalll>1,
i.e., in the so-called gas or vapor phase, some clusters
sisting of a few particles can form~dimers, trimers, etc.!.
With increasingl, i.e., with decreasing temperature or i
creasing particle size, the microstructure changes. There
two possible scenarios: the particles may align themselve
a nose-to-tail fashion, forming long chainlike structures.16–22

The other possibility, which was only recently observed
MC simulations of purely dipolar systems, is the loss of a
gregative stability resulting in decomposition into so-call
‘‘gaslike’’ and isotropic ‘‘liquidlike’’ phases~formation of
experimentally observable droplike aggregates! ~Ref. 23!.
For volume filling factors in the rangef 51 –10%, for ex-
ample, this transition occurs nearl53 ~see Fig. 8 in Ref.
23!. According to the theoretical model of Ref. 24 the com
petition between isotropic and anisotropic interactions de
mines the microstructure at highl: the orientationally aver-
aged potential energy,^E&, drives condensation in droplike
aggregates, while anisotropic dipolar interactions, i.e.,
deviation E2^E&, are responsible for chain formation. I
fact, simulations show that additional isotropic attracti
short-range interactions, such as van der Waals, favor liq
vapor coexistence~modelization via a Lennard-Jones pote
tial in Stockmeyer fluids25,26!. This picture changes when
magnetic field is applied: the forces between oriented m
netic dipoles are highly directional, so that the energy of
system cannot be greatly reduced by condensation t
denser isotropic fluid phase.27 Instead, clusters align alon
the field lines, i.e., depending on the microstructure eit
chains unfold and/or orient themselves or droplike agg
gates become elongated18,19,26~experimental studies indicat
©2003 The American Physical Society08-1
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the existence of anisometric structures, such as bundle
aggregates,28 that orient themselves in an external field28–31!.

Although the aforementioned simulations and mod
give a quite consistent picture of the dynamics in monod
perse fluids, they are not directly applicable to real ferrofl
ids, since these do not consist of equally sized spheres.
magnetic moment of a particle depends on its radius,m i

}Ri
3 , so that polydispersity in size implies altered intera

tions and thus has a direct effect on microstructure. For
ample, both experimental34 and theoretical35 studies indicate
that polydispersity finds expression in phase diagrams of
rofluids. Simulations of a hard-sphere fluid with a Gauss
distribution of particle sizes and thus dipole moments h
been carried out in the limit of strong and purely dipo
interactions~average aggregation parameter^l&avg56.25,
f 540%) ~Ref. 36!. They showed that polydispersity signifi
cantly reduces the spontaneous orientational order obse
in the ferroelectric phase of monodisperse models at h
densities and low temperatures. To our knowledge there
no detailed simulations in the range where real ferroflu
find their applications, i.e., at much lower concentrations a
at temperatures where the carrier liquid is not yet solidifi
so that̂ l&avg<1 ~in Ref. 37 simulated equilibrium configu
rations for systems at room temperature are shown, but
effect of polydispersity on the microstructure is not d
cussed!. Especially, the question arises, to what extent p
ticles of different sizes~radii Ri) take part in cluster forma
tion. This becomes clear when we rewrite the aggrega
parameter of Eq.~1! as31

l5S R1

Rlimit

R2

dC
D 3

. ~2!

HeredC denotes the center-to-center distance of the cluste
particles,

Rlimit5S m09kBT

4pM p
2 D 1/3

, ~3!

andM p is the saturation magnetization. A typical value for
real magnetite based ferrofluid at room temperature
Rlimit52.8 nm ~see Ref. 31!. Thermal stability of a cluster
requires at leastl>1, a condition that small particles wit
R1<l1/33Rlimit can never fulfill, whatever the sizeR2 of
the second particle is. Nanoparticles with radiusR1
54 –5 nm, a value that corresponds to the mean particle
in our ferrofluid samples~see below, Fig. 1!, can only form
pairs with l.1 when combined with rather large particle
that make up only a small portion of the size distribution~for
details we refer to Ref. 31!. Some theoretical models eve
favor a bidisperse approximation, where they distinguish
tween large particles forming aggregates and small parti
that remain in the individual nonaggregated state.9,32,33Nev-
ertheless, based on information on size distribution and
terparticle distances gained from two-dimensional sm
angle x-ray scattering~2D-SAXS!, we have shown that clus
ters in surfacted ferrofluids contain particles of all siz
there is no division in smaller single and larger agglome
ing particles~see also experiments on ionic ferrofluids
05420
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Ref. 34!. We thus concluded that the short range but stro
van der Waals forces must contribute significantly to the s
bility of the clusters. The effect of different particle sizes h
also been studied theoretically applying the density funct
approach to a bidisperse model system~a majority of small
particles,R1.4 nm, and a small portion of large particle
R2.8 nm).38 This gives some indications of what migh
happen also in polydisperse systems, although only lin
aggregates are considered: Under ‘‘real conditions,’’ i.e.
room temperature and for volume filling factors of 1–5%
the most typical topological cluster structure consists of sh
chains with 1–2 large particles in the middle and 1–2 sm
particles at the edges. All in all, a portion of 20–60%
small particles is aggregated. It is of practical relevance
obtain further information on the field-dependent geome
of clusters~number of particles, form, and orientation!. Their
size and shape distributions determineinter alia the rheo-
logical properties of magnetic fluids~see theoretical model
in Refs. 8–11 and experiments in Refs. 33,39!. Thus, poly-
dispersity is of twofold importance: with regard to sing
particles it affects the formation of agglomerates, the nonu
formity of which, in turn, has an impact on macroscop
properties.

Summarizing, it seems worthwhile to study in more det
the microstructure of polydisperse systems in the aforem
tioned range of concentration and interparticle forces. Es
cially, we are interested in size and form of the clusters a
in how anisotropy develops in an external magnetic field.
order to represent correctly the microstructure of real ferr
luids, we take both long-range magnetic dipole-dipole a
short-range van der Waals interactions into account. Mo
over, we model specific ferrofluid samples, i.e., we set
relevant physical parameters with reference to existing
rofluids: ~i! the concentration,~ii ! the particle-size distribu-
tion that reflects in the aforementioned interaction energ
~iii ! the particle magnetization, and~iv! the thickness of the
surfactant layer determining the closest approach dista
between the particles and thus the role played by the sh
range but strong van der Waals forces. All these param
values that enter the Monte Carlo simulation were justifi
by appropriate measurements or by literature or manufac
er’s data~Sec. II!. This way we are able to control whethe
the resulting equilibrium configurations are consistent w

FIG. 1. Volume-weighted size distribution of magnetite partic
in sample EMG 911, as determined through SAXS~Ref. 31!.
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MONTE CARLO SIMULATIONS OF POLYDISPERSE . . . PHYSICAL REVIEW B 68, 054208 ~2003!
experimental x-ray scattering data~Sec. V!. Finally, we
present a statistical evaluation of clusters in terms of s
composition, and field-induced elongation~Sec. VI!. In a
contribution to follow, we shall use these results to study
correlation between field-dependent microstructure and
macroscopically measured dielectric function in order
quantitatively explain the magnetodielectric effect.

II. SAMPLE SYSTEMS

In particular, we refer to surfacted ferrofluids consisti
of Fe3O4 nanoparticles in Isopar-m. The samples were pur
chased from Ferrofluidics GmbH, Nu¨rtingen, Germany and
were of the nominal types EMG 901, 905, 909, and 911
Table I the manufacturer’s data for the saturation magnet
tion MS and the results of density measurements for the v
ume fraction f in magnetite are shown. The table can
found in more detail and commented in Ref. 31. Using t
data we calculate the mean particle magnetizationM p
5MS / f 50.4025 T. Figure 1 shows the size distribution
the particles, which has been determined through SAX31

The mean radius of the particles isR̄. 4–5 nm and the size
distribution is rather broad, with a half width of 4–5 nm. Th
nanoparticles are covered with an oleic acid surfactan
chain length 2 nm. It stabilizes the colloid against perman
agglomeration, keeping the particles at distances at wh
their van der Waals potential is reduced to at most the o
of magnitude of the thermal energy.

2D-SAXS measurements in an external magnetic fi
gave us information on cluster formation as well as on
asphericity of the particles.31 Field-induced orientation o
single particles is well described, treating them, on an av
age, as rotational ellipsoids with a small axis ratioke f f
51.05, that are fully oriented above a saturation induction
Bs.0.3 T. The above axis ratio is an average value t
takes both the shape and the orientation into account,
either the particles are almost spherical or, if this is not
they do only partially orient along the field lines. The fir
possibility is supported by TEM investigations.30 2D-SAXS
also revealed the presence of clusters in the colloid, in wh
the mean center-to-center distance of adjacent particle
about 10 nm. Accordingly, the mean radius of clustered p
ticles is very close to the overall mean radius. The van
Waals interaction energy of such small particles can e

TABLE I. Saturation magnetizationMS , densityr, and volume
fraction f of magnetite for the experimentally characteriz
samples.

Ferrofluid Samples

MS(mT) r(g/cm3) f (%)

Isopar 0 0.78 0.0
EMG 911 10 0.88 2.4
EMG 909 20 0.98 4.8
EMG 905 40 1.19 9.9
EMG 901a 60 1.42 15.0
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exceed their magnetic dipole-dipole energy when they
separated by distances of the order of 1 nm.31

III. GEOMETRY AND INTERACTIONS OF PARTICLES

In this section we define the model used to describe
geometry and interactions of the system to be simulated.
consider a polydisperse ensemble of magnetite parti
(Fe3O4) covered with a surfactant layer of oleic acid spac
molecules@see Fig. 2~a!#. The magnetite core accounts fo
magnetic dipole-dipole and van der Waals interaction
tween particles, while the surfactant layer determines
steric interaction and defines a range of interparticle d
tances within clusters.

A. Magnetic core

As we mentioned in Sec. II, both SAXS~Ref. 31! ~indi-
rectly! and TEM ~Ref. 30! studies~directly! show that the
magnetite particles are in a good approximation of spher
shape. The small deviations observed should not affect c
siderably the interparticle interactions and thus the spa
distribution of particles. Therefore, the magnetic core can
simply represented as a hard sphere of radiusRi , carrying a
magnetic dipole momentumi u5(4/3)pRi

3M p , where M p

50.4025 T denotes the mean particle saturation magne
tion ~see Sec. II!. As mentioned in the Introduction, the de
gree of polydispersity may affect considerably the mic
structure. In our simulations we therefore use ensemble
particles with a size distribution of log-normal shape fittin
the actual size distributions of the samples~see Fig. 1 and
Ref. 31!. In order to obtain a good statistical representat

FIG. 2. ~a! Left: sketch of a magnetite particle of radiusRi and
magnetic momentm i , covered by a surfactant layer of oleic ac
spacer molecules. Right: the surfactant layer of each particl
modeled as a double layer consisting of an inner hard shell of ra
1.1Ri , covered by an outer soft shell of radius 1.2Ri . The latter
allows for a distribution of interparticle spacings in clusters.~b!
Left: a cluster of two magnetite particles with partially interpe
etrating surfactant layers. Right: the inner hard shell defines
minimum center to center distancer i j

min between the particles@see
Eq. ~7!#. The outer soft shell defines the maximum distancer i j

cluster

at which the particles still can be considered to form a cluster@see
Eq. ~6!#.
8-3
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TOBIAS KRUSE, ANNA SPANOUDAKI, AND ROLF PELSTER PHYSICAL REVIEW B68, 054208 ~2003!
with a limited number of particles, we setRmax510 nm.
These bigger particles make up for about 10% of the volu
The above procedure also avoids artificial giant dipole m
ments that do not exist in real ferrofluids, since huge p
ticles would not be magnetically monodomain.

The long-range dipole-dipole force governs the interp
ticle interactions at large particle distances. A particlei with
magnetic momentmi at positionr i will interact with the di-
pole fieldBj (r i) produced by a second particlej at r j . At a
center-to-center distancer i j 5ur j2r i u the potential energy is

Ei j
dd~r i j !52miBj~r i !

5
m0

4p S mimj

r i j
3

23
~mir i j !~mj r i j !

r i j
5 D . ~4!

At close surface approach the van der Waals~vdW! interac-
tion can be of the same order of magnitude. The poten
energy related to it,40

Ei j
vdW~r i j !52

AH

6
lnS r i j

2 2~Ri1Rj !
2

r i j
2 2~Ri2Rj !

2D
2

AH

6 F 2RiRj

r i j
2 2~Ri1Rj !

2
1

2RiRj

r i j
2 2~Ri2Rj !

2G ,

~5!

is proportional to the Hamaker constantAH . The estimation
of this constant is quite complicated,41 its value depending
on the dielectric properties of particles, surfactant, and c
rier liquid. For Fe3O4 particles in kerosine~Isopar-m) AH is
of the order of magnitude of 10219 J within an uncertainty
factor of three.1,30 Using a convergence criterion we hav
fixed a value ofAH50.5310219 J for our simulations~for
details see below!.

B. Surfactant layer

The inverted micelle structure of the surfactant lay
leaves enough free volume for a partial interpenetration
adjacent layers in clusters,42 as is schematically shown i
Fig. 2~b! ~left!. In addition, the surfactant chains can be e
tangled or tilted. TEM studies on ferrofluids30 have shown
that the surface-to-surface distance of magnetite particles
be as small as 0.7 nm, at least after removal of the ca
liquid. Of course, the interparticle separation in a cluster
vary. The chain length of the spacer molecules yields
upper limit of 232 nm, although our 2D-SAXS studies re
vealed a much lower average separation.31 In order to model
the two main functions of the surfactant layer, i.e., definin
minimum distance between the particles as well as allow
for the formation of nonpermanent agglomerates in a cer
range of distances, we chose a simple description as a
shell model~see Fig. 2, right!: two particles with magnetic
core radiiRi , Rj are considered as clustered, as soon as t
approach each other within a distancer i j

cluster, which corre-
sponds to contact of their surfactant shells~or the surfactant
molecules’ tails!. In this way we record thermally stable a
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well as fluctuating clusters, which is important since bo
types contribute to the average microstructure determin
macroscopic quantities such as the dielectric function.
define the radius of the surfactant shell for each molecui
equal to 1.2Ri , so that the clustering criterion is

r i j
cluster51.2~Ri1Rj ! ~6!

~note that such a static clustering criterion based on prox
ity of particles has also been used for monodispe
systems17,20,43!. For the biggest particles in our simulatio
Ri5Rj510 nm, this yields a value of 24 nm correspondi
to a surface-to-surface distance of 4 nm, i.e., twice the len
of the spacer molecules. The shell thickness and con
quently the interparticle spacing was chosen to be prop
tional to the radius of the magnetic core, reflecting the f
that smaller particles have a stronger surface curvature
thus a lower average surfactant density. This results i
higher free volume and should facilitate a better interpene
tion of adjacent layers in a cluster.

The particles are allowed to approach each other to
tances closer thanr i j

cluster, until they come to a distancer i j
min

at which the steric interaction does not allow a further int
penetration of the surfactant layers. In general, these s
interactions will depend on the exact distan
r i j e@r i j

min ,r i j
cluster# between two particles in contact. Neve

theless, for lack of a detailed microscopic theory we cho
the most simple model, i.e., a potential energy

Ei j
s ~r i j !5H ` if r i j ,r i j

min

0 otherwise,

defining the minimal center-to-center approach distance

r i j
min51.1~Ri1Rj !. ~7!

That is, regarding the steric repulsion the simulation pro
dure treats magnetic core and surfactant layer as a
sphere of radius 1.1Ri . With this choice, two particles o
mean radius R55 nm can approach to a minimal surface-t
surface distance of 1 nm, that is, comparable to that obse
in TEM studies~about 0.7 nm, see Ref. 30!. According to the
above, depending on the tilt of spacer molecules and on
interpenetration of surfactant layers, particles can form cl
ters in a range of distances@r i j

min ,r i j
cluster#5(Ri

1Rj )@1.1,1.2#.

C. Total potential energy of a particle

Summarizing, the particles in our simulations interact v
magnetic dipole-dipole, van der Waals, and steric forces
in addition, we consider an external magnetic field~uniform
magnetic inductionB), the total potential energy of eac
particle becomes

Ei
tot~r i ,mi !5(

j Þ i
$Ei j

s 1Ei j
vdW1Ei j

dd%2miB. ~8!

The above interactions determine the spatial distribution
particles as well as the orientation of their magnetic m
ments.
8-4
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IV. MONTE CARLO SIMULATION: ALGORITHM
AND CONVERGENCE

A. Algorithm

At first, we define a cubic cell with side lengthL of 20–25
times the mean particle radius, corresponding to 100–
nm. Depending on the concentration of the sample to
simulated, we distributeN particles in this volume (N
.140–1300): we choose randomly positionr i and orienta-
tion mi /umi u of each hard sphere of radius 1.1Ri , excluding
any overlap. In order to minimize edge effects, we set p
odic boundary conditions. Following the Metropol
algorithm44 we assume a random translation and rotation o
given particle and calculate the corresponding change of
tential energy,DEi @see Eq.~8! and below#. If the Boltzmann
factor exp(2DEi /kT) is greater than a random numberqi
P@0,1#, the attempt is accepted, otherwise the original p
ticle coordinates are restored. The maximal translation len
was chosen, so that the acceptance probability was 0.545 A
Monte Carlo step is a series ofN attempts, so that on averag
each particle is chosen once. After a number of Monte Ca
steps thermal equilibrium is reached, i.e., the total energ
all particles does not change significantly any more and
simulation is stopped. The results we present in the follow
Secs. V and VI~Figs. 6–14! were gained after averagin
over an adequate number of cells, so that the total numbe
particles simulated was about 3500, even at low filling fa
tors. This guarantees a sufficiently good statistical repres
tation of particle-size distribution and spatial configuratio

We have imposed periodic boundary conditions, but a
merical calculation of potential energies is only possible
a finite number of particles@see Eq.~8!#. Steric and van der
Waals interactions are short range, so that it is sufficien
take only contributions from particles within a distancer c
into account. This range was chosen equal to seven time
particle radius. A further increase did not change the res
~see also Ref. 46!. On the other hand, long-range dipol
dipole interaction cannot be neglected forr i j >r c , but it
would be too time consuming to sum up all contributio
from particles at large distances@see Eq.~4!#. Therefore, we
use the reaction-field method47,48 that is faster than the ofte
applied Ewald-Kornfeld summation technique.45,49 For r
.r c the sample is treated as a homogeneous medium.
exposed to the magnetic field produced by the particles
side the sphere and it reacts with a magnetic inductionBR

i ,
the so-called reaction-field. For a finite sample with dem
netizing factor 1/3 in an external inductionB, Eq. ~8!
becomes47,48,50

Ei
tot. (

j Þ i
r i j ,r c

$Ei j
s 1Ei j

vdW1Ei j
dd%2mi~BR

i 1B! ~9!

with

BR
i 5

2~me f f21!

2me f f11

m0

4pr c
3 (

j
r i j ,r c

mj . ~10!
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The effective permeabilityme f f depends on the total magne
tization of the simulation cell of volumeL3, so that

me f f511
m0

B

U(
k51

N

mkU
L3

. ~11!

The sum of all dipole moments is calculated self-consisten
in every Monte Carlo step, whereas atB50 we use an ex-
trapolated value.

B. Choice of Hamaker constant and convergence

The last open parameter for our simulations is the H
maker constantAH that determines the strength of van d
Waals interaction@Eq. ~5!#. As mentioned above, it is of the
order of 10219 J within an uncertainty factor of three.1,30

Figure 3 shows the total potential energy of a simulated s
tem of 500 particles as a function of Monte Carlo steps. F
the two lower valuesAH50.5310219 J and AH50.75
310219 J, the total energy converges to a stable value
ready after less than 104 steps, showing that the system h
reached dynamic equilibrium. On the contrary, forAH51.0
310219 J, particle interactions are very intense and form
tion of agglomerates leads to a slow and continuous decr
of energy. Even after 43105 steps no equilibrium is reached
Such an intense attractive van der Waals interaction wo
lead to complete agglomeration and phase separa
~agglomerates/carrier liquid!, which is not observed in fer-
rofluids of interest, including our samples. For our simu
tions we fix a value ofAH50.5310219 J, so that the mos
dense systems with 3500 particles reach thermal equilibr
after ca. 105 Monte Carlo steps. With this choice ofAH the
van der Waals energy of two equally sized clustered partic
at distancer i j

min equals their total kinetic energy at room
temperature, 2kBT @see Eqs.~5! and ~7!#.

FIG. 3. Total potential energy as a function of Monte Ca
steps: the convergence depends on the strength of van der W
interaction, i.e., on the choice of the Hamaker constantAH @see Eq.
~5!#.
8-5
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FIG. 4. Visualization of two simulated equi
librium configurations for sample EMG 911 (f
52.4%). Left side: without external magneti
field. Right side: at saturation inductionB
50.3 T. Note that particles crossing the wall of
simulation cell are also shown, so that the d
played volumes are slightly bigger thanL3.
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V. CONSISTENCY OF SIMULATED MICROSTRUCTURE:
A COMPARISON WITH EXPERIMENTAL

2D-SAXS DATA

In Figs. 4 and 5 we present Monte Carlo simulation sn
shots based on systems with filling factor and particle-s
distribution corresponding to those of samples EMG 911
EMG 909~volume filling factorsf 52.4% andf 54.8%, re-
spectively!. In zero fieldB50 the spatial distribution of the
particles appears to be isotropic. The particles group th
selves, though, in small clusters consisting of a few partic
Most of the larger particles with high dipole moments a
found to belong to clusters. Nevertheless, clusters also
tain small particles~see also the theoretical model in Re
38!. In an external magnetic induction of saturation,B5Bs
50.3 T, chainlike structures appear. These are similar
those found in other Monte Carlo simulations of polyd
perse systems at room temperature.37 The elongated agglom
erates are oriented with their axis parallel to the field dir
tion. This is how under the influence of a magnetic field t
microstructure of ferrofluids becomes anisotropic, a fact t
is reflected in their macroscopic properties as they are m
sured in SAXS, dielectric or rheological experiments. Befo
analyzing details of the resulting equilibrium configuration
such as size, composition, and shape of clusters~see below,
Sec. VI!, we have to control whether the spatial distributi
of particles corresponds to that in real ferrofluids. As a r
erence we use experimental 2D-SAXS data31 reflecting the
microstructure of the samples listed in Table I. The simu
tion output ~position, orientation, and volumes of the pa
05420
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-
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ticles! gives us all the information we need to calculate t
scattered intensity we would expect in a SAXS experime
This data is then compared to the measured intensities.

In small-angle x-ray scattering on a system ofN particles,
the scattered intensityI (h) as a function of the scatterin
vectorh is described by

I ~h!}S (
i

Fi
2~h!1(

iÞ j
Fi~h!F j~h!cos~hr i j ! D , ~12!

whereFi(h)5ViF i(h) is the product of the particle volum
Vi and its form factor.51 Although the particles have bee
modeled as spheres in the Monte Carlo simulations, we h
to correct for a small asphericity, due to the field-induc
orientation of single particles at highB ~see Ref. 31!, which
becomes noticeable in the measured intensity pattern
largeh values. Thus we use the form factor of orientation
ellipsoids51 with small axisRi and axis ratiok, whereas the
orientation of the longest axis of each particle is assume
coincide with that of its magnetic moment. We setk5ke f f
51.05, which is the effective axis ratio that we have pre
ously determined by analyzing our experimental 2D-SAX
data at saturation inductionBs50.3 T ~see Sec. II and Ref
31!. At B50 the above choice ofk is of no importance, since
single particles are randomly oriented. AtB>Bs it is only
correct if the simulation yields an almost complete orien
tion of single particles. We now calculate the intensity a
cording to Eq.~12! at scattering vectorshn52p(n/L) with
nPN* . In doing so we avoid nonphysical oscillation
8-6
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FIG. 5. Same as Fig. 4, for sample EMG 90
( f 54.8%).
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caused by the finite cubic simulation cell~volume scattering;
for details see Ref. 52!. As already mentioned above, a
results were gained after averaging over an adequate nu
of cells, so that the total number of particles simulated w
about 3500, even at low filling factors. All data shown re
to room temperature~300 K!.

In Fig. 6 we compare the measured intensity profileI (h)
of sample EMG 909 at zero magnetic field with a simula

FIG. 6. Double logarithmic plot of measured and simulated sc
tered intensities vs scattering vector for sample EMG 909 atB50
( f 52.4%). Apart from a scaling~multiplication with a constant! of
the simulated intensities no other data processing~e.g., fitting! has
been undertaken.
05420
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d

one. At high scattering vectorshR̄@1 the scattered intensity
is governed by single-particle scattering, a process that
pends on shape and orientation of particles@the first term in
Eq. ~12!#. At smaller scattering vectors also multiple scatt
ing contributes toI (h), reflecting the spatial arrangement
particles. The simulated curve is in good agreement with
measured one over the whole range of scattering vectors
higher particle concentrations~samples EMG 905 and 901a
not shown! the agreement is less good ath,0.4 nm21, i.e.,
in the rangehR̄,2 where interparticle interference effec
become important. Here the simulated curves yield inten
ties which are higher than the experimental ones by a fa
of approximately 1.5, indicating a deviation between real a
simulated particle configuration, at least in dense syste
Probably the simulation underestimates the formation
clusters. This may be caused by the choice of a too low va
for AH , which leads to underestimation of the van der Wa
forces. Another explanation would be the simplifications
our model, especially regarding cutting off the large vo
umes’ tail of the particle-size distribution. These bigger p
ticles possess high dipole moments and are responsible
strong dipole-dipole interactions, even in the absence o
magnetic field.

Next, we compare measurements and simulations fo
nonzero magnetic field, choosing the saturation value ofBs
50.3 T. Since we have used an experimentally determi
effective axis ratio in the calculation of the scattering curv
the simulated data will fit the measured ones in the ra

t-
8-7
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TOBIAS KRUSE, ANNA SPANOUDAKI, AND ROLF PELSTER PHYSICAL REVIEW B68, 054208 ~2003!
where single-particle scattering dominates (h.1 nm). But
an independent comparison of measurement and simula
is possible forh,1 nm21, where the SAXS data reflec
cluster formation. Figure 7 shows measurement and sim
tion results for sample EMG 909. We display scattered int
sities for scattering vectorsh parallel and perpendicular t
the magnetic field,I i(h) and I'(h) ~for details see Ref. 31!.
For both directions the simulated scattering intensity sho
qualitatively the same dependency on the scattering vecto
the experimentally measured one. Again, some quantita
deviations are observed at low scattering vectors, espec
for the perpendicular componentI' . Once again, we at
tribute this to the fact that the simulation underestimates
formation of agglomerates. Nevertheless, the overall ag
ment is quite satisfactory, allowing us to consider the mo
presented here as an approximation of real ferrofl
samples. We thus expect that particle arrangements gene
by our Monte Carlo simulations reflect the general featu
of the microstructure, i.e., they should enable us to study
effect of magnetic-field strength on the agglomeration p
cess, especially on size, composition, and form of cluste

VI. STATISTICAL ANALYSIS OF CLUSTERS: SIZE,
COMPOSITION, AND SHAPE

Macroscopic material properties of heterogeneous ma
als, as they are measured in experiments, reflect the t
averaged microstructure. In our case this is the fie
dependent spatial distribution~and orientation! of particles
and especially the average number, size, and form of c
ters. The latter information can be extracted from Mon
Carlo snapshots~equilibrium configurations like the ones i
Figs. 4 and 5!. With increasing filling factor it becomes mor
and more difficult to analyze and to distinguish differe
clusters in such 3D plots. Therefore, we proceed with a
tistic evaluation of clusters using the criterion of Eq.~6! ~see
Fig. 2!. In the following, we shall evaluate the size distrib
tion of clusters, their composition~inner-cluster polydisper-
sity! as well as their formation that reflects in a fiel
dependent shape anisometry.

FIG. 7. Simulated and measured scattering intensity parallel
perpendicular to a magnetic field with B50.3 T for sample
EMG909.
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A. Total agglomerated volume and size distribution of clusters

At first, we calculate the total fraction of clustered pa
ticles ā5Vclusters/Vparticles, i.e., the ratio of agglomerate
particle volume to the volume of all particles. The values a
displayed in Fig. 8. The higher the particle concentrat
~volume filling factor f ) the higher theā. There is a small
field dependence that we shall discuss later~see below, Fig.
13, and Sec. VI C!. Here we just want to state that in ou
samples 20%–80% of the particle mass is found to be
clusters.

The number of particles in these clusters can vary, as
MC snapshots in Figs. 4 and 5 already show. Analytical s
distributions have been calculated only for rigid chainli
clusters consisting of equally sized particles, i.e., either
monodisperse systems8 or for bidisperse systems, in whic
solely the fraction of large particles is allowed to for
clusters9 ~an assumption that is not fulfilled in our polydis
perse system; see the Introduction and the following secti!.
Therefore, we now evaluate the probabilityp(s) that a par-
ticle belongs to a cluster ofs particles @s51,2, . . . and
(sp(s)51]. This is the number of particles that are found
s-particle clusters divided by the total number of particle
The cases51 corresponds to single particles. Note that f
equally sized spheres the definition ofp(s) would corre-
spond to that of a volume-weighted cluster-size distributi
But in our polydisperse ferrofluid this is not exact, since t
mean particle volume in a cluster slightly depends ons ~see
the following section!. The probabilityp(s) is displayed in
Fig. 9~a! for the respective EMG samples. With increasi
particle concentration and thus agglomeration grade the f
tion of large clusters increases. In the most concentrated
rofluid (f 515%) there exist clusters with more than 10
particles. Nevertheless,p(s) decays with a rate much faste
than 1/s and the majority of clusters consists of a few pa
ticles~dimers, trimers, . . . !. This is comparable to what mos
theoretical models and simulations predict for monodispe
or bidisperse systems at room temperature and zero field,
a mean number of 1–3 particles per cluster.8,9,20,32,38Lower-

d FIG. 8. Total fraction of clustered particles ā
5Vclusters/Vparticles vs volume filling factor~particle concentra-
tion! for various samples at magnetic saturation inductionB
50.3 T.
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FIG. 9. ~a! The probability that a particle be
longs to a cluster ofs particles for B50.3 T.
Note that s51 corresponds to single particles
The higher the particle concentration~volume
filling factor f ), the higher the fraction of big
particles.~b! p(s) for f 52.5% andB50.3 T at
different temperatures. The lower the temper
ture, the higher the fraction of big clusters.
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ing the temperature and thus the thermal energy of parti
leads to a higher stability of clusters, so that bigger structu
can form@see Fig. 9~b!#.

B. Cluster composition: Polydispersity of clustered particles
and mean particle size

In this paragraph we focus on the question to what ex
particles of different sizes contribute to clusters. We consi
a total number ofN particles,N5*n(R)dR, a fractionNC
5*nc(R)dR of which forms clusters. Here the numbe
weighted size distributionn(R) denotes the number of pa
ticles of radiusR. A fraction nC(R) is clustered, i.e., has a
least one neighbor at a center-to-center distance smaller
r i j

cluster @see Eq.~6!#. Now let us define an agglomeratio
probability function,

a~R!5
nc~R!

n~R!
, ~13!

indicating the fraction of particles of sizeR belonging to
clusters (0<a(R)<1). Figure 10~a! shows a(R) for the
simulated systems atB50.3 T. There is only a small field
dependence that we shall discuss later@see Fig. 10~b!#. The
clustering probability becomes higher with increasing p
ticle size and increasing particle concentration. In order
control to what extent this effect is due to the higher dip
moment of the larger particles, we also conducted simu
tions on control systems having the same concentration
particle-size distribution but with no interparticle interactio
@Fig. 10~b!, lower curve#. The comparison shows that there
a mere geometrical effect due to the random positioning
05420
es
s

nt
r

an

-
o

-
nd

f

the particles in space: big particles have a larger surface
thus a higher probability that another particle will find itse
in their vicinity. Summarizing, larger particles have a stro
ger tendency to form agglomerates, both due to their h
dipole moment and their large surface. Returning to
samples with interactions, Fig. 10~a! shows that already at a
particle volume concentration of 4.8% and atB50.3 T, 75%
of the particles with radii of 10 nm belong to clusters, at ze
field even 90%~not shown!. But we have to keep in mind
that there are only a few particles of this size that make
solely a small portion of the clustered mass. Smaller p
ticles, which are more numerous and represent a higher
ume fraction~see Fig. 1!, have also a not negligible probabi
ity to agglomerate. For example, atf 54.8% about 25% of

particles with a radius equal to the mean radiusR̄54.5 nm
belong to clusters, atf 515% even 60%~values independen
of magnetic inductionB). Qualitatively, we can confirm the
picture given in the theoretical model of Ref. 38 describing
bidisperse system: most of the large and a considerable
tion of small particles is aggregated.

Next, we are interested in determining a mean parti
size of clustered particles. But not all clusters necessa
exhibit the same composition: the higher the number of p
ticles in a cluster,s, the higher the average volume of the
particles, Vp(s) ~see Fig. 11!. This behavior reflects the
aforementioned fact that big particles have a higher agglo
eration probability. As a consequence, clusters with ma
particles preferably form around big particles. Correspo
ingly, single particles (s51) have the smallest average siz
However, the variation is rather small, i.e.,Vp(s) is of the
me
FIG. 10. ~a! The fraction of particles belonging to a cluster@agglomeration probabilitya(R); see Eq.~13!# as a function of particle radius
R for different samples atB50.3 T. The higher the particle concentration, the higher the degree of agglomeration.~b! a(R) for the lowest
particle concentration atB50 andB50.3 T ~upper curves!. The lower curve refers to the simulation of a control system with the sa
concentration and distribution of particle sizes, but without any interactions~random spatial distribution of particles; see text!.
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TOBIAS KRUSE, ANNA SPANOUDAKI, AND ROLF PELSTER PHYSICAL REVIEW B68, 054208 ~2003!
order of the mean particle volume of all particles in the f
rofluid, Vp,tot. For the most part of the clustered mass~com-
pare with Fig. 9 for s>2) in all samples 0.853Vp,tot

<Vp(s)<1.453Vp,tot holds. This corresponds to mean rad
in s-particle clusters ofR(s).0.953R̄–1.13R̄. In other
words, the volume-weighted mean particle radius in clus
roughly equals the mean radius of all particles,R̄
.4 –5 nm~see Fig. 1!. Thus, our simulations confirm wha
we have previously measured in 2D-SAXS experiment31

although the agglomeration probability increases with
creasing particle size, a polydisperse ferrofluid cannot be
vided in two subsystems of small single particles and la
agglomerating particles. Single particles (s51) are, on an
average, rather small, but this does not imply at all that o
big particles form clusters. On the contrary, there is a su
ciently large portion of small particles taking part in clust
formation. Therefore, the polydispersity of particles refle
in the composition of clusters.

C. Field-dependent cluster formation and shape anisometry
of clusters

Since we want to characterize the average shape of c
ters in a simple way, we evaluate their elongation para
(Dx) and perpendicular to the field axis (Dy). In order to
take the irregularity of cluster forms into account, contrib
tions of clustered particles are volume-weighted. In field
rection, this reads for a given cluster as

Dx5

(
j 51

s

uxj2xcuVj

(
j 51

s

Vj

, ~14!

FIG. 11. Ratio of average particle volume in a cluster,Vp(s),
over the overall average particle volume,Vp,tot, vs the number of
particles in a cluster,s. In order to show more clearly the influenc
of cluster size, we display curves corresponding to systems
different concentrations but having the same size distribution~that
of sample EMG 911!. s51 corresponds to single particles.
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wheres>2 is the number of particles belonging to the clu
ter, xj andVj denote position and volume of particlej, and
xc5( j 51

s xjVj /( j 51
s Vj is the coordinate of the cluster’s cen

ter of gravity along the field axisx̂. Dy is calculated corre-
spondingly. These volume-weighted elongations are not to
confused with the absolute extension of a cluster. For
ample, taking a linear chain consisting of a big particle of
nm diameter with an 8 nm particle at each side we obtai
chain length ofl 536 nm but Dx.1.6 nm. Note that the
relation betweenl andDx strongly depends on the degree
polydispersity. Only for linear chains of monodisperse p
ticles there is a simple relation allowing one to determine
chain length:l .4Dx holds in a good approximation fors
.1 (l 54.5Dx at s53). But as already mentioned we do n
want to restrict the data evaluation to linear chains and t
we use the above volume-weighted extensions. For the c
ter sizes we refer to Fig. 9.

In Fig. 12 we display number-weighted average valu
Dx andDy for our samples. The higher the particle conce
tration the bigger the clusters. At zero fieldDx5Dy holds,
i.e., single clusters, which are surely not perfectly spher
~isometric!, have a random orientation. With increasing ma
netic field Dx increases whileDy decreases. Partly this i
due to an alignment of clusters in field direction. In additio
there is a rearrangement of particle positions in clusters.
latter process reflects in the field dependence of the clust
mass fractionā ~see Fig. 13!: increasing the magnetic induc
tion up to its saturation value leads to a 10% decrease of
agglomerated mass@a comparison with Fig. 10~b! shows that
especially larger particles with radiiR.5 nm contribute to
this field dependence#. At first glance this seems surprising
but it is just a consequence of the anisotropic characte
dipolar interactions between particles whose magnetic m
ments are aligned: while the attraction is reinforced wh

th

FIG. 12. Cluster elongations parallel (Dx, upper curves! and
perpendicular (Dy, lower curves! to a magnetic inductionB5Bx .
The displayed average values are number weighted and incr
with increasing particle concentration of the samples. The rang
magnetic induction,B50 –0.3 T, corresponds to a range of Lang
vin parametersmavH/kBT50 –12.4, wheremav is the dipole mo-
ment of a particle with average radius 5 nm~see Sec. III A!.
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MONTE CARLO SIMULATIONS OF POLYDISPERSE . . . PHYSICAL REVIEW B 68, 054208 ~2003!
nose-to-tail-like chains form, lateral particles are repelled
that the perpendicular cluster extensionDy as well as the
volume fraction of agglomerated particles decrease~Figs. 12
and 13!. The cluster extension in field direction increas
both due to the above rearrangement of particles and du
field-dependent cluster orientation~Fig. 12!.

The field dependence of shape anisometry, i.e., the r
Dx/Dy is displayed in Fig. 14. It follows qualitatively th
Langevin function describing the magnetization of param
netic systems. With increasing magnetic field agglomera
become elongated with their longer dimension in the dir
tion of the field. The changes in the cluster shape reach s
ration at magnetic fields of the order of 0.3 T, which is a
the saturation field for the magnetization of the stud
ferrofluids.31 Simulations for samples with identical size di
tribution reveal that thermal disorder~increase of tempera
ture! or a higher particle concentration~increase of cluster
size! leads to a decrease of shape anisometry~not shown!.

The above field-dependent anisometry valuesDx/Dy(B)
have been obtained by averaging over clusters of all s
~see Fig. 9!. They reflect both geometrical form and orient
tion. The knowledge of these parameters is of practical
evance, especially in nonequilibrium flow situations: t
field-dependent viscosity of ferrofluids, for example, d
pends on the polydispersity of clusters8,9 and is even an ex
plicit function of the cluster shape.10,11Nonspherical agglom-
erates are often described in terms of axis ratios. Depen
on the fluids studied, the measured properties, and the t
retical models/approximations used for the data evaluat
values in the range 1–2 can be found in t
literature.10,28,32,39,53

FIG. 13. Total fraction of clustered particles vs magnetic ind
tion for sample EMG 909.
-
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VII. CONCLUSIONS

We have presented Monte Carlo simulations of ferroflu
using parameters based on existing ferrofluid samples
taking magnetic dipole-dipole, van der Waals, and steric
teractions as well as the polydispersity of the samples
account. The obtained equilibrium configurations were fou
consistent with experimental 2D-SAXS data, a fact show
that the simulations allow us to gain information on the m
crostructure of real polydisperse systems. Even in the
sence of a magnetic field a large number of the partic
forms clusters. These consist mostly of a small number
particles, but in the most concentrated systems clusters o
to 100 particles exist. Although the majority of single pa
ticles are of small radii and the agglomeration probabil
increases with increasing particle size, there is a sufficie
large fraction of small particles taking part in cluster form
tion. As a consequence, the mean radius of clustered part
is approximately equal to the overall mean particle radiusR̄.
There is no division in two subsystems of small single p
ticles and large agglomerating particles. The change of
crostructure in an applied magnetic field is due to both
orientation of clusters and to the increase of their shape
sometry.
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FIG. 14. Average shape anisometry of clusters as a functio
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