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Monte Carlo simulations of polydisperse ferrofluids: Cluster formation
and field-dependent microstructure
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We report on a Monte Carlo investigation of the microstructure of ferrofluids. The simulation parameters
were chosen so that they reflect as close as possible the real ferrofluid samples that have been characterized
experimentally. The consistency of the resulting equilibrium configurations with small-angle scattering data on
the original samples allows us to consider the simulation a good description of the actual microstructure. We
observe agglomerates consisting mainly of a small number of particles. The agglomeration probability is higher
the larger the particle radius is. But also small partidleslius smaller than 5 nprtake part in the cluster
formation. On applying an external magnetic field the agglomerates become elongated due to a rearrangement
of the particles and orient themselves parallel to the field lines. We present a statistical evaluation of agglom-
eration degree, cluster sizes, and cluster composisares of clustered particless well as of the field-
dependent change of microstructcgientation and shape anisometry of clusters
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[. INTRODUCTION called aggregation parameter or thermal coupling parameter
Ferrofluids are colloidal dispersions of magnetic mon- Eﬁ’d
odomain nanopatrticles in a carrier liqdidIn order to avoid A= 1)

permanent agglomeration, the particles are char@emuic 2ksT

ferrofluid9 or coated with a surfactant layésurfacted fer- hereEd g he dinole-dinol f | d
rofluids). Nevertheless, attractive dipole-dipole and van der’”’ e_rel I _ehnotesltl (Ia Ipole-dipole energy: two ¢ uitere
Waals interactions may lead to the formation of clusters. In Epartl_c et?] wit paﬁade magnetic morr?ents. or s 'Iiajt ’
magnetic field, ferrofluids develop anisotropic macroscopid'?". In the so-cafled gas or vapor phase, some Cclusters con-

. ) . . . o . sisting of a few particles can forrfdimers, trimers, etg.
properties, including dielectric permittivitymagnetodielec-

. oo ' With increasing\, i.e., with decreasing temperature or in-
A ; 7 ) ;
tr.|c eﬁi;f_l)l’ IrEefrdacut\l/e [[r;]tjeﬂmatg]getcc)i opt;c efffg élfd)', %nd d creasing particle size, the microstructure changes. There are
VIScosity. vidently, this must be due 1o a field-induced ,, possible scenarios: the particles may align themselves in

anisotropic microstructure, i.e., due to the presence of nory y,qe to.tail fashion, forming long chainlike structute€?
spherical units(particles or clustejshaving an orientation The other possibility, which was only recently observed in
parallel to the applied field._ Thus, fer_rofluids are a rare ex\\c simulations of purely dipolar systems, is the loss of ag-
ample of composite material, the microstructure of whichgyregative stability resulting in decomposition into so-called
can be altered in a continuous and reversible way via afgaslike” and isotropic “liquidlike” phases (formation of
external parametefmagnetic fieldi, while components and experimentally observable droplike aggregatéRef. 23.
mixture ratio remain unchanged. They are, therefore, of speFor volume filling factors in the rangé=1-10%, for ex-
cial interest for the study of the correlation between micro-ample, this transition occurs near=3 (see Fig. 8 in Ref.
structure and macroscopic properties of heterogeneous mat3). According to the theoretical model of Ref. 24 the com-
rials. petition between isotropic and anisotropic interactions deter-
The simulation of magnetic or, in general, dipolar fluids mines the microstructure at high the orientationally aver-
using Monte Carlo(MC) methods has been employed for aged potential energyE), drives condensation in droplike
already more than 20 years in order to extract information oraggregates, while anisotropic dipolar interactions, i.e., the
structure formation in such systems. Because of the limitedleviation E—(E), are responsible for chain formation. In
computer capacities, the early investigations were performethct, simulations show that additional isotropic attractive
on two-dimensional modelé*°Later, simulations were ex- short-range interactions, such as van der Waals, favor liquid-
tended to three dimensions: most authors consider monodisapor coexistencémodelization via a Lennard-Jones poten-
perse and purely dipolar systems, i.e., equally sized particleial in Stockmeyer fluid$?9. This picture changes when a
with a repulsive corésoft or hard sphergsnteracting solely magnetic field is applied: the forces between oriented mag-
via long-range dipole-dipole forcé8-23Even in the absence netic dipoles are highly directional, so that the energy of the
of an external magnetic field, aggregat@tusters form.  system cannot be greatly reduced by condensation to a
These are dynamic units in that, depending on the relatiodenser isotropic fluid phagé.Instead, clusters align along
between the interaction potential and thermal energy, the pathe field lines, i.e., depending on the microstructure either
ticles can leave or join clusters. The microstructure dependshains unfold and/or orient themselves or droplike aggre-
on volume filling factor and dipolar coupling strengtéo-  gates become elongatéd®?5(experimental studies indicate
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the existence of anisometric structures, such as bundlelike w®)
aggregate$® that orient themselves in an external fiélc). 910"

Although the aforementioned simulations and models 810"
give a quite consistent picture of the dynamics in monodis- 710"
perse fluids, they are not directly applicable to real ferroflu-  6.10"
ids, since these do not consist of equally sized spheres. The s.o»
magnetic moment of a particle depends on its radjus, £.10%
ocRi3, so that polydispersity in size implies altered interac- 5.
tions and thus has a direct effect on microstructure. For ex- , ;g
ample, both experiment4land theoreticdP studies indicate
that polydispersity finds expression in phase diagrams of fer- . N .
rofluids. Simulations of a hard-sphere fluid with a Gaussian 0 2 4 6 8 10 12 14 16 18 20
distribution of particle sizes and thus dipole moments have Particle Radius R [nm]

been carried out in the limit of strong and purely dipolar g 1. volume-weighted size distribution of magnetite particles
interactions (average aggregation parameteV),,q=6.25,  in sample EMG 911, as determined through SAKRES. 31).

f=40%) (Ref. 36. They showed that polydispersity signifi-

cantly reduces the spontaneous orientational order observegkf, 34. We thus concluded that the short range but strong
in the ferroelectric phase of monodisperse models at highyan der Waals forces must contribute significantly to the sta-
densities and low temperatures. To our knowledge there arility of the clusters. The effect of different particle sizes has
no detailed simulations in the range where real ferrofluidsaiso been studied theoretically applying the density function
find their applications, i.e., at much lower concentrations an%pproach to a bidisperse model Systéﬁrmajority of small

at temperatures where the carrier liquid is not yet solidifiedparticles,R,=4 nm, and a small portion of large particles,
S0 that(\ )a,g<1 (in Ref. 37 simulated equilibrium configu- R,~8 nm) 38 This gives some indications of what might
rations for systems at room temperature are shown, but thgappen also in polydisperse systems, although only linear
effect of polydispersity on the microstructure is not dis- aggregates are considered: Under “real conditions,” i.e., at
cussegl Especially, the question arises, to what extent parropom temperature and for volume filling factors of 1-5%,
ticles of different sizesradii R;) take part in cluster forma-  the most typical topological cluster structure consists of short
tion. This becomes clear when we rewrite the aggregatioghains with 1-2 large particles in the middle and 1-2 small

BN /S

parameter of Eq(1) as™ particles at the edges. All in all, a portion of 20—60% of
3 small particles is aggregated. It is of practical relevance to
)\:< Ry &) @) obtain further information on the field-dependent geometry

Riimit de/ of clusters(number of particles, form, and orientatjoi heir

) sjze and shape distributions determinéer alia the rheo-
Her(_edc denotes the center-to-center distance of the cluster%gicm properties of magnetic fluidsee theoretical models
particles, in Refs. 8—11 and experiments in Refs. 33,3Ehus, poly-
3 dispersity is of twofold importance: with regard to single
3) particles it affects the formation of agglomerates, the nonuni-
' formity of which, in turn, has an impact on macroscopic
properties.
andM, is the saturation magnetization. A typical value fora Summarizing, it seems worthwhile to study in more detail
real magnetite based ferrofluid at room temperature ishe microstructure of polydisperse systems in the aforemen-
Riimit=2.8 nm(see Ref. 3L Thermal stability of a cluster tioned range of concentration and interparticle forces. Espe-
requires at leask=1, a condition that small particles with cially, we are interested in size and form of the clusters and
Ri=<\"®XR,mi; can never fulfill, whatever the sizR, of in how anisotropy develops in an external magnetic field. In
the second particle is. Nanoparticles with radik®  order to represent correctly the microstructure of real ferrof-
=4-5 nm, a value that corresponds to the mean particle sizeids, we take both long-range magnetic dipole-dipole and
in our ferrofluid samplegsee below, Fig. }l can only form  short-range van der Waals interactions into account. More-
pairs withA>1 when combined with rather large particles over, we model specific ferrofluid samples, i.e., we set all
that make up only a small portion of the size distributifor ~ relevant physical parameters with reference to existing fer-
details we refer to Ref. 31 Some theoretical models even rofluids: (i) the concentration(ii) the particle-size distribu-
favor a bidisperse approximation, where they distinguish betion that reflects in the aforementioned interaction energies,
tween large particles forming aggregates and small particle@ii ) the particle magnetization, arit/) the thickness of the
that remain in the individual nonaggregated sfate>3Nev-  surfactant layer determining the closest approach distance
ertheless, based on information on size distribution and inbetween the particles and thus the role played by the short-
terparticle distances gained from two-dimensional smalrange but strong van der Waals forces. All these parameter
angle x-ray scatterin@D-SAXS), we have shown that clus- values that enter the Monte Carlo simulation were justified
ters in surfacted ferrofluids contain particles of all sizes:by appropriate measurements or by literature or manufactur-
there is no division in smaller single and larger agglomerater’s data(Sec. I). This way we are able to control whether
ing particles(see also experiments on ionic ferrofluids in the resulting equilibrium configurations are consistent with

Ho9KsT
47M}

limit —
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TABLE I. Saturation magnetizatiokl g, densityp, and volume
fraction f of magnetite for the experimentally characterized
samples.
Ferrofluid Samples a)
Mg(mT) p(g/lem®) f(%)
Isopar 0 0.78 0.0
EMG 911 10 0.88 2.4
EMG 909 20 0.98 4.8
EMG 905 40 1.19 9.9 '
EMG 901a 60 1.42 15.0
b)

experimental x-ray scattering dat®@ec. V). Finally, we

present a statistical evaluation of clusters in terms of sizema netic momente. . covered by a surfactant laver of oleic acid

composition, and field-induced elongatigSec. V). In a 9 b, , y y o
spacer molecules. Right: the surfactant layer of each particle is

contrlbu_tlon to follow, yve shall use thes‘? results to study themodeled as a double layer consisting of an inner hard shell of radius
correlation between field-dependent microstructure and the .o~ . ceq by an outer soft shell of radius R,2 The latter
. Nl I

macroscopically measured dielectric function in order toallows for a distribution of interparticle spacings in clusteis).

FIG. 2. (a) Left: sketch of a magnetite particle of radiRs and

quantitatively explain the magnetodielectric effect. Left: a cluster of two magnetite particles with partially interpen-
etrating surfactant layers. Right: the inner hard shell defines the
Il. SAMPLE SYSTEMS minimum center to center distancf" between the particleisee

Eq. (7)]. The outer soft shell defines the maximum distarfgf“é?‘e’

In particular, we refer to surfacted ferrofluids consisting@t which the particles still can be considered to form a clustee
of F&;O, nanoparticles in Isopan. The samples were pur- Eq. (6)].
chased from Ferrofluidics GmbH, Wingen, Germany and . . )
were of the nominal types EMG 901, 905, 909, and 911. irexceed their magnetic dipole-dipole energy when they are
Table | the manufacturer’s data for the saturation magnetizaSeParated by distances of the order of 1%m.
tion Mg and the results of density measurements for the vol-
ume fractionf in magnetite are shown. The table can be Ill. GEOMETRY AND INTERACTIONS OF PARTICLES
found in more detail and commented in Ref. 31. Using this

X . In this section we define the model used to describe the
data we calculate the mean particle magnetizatidp

. . R eometry and interactions of the system to be simulated. We

—M¢/f=0.4025 T. Figure 1 shows the size distribution of 9% . . :

the Sarticles which hgs been determined through SAXS consider a polydisperse ensemble of magnetite particles
' " (F&0,) covered with a surfactant layer of oleic acid spacer

The mean radius of the particlesRs= 45 nm and the sizé mqjecules[see Fig. 2a)]. The magnetite core accounts for
distribution is rather broad, with a half width of 4—5 nm. The magnetic dipole-dipole and van der Waals interaction be-
nanoparticles are covered with an oleic acid surfactant ofyeen particles, while the surfactant layer determines the

chain length 2 nm. It stabilizes the colloid against permaneneric interaction and defines a range of interparticle dis-
agglomeration, keeping the particles at distances at whicfyces within clusters.

their van der Waals potential is reduced to at most the order
of magnitude of the thermal energy.

2D-SAXS measurements in an external magnetic field
gave us information on cluster formation as well as on the As we mentioned in Sec. I, both SAX&ef. 31 (indi-
asphericity of the particle¥. Field-induced orientation of rectly) and TEM (Ref. 30 studies(directly) show that the
single particles is well described, treating them, on an avermagnetite particles are in a good approximation of spherical
age, as rotational ellipsoids with a small axis rakg;;  shape. The small deviations observed should not affect con-
=1.05, that are fully oriented above a saturation induction ofsiderably the interparticle interactions and thus the spatial
B.=0.3 T. The above axis ratio is an average value thadistribution of particles. Therefore, the magnetic core can be
takes both the shape and the orientation into account, i.esimply represented as a hard sphere of raBiuscarrying a
either the particles are almost spherical or, if this is not somagnetic dipole moment/ui|=(4/3)7rRi3Mp, where M,
they do only partially orient along the field lines. The first =0.4025 T denotes the mean particle saturation magnetiza-
possibility is supported by TEM investigatiofs2D-SAXS  tion (see Sec. )l As mentioned in the Introduction, the de-
also revealed the presence of clusters in the colloid, in whiclygree of polydispersity may affect considerably the micro-
the mean center-to-center distance of adjacent particles &ructure. In our simulations we therefore use ensembles of
about 10 nm. Accordingly, the mean radius of clustered parparticles with a size distribution of log-normal shape fitting
ticles is very close to the overall mean radius. The van dethe actual size distributions of the samplsse Fig. 1 and
Waals interaction energy of such small particles can evelRef. 3]). In order to obtain a good statistical representation

A. Magnetic core
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with a limited number of particles, we s®..,=10 nm.  Wwell as fluctuating clusters, which is important since both
These bigger particles make up for about 10% of the volumelypes contribute to the average microstructure determining
The above procedure also avoids artificial giant dipole momacroscopic quantities such as the dielectric function. We
ments that do not exist in real ferrofluids, since huge pardefine the radius of the surfactant shell for each moletule

ticles would not be magnetically monodomain. equal to 1.1, so that the clustering criterion is
_ The Iong—.range dlpole—dlpc_)le fo_rce governs the_ interpar- celuster_ ) R 4 R) ®
ticle interactions at large particle distances. A partickéth ij AT

magnetic momenj; at positionr; will interact with the di-  (note that such a static clustering criterion based on proxim-

pole fieldB;(r;) produced by a second partidletr;. Ata jyy of particles has also been used for monodisperse
center-to-center distancg; = |r;—r;| the potential energy is  system&2°43. For the biggest particles in our simulation,

dd B Ri=R;=10 nm, this yielc_js a value of 24 nm co_rresponding

Eij (rij) = — miBj(ri) to a surface-to-surface distance of 4 nm, i.e., twice the length

of the spacer molecules. The shell thickness and conse-

(4) quently the interparticle spacing was chosen to be propor-
tional to the radius of the magnetic core, reflecting the fact

that smaller particles have a stronger surface curvature and

At close surface approach the van der WdatV) interac-  thus a lower average surfactant density. This results in a
tion can be of the same order of magnitude. The potentighigher free volume and should facilitate a better interpenetra-

Mi M _o(ﬂirij)(ﬂjrij)
3 7 5
ij ij

_ o
4

r r

energy related to it} tion of adjacent layers in a cluster.
The particles are allowed to approach each other to dis-
Saw Ay (15— (Ri+R)? tances closer tharf/"*'*", until they come to a distanagl""
B (rij)=— ?I” m at which the steric interaction does not allow a further inter-
4 b penetration of the surfactant layers. In general, these steric
A 2RR; 2RR; interactions  will depend on the exact distance
“ 5l >t 3 5| rije[ri’}"“,rfj'”“er] between two particles in contact. Never-
ri—(Ri+R)” rjj—(Ri—Ry) theless, for lack of a detailed microscopic theory we choose
(5)  the most simple model, i.e., a potential energy
is proportional to the Hamaker constaly . The estimation o if <"
of this constant is quite complicatétljts value depending ES(rijp)= 0 otherwise

on the dielectric properties of particles, surfactant, and car-
rier liquid. For FgO, particles in kerosinélsoparm) A, is  defining the minimal center-to-center approach distance as
of the order of magnitude of I3° J within an uncertainty .

factor of three®® Using a convergence criterion we have ri"=1LUR+R). (7)
fixed a value ofAy=0.5x10"°J for our simulationgfor

) That is, regarding the steric repulsion the simulation proce-
details see below garding p p

dure treats magnetic core and surfactant layer as a hard
sphere of radius 1R;. With this choice, two particles of
B. Surfactant layer mean radius R5 nm can approach to a minimal surface-to-
The inverted micelle structure of the surfactant |ayer_surface distgnce of 1 nm, that is, comparable to_that observed
leaves enough free volume for a partial interpenetration of? TEM studiesabout 0.7 nm, see Ref. BAccording to the
adjacent layers in clustefd,as is schematically shown in aPove, depending on the tilt of spacer molecules and on the
Fig. 2(b) (left). In addition, the surfactant chains can be en-interpenetration of surfactant layers, partpclesI can form clus-
tangled or tilted. TEM studies on ferrofluffshave shown ters in a range of distances[r{j"",rij"*'**=(R,
that the surface-to-surface distance of magnetite particles cahR;)[1.1,1.2.
be as small as 0.7 nm, at least after removal of the carrier
liquid. Of course, the interparticle separation in a cluster can C. Total potential energy of a particle

vary. The chain length of the spacer molecules yields an g mmarizing, the particles in our simulations interact via

upper limit of 2x2 nm, although our éOD'SAXS studies re- magnetic dipole-dipole, van der Waals, and steric forces. If,
vealed a much lower average separatiom order to model i, aqgition, we consider an external magnetic fieidiform

th? two mai_n functions of the surfactgnt layer, i.e., defining %agnetic inductionB), the total potential energy of each
minimum distance between the particles as well as allowin

for the formation of nonpermanent agglomerates in a certai

range of distances, we chose a simple description as a two-

shell model(see Fig. 2, right two particles with magnetic Ef°'(ri ) =2 {E5+E+E% — wB. (8)
core radiiR;, R; are considered as clustered, as soon as they 7

approach each other within a distam?ﬁé‘sre’, which corre-  The above interactions determine the spatial distribution of
sponds to contact of their surfactant shétis the surfactant particles as well as the orientation of their magnetic mo-
molecules’ tail$. In this way we record thermally stable as ments.

article becomes
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IV. MONTE CARLO SIMULATION: ALGORITHM -1
AND CONVERGENCE

A. Algorithm

At first, we define a cubic cell with side lengthof 20—-25
times the mean particle radius, corresponding to 100-15CG;, 4|

nm. Depending on the concentration of the sample to be= EMG 911 (f=2.4%) o,

simulated, we distributeN particles in this volume I | sp BT - A, .
=140-1300): we choose randomly positignand orienta- e o A— ;

tion w; /|| of each hard sphere of radius B;1 excluding 6 A=LO010PT ---- g5 |

any overlap. In order to minimize edge effects, we set peri- T T T Y

odic boundary conditions. Following the Metropolis “100 1000 10000 100000 1e+06
algorithnf* we assume a random translation and rotation of a Monte Carlo steps

given particle and calculate the corresponding change of po- . .

tential energyAE; [see Eq(8) and below. If the Boltzmann FIG. 3. Total potential energy as a function of Monte Carlo

factor expAE;/kT) is greater than a random number _steps: t_he convergence dgpends on the strength of van der Waals
[0,1], the attempt is accepted, otherwise the original par_|nteract|on, i.e., on the choice of the Hamaker consfgpfsee Eq.

ticle coordinates are restored. The maximal translation Iengtﬁs)]'

was chosen, so that the acceptance probability wa&®®5.

Monte Carlo step is a series Nfattempts, so that on average The effective permeability.¢; depends on the total magne-
each particle is chosen once. After a number of Monte Carlaization of the simulation cell of volumk?, so that

steps thermal equilibrium is reached, i.e., the total energy of

all particles does not change significantly any more and the

simulation is stopped. The results we present in the following N

Secs. V and VI(Figs. 6—14 were gained after averaging E M
over an adequate number of cells, so that the total number of o= 1+ Mo k=1 (11)
particles simulated was about 3500, even at low filling fac- eff B L3

tors. This guarantees a sufficiently good statistical represen-

tation of particle-size distribution and spatial configuration.
We have imposed periodic boundary conditions, but a nuThe sum of all dipole moments is calculated self-consistently

merical calculation of potential energies is only possible forin every Monte Carlo step, whereasBt=0 we use an ex-

a finite number of particlefsee Eq(8)]. Steric and van der trapolated value.

Waals interactions are short range, so that it is sufficient to

take only contributions from particles within a distance

into account. This range was chosen equal to seven times the B. Choice of Hamaker constant and convergence

particle radius. A further increase did not change the results

(see also Ref. 46 On the other hand, long-range dipole- )
dipole interaction cannot be neglected fiqf=r,, but it maker constanf, that determines the strength of van der

would be too time consuming to sum up all contributionsW"""’lIs '”tefa‘f;'orﬁEq- _(5)]' As menthned above, it is of tohe
from particles at large distancésee Eq(4)]. Therefore, we ~Order of 10°°J within an uncertainty factor of thrée’
use the reaction-field meth&df®that is faster than the often Figure 3 shows the total potential energy of a simulated sys-
applied Ewald-Kornfeld summation technigtié® For r tem of 500 particles as a function of Monte Carlo steps. For
>r. the sample is treated as a homogeneous medium. It e two lower valuesAy=0.5x10"'J and A;=0.75
exposed to the magnetic field produced by the particles inX 107 J, the total energy converges to a stable value al-
side the sphere and it reacts with a magnetic indudBlgn ~ ready after less than iGteps, showing that the system has
the so-called reaction-field. For a finite sample with demag+eached dynamic equilibrium. On the contrary, fa5=1.0
netizing factor 1/3 in an external inductioB, Eq. (8) X 1071 J, particle interactions are very intense and forma-
become¥’:48:50 tion of agglomerates leads to a slow and continuous decrease
of energy. Even after % 10° steps no equilibrium is reached.
_ Such an intense attractive van der Waals interaction would
El°'= > {E;+E™W+E%— mi(Br+B) (9) lead to complete agglomeration and phase separation
17l (agglomerates/carrier liquidwhich is not observed in fer-
rofluids of interest, including our samples. For our simula-
with tions we fix a value ofA;=0.5x10 1% J, so that the most
dense systems with 3500 particles reach thermal equilibrium
after ca. 18 Monte Carlo steps. With this choice &4, the

The last open parameter for our simulations is the Ha-

rij<re

o 2(pes— 1) o van der Waals energy of two equally sized clustered particles
L= . (10) . i . -
R™ 2ueritl 4mrd® 5 M- at distancer]"" equals their total kinetic energy at room

€ rj<re temperature, RgT [see Eqgs(5) and(7)].
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FIG. 4. Visualization of two simulated equi-
librium configurations for sample EMG 911 (
=2.4%). Left side: without external magnetic
field. Right side: at saturation inductiom
=0.3 T. Note that particles crossing the wall of a
simulation cell are also shown, so that the dis-
played volumes are slightly bigger thas.

V. CONSISTENCY OF SIMULATED MICROSTRUCTURE: ticles) gives us all the information we need to calculate the
A COMPARISON WITH EXPERIMENTAL scattered intensity we would expect in a SAXS experiment.
2D-SAXS DATA This data is then compared to the measured intensities.

In small-angle x-ray scattering on a systen\bparticles,
e scattered intensity(h) as a function of the scattering
ectorh is described by

In Figs. 4 and 5 we present Monte Carlo simulation snap-
S . th

shots based on systems with filling factor and particle-size
distribution corresponding to those of samples EMG 911 and
EMG 909 (volume filling factorsf=2.4% andf =4.8%, re-
spe(_:tively. In zero fieIdB_=O the_z spatial dis_tribution of the I(h)e 2 Fiz(h)+2 Fi(h)F(hcoghr) |, (12
particles appears to be isotropic. The particles group them- i 7]
selves, though, in small clusters consisting of a few particles.
Most of the larger particles with high dipole moments arewhereF;(h)=V;®;(h) is the product of the particle volume
found to belong to clusters. Nevertheless, clusters also corV; and its form factor! Although the particles have been
tain small particlegsee also the theoretical model in Ref. modeled as spheres in the Monte Carlo simulations, we have
38). In an external magnetic induction of saturati@¥: By to correct for a small asphericity, due to the field-induced
=0.3 T, chainlike structures appear. These are similar t@rientation of single particles at high (see Ref. 31, which
those found in other Monte Carlo simulations of polydis-becomes noticeable in the measured intensity patterns at
perse systems at room temperattff€he elongated agglom- largeh values. Thus we use the form factor of orientational
erates are oriented with their axis parallel to the field direcellipsoids* with small axisR; and axis ratick, whereas the
tion. This is how under the influence of a magnetic field theorientation of the longest axis of each particle is assumed to
microstructure of ferrofluids becomes anisotropic, a fact thagoincide with that of its magnetic moment. We et K
is reflected in their macroscopic properties as they are mea= 1.05, which is the effective axis ratio that we have previ-
sured in SAXS, dielectric or rheological experiments. Beforeously determined by analyzing our experimental 2D-SAXS
analyzing details of the resulting equilibrium configurations,data at saturation inductioBs=0.3 T (see Sec. Il and Ref.
such as size, composition, and shape of clug®ee below, 31). At B=0 the above choice dfis of no importance, since
Sec. V), we have to control whether the spatial distributionsingle particles are randomly oriented. B&Bg it is only
of particles corresponds to that in real ferrofluids. As a ref-correct if the simulation yields an almost complete orienta-
erence we use experimental 2D-SAXS dataflecting the tion of single particles. We now calculate the intensity ac-
microstructure of the samples listed in Table I. The simula-cording to Eq.(12) at scattering vectora,=2(n/L) with
tion output (position, orientation, and volumes of the par-neN*. In doing so we avoid nonphysical oscillations
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FIG. 5. Same as Fig. 4, for sample EMG 909
(f=4.8%).

caused by the finite cubic simulation célblume scattering; one. At high scattering vectotsR>1 the scattered intensity

for details see Ref. 32As already mentioned above, all js governed by single-particle scattering, a process that de-

results were gained after averaging over an adequate numbgénds on shape and orientation of partigkee first term in

of cells, so that the total number of particles simulated wagsq. (12)]. At smaller scattering vectors also multiple scatter-

about 3500, even at low f|”|ng factors. All data shown refering contributes td (h), reﬂecting the Spatia| arrangement of

to room temperaturé€300 K). particles. The simulated curve is in good agreement with the
In Fig. 6 we compare the measured intensity prdfile)  measured one over the whole range of scattering vectors. For

of Sample EMG 909 at zero magnetiC field with a Simulatedhigher partide Concentratior(samp|es EMG 905 and 901a;

not shown the agreement is less goodrat 0.4 nm'%, i.e.,

I [arb. units] in the rangehR<2 where interparticle interference effects

10000 F— ] become important. Here the simulated curves yield intensi-
"""" 1 ties which are higher than the experimental ones by a factor
7 of approximately 1.5, indicating a deviation between real and
| simulated particle configuration, at least in dense systems.
3 Probably the simulation underestimates the formation of
)} clusters. This may be caused by the choice of a too low value
E for Ay, which leads to underestimation of the van der Waals
] forces. Another explanation would be the simplifications of

our model, especially regarding cutting off the large vol-

Simulation
Measurement

1000 £
100 F

10 F

EMG 909

£=4.8% . . ) D e ;
I umes'’ tail of the particle-size distribution. These bigger par-
oLl . ticles possess high dipole moments and are responsible for
h[nm_ll] strong dipole-dipole interactions, even in the absence of a

magnetic field.

FIG. 6. Double logarithmic plot of measured and simulated scat- Next, we compare measurements and simulations for a
tered intensities vs scattering vector for sample EMG 90B-ap  nonzero magnetic field, choosing the saturation valuof

(f=2.4%). Apart from a scalingmultiplication with a constantof =0.3 T. Since we have used an experimentally determined
the simulated intensities no other data processing., fitting has  effective axis ratio in the calculation of the scattering curves,
been undertaken. the simulated data will fit the measured ones in the range
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I [arb. units] a
6000 FrT— T T T T T T 1 0.8 T T T T T T
] MSimulation
o easurement -ccccc . 0.7 Ny
5000 C EMG901a
. 0.6 - T
2000 | EMGOUS
05 T
3000 EMG 909 7] 04 -  EMG909 i
=4.8% °
2000 1 03 ]
| EMG911 |
1000 . 027 o
01 T
0 L
Lo
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0 2 4 6 8 10 12 14 16
h[nm'l] f[%]

FIG. 7. Simulated and measured scattering intensity parallel and FIG. 8.
perpendicular to a magnetic field with =8.3 T for sample
EMG909.

Total fraction of clustered particlesz
=V usters! Vparticles VS volume filling factor (particle concentra-
tion) for various samples at magnetic saturation inducti®n
=0.3T.
where single-particle scattering dominatds>1 nm). But
an independent comparison of measurement and simulation otal agglomerated volume and size distribution of clusters
is possible forh<1 nm !, where the SAXS data reflect . .
cluster formation. Figure 7 shows measurement and simula- At first, we calculate the total fraction of clustered par-
tion results for sample EMG 909. We display scattered intenticles @ =V ysters/ Vparticies, I-€., the ratio of agglomerated
sities for scattering vectors parallel and perpendicular to particle volume to the volume of all particles. The values are
the magnetic fieldl(h) andl, (h) (for details see Ref. 31 displayed in Fig. 8. The higher the particle concentration
For both directions the simulated scattering intensity showsvolume filling factorf) the higher then. There is a small
qualitatively the same dependency on the scattering vector di2ld dependence that we shall discuss lésee below, Fig.
the experimentally measured one. Again, some quantitativé3, and Sec. VI € Here we just want to state that in our
deviations are observed at low scattering vectors, especialllamples 20%—-80% of the particle mass is found to be in
for the perpendicular componemt . Once again, we at- clusters.
tribute this to the fact that the simulation underestimates the The number of particles in these clusters can vary, as the
formation of agglomerates. Nevertheless, the overall agreeMC snapshots in Figs. 4 and 5 already show. Analytical size
ment is quite satisfactory, allowing us to consider the modedlistributions have been calculated only for rigid chainlike
presented here as an approximation of real ferrofluictlusters consisting of equally sized particles, i.e., either for
samples. We thus expect that particle arrangements generatemnodisperse systefhsr for bidisperse systems, in which
by our Monte Carlo simulations reflect the general featuresolely the fraction of large particles is allowed to form
of the microstructure, i.e., they should enable us to study thelusters (an assumption that is not fulfilled in our polydis-
effect of magnetic-field strength on the agglomeration properse system; see the Introduction and the following section
cess, especially on size, composition, and form of clusters.Therefore, we now evaluate the probabilfigs) that a par-
ticle belongs to a cluster of particles[s=1,2,... and
>p(s)=1]. This is the number of particles that are found in
s-particle clusters divided by the total number of particles.
The cases=1 corresponds to single particles. Note that for
Macroscopic material properties of heterogeneous materequally sized spheres the definition p{s) would corre-
als, as they are measured in experiments, reflect the timepond to that of a volume-weighted cluster-size distribution.
averaged microstructure. In our case this is the fieldBut in our polydisperse ferrofluid this is not exact, since the
dependent spatial distributiofand orientation of particles mean particle volume in a cluster slightly dependssdsee
and especially the average number, size, and form of clughe following sectioh The probabilityp(s) is displayed in
ters. The latter information can be extracted from MonteFig. 9(a) for the respective EMG samples. With increasing
Carlo snapshotgequilibrium configurations like the ones in particle concentration and thus agglomeration grade the frac-
Figs. 4 and b With increasing filling factor it becomes more tion of large clusters increases. In the most concentrated fer-
and more difficult to analyze and to distinguish differentrofluid (f=15%) there exist clusters with more than 100
clusters in such 3D plots. Therefore, we proceed with a staparticles. Neverthelesp(s) decays with a rate much faster
tistic evaluation of clusters using the criterion of E6). (see  than 15 and the majority of clusters consists of a few par-
Fig. 2. In the following, we shall evaluate the size distribu- ticles(dimers, trimers. . .). This is comparable to what most
tion of clusters, their compositiotinner-cluster polydisper- theoretical models and simulations predict for monodisperse
sity) as well as their formation that reflects in a field- or bidisperse systems at room temperature and zero field, i.e.,
dependent shape anisometry. a mean number of 1-3 particles per cluétef®3238 ower-

VI. STATISTICAL ANALYSIS OF CLUSTERS: SIZE,
COMPOSITION, AND SHAPE
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p(s) p(s)
14 T T T T — T g g T

; " T=020K —o— ] o )
B Toos0k b FIG. 9. (a) The probability that a particle be-
1 longs to a cluster of particles forB=0.3 T.
01 O1F E Note thats=1 corresponds to single particles.
P s ] The higher the particle concentratigwolume
I R - filing factor f), the higher the fraction of big
al e I E particles.(b) p(s) for f=2.5% andB=0.3 T at
[ R ] different temperatures. The lower the tempera-
LomE o e ] ture, the higher the fraction of big clusters.
0.001 A 0.001
1 10 100 2 4 6 8§ 10 12 14

2 s » s

ing the temperature and thus the thermal energy of particlethe particles in space: big particles have a larger surface and
leads to a higher stability of clusters, so that bigger structurethus a higher probability that another particle will find itself
can form[see Fig. ®%)]. in their vicinity. Summarizing, larger particles have a stron-
ger tendency to form agglomerates, both due to their high
B. Cluster composition: Polydispersity of clustered particles dipole moment and their large surface. Returning to the
and mean particle size samples with interactions, Fig. @@ shows that already at a
In this paragraph we focus on the question to what extenp@rticle volume concentration of 4.8% andgat 0.3 T, 75%
particles of different sizes contribute to clusters. We consideff the particles with radii of 10 nm belong to clusters, at zero
a total number oN particles,N=[n(R)dR, a fractionN.  field even 90%(not shown. But we have to keep in mind
=[ny(R)dR of which forms clusters. Here the number- that there are only a few particles of this size that make up
weighted size distributiom(R) denotes the number of par- solely a small portion of the clustered mass. Smaller par-
ticles of radiusR. A fraction nc(R) is clustered, i.e., has at ticles, which are more numerous and represent a higher vol-
least one neighbor at a center-to-center distance smaller thame fraction(see Fig. ], have also a not negligible probabil-
ricj'us“ef [see Eq.(6)]. Now let us define an agglomeration ity to agglomerate. For example, 8+4.8% about 25% of
probability function, particles with a radius equal to the mean radRis4.5 nm
belong to clusters, &t=15% even 60%values independent
— Ne(R) (13 of magnetic inductiorB). Qualitatively, we can confirm the

n(R) ’ picture given in the theoretical model of Ref. 38 describing a
indicating the fraction of particles of sizR belonging to pidisperse system: most of the large and a considerable frac-
clusters (G<a(R)<1). Figure 1@a) showsa(R) for the tion of small particles is aggregated. .
simulated systems &=0.3 T. There is only a small field ~_ Next, we are interested in determining a mean particle
dependence that we shall discuss ldtesre Fig. 1(b)]. The  Size of clustered particles. But not all clusters necessarily
clustering probability becomes higher with increasing par-exhibit the same composition: the higher the number of par-
ticle size and increasing particle concentration. In order tdicles in a clusters, the higher the average volume of these
control to what extent this effect is due to the higher dipoleparticles, V(s) (see Fig. 11 This behavior reflects the
moment of the larger particles, we also conducted simulaaforementioned fact that big particles have a higher agglom-
tions on control systems having the same concentration areration probability. As a consequence, clusters with many
particle-size distribution but with no interparticle interactions particles preferably form around big particles. Correspond-
[Fig. 1Qb), lower curvd. The comparison shows that there is ingly, single particles¢=1) have the smallest average size.
a mere geometrical effect due to the random positioning oHowever, the variation is rather small, i.&/,(s) is of the

aR) a(R)
1 T T T T 0.6 T T T T T T T Tx
| © EMGO11 (f=2.4% no interactions @ +
09 = + EMGO09 (f=4.8% B=0.0T + L
O EMGO05 (£=9.9% 05 - B=0.3T O 7

08 -
07
0.6
0.5
04
03
02
0.1

0

X EMG901a (f=15.0%)
04

EMG 911 (f=2.4%)
0.3
0.2

0.1

o 1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 7 8 910
a) R [nm] b) R [nm]

FIG. 10. (a) The fraction of particles belonging to a clusfagglomeration probabilita(R); see Eq(13)] as a function of particle radius
R for different samples @=0.3 T. The higher the particle concentration, the higher the degree of agglomethtia(R) for the lowest
particle concentration @=0 andB=0.3 T (upper curves The lower curve refers to the simulation of a control system with the same
concentration and distribution of particle sizes, but without any interactiamsiom spatial distribution of particles; see jext
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AX, Ay [nm]
4.0 T T T T T
X e
350 AxIB £=2.4%—0— _
= X £=4.8%" "=+

£=9.9%--0--
b
AyLlB f=15% - X -
30 P - B ’

0 005 01 015 02 025 03
B[T]

1 1.5 2 2.5 3 35 4
s

FIG. 12. Cluster elongations parallel&_(, upper curves and

FIG. 11. Ratio of average particle volume in a clusiég(s), ~ Perpendicular 4y, lower curves to a magnetic inductio =B, .
over the overall average particle volumé, ., vs the number of The Fﬂsplaygd average values are number weighted and increase
particles in a clustes. In order to show more clearly the influence with increasing _partncle concentration of the samples. The range of
of cluster size, we display curves corresponding to systems wittnagnetic inductionB=0-0.3 T, corresponds to a range of Lange-
different concentrations but having the same size distributioat ~ Vin Parameterguq, H/kgT=0-12.4, whereu,, is the dipole mo-
of sample EMG 911 s=1 corresponds to single particles. ment of a particle with average radius 5 rigee Sec. Il A.

order of the mean particle volume of all particles in the fer-
rofluid, Vp, o1 For the most part of the clustered maéssm-

wheres=2 is the number of particles belonging to the clus-
pare with Fig. 9 fors=2) in all samples 0.88V ter,_x]- SandV]- /desnote p-05|rt]|on anz.volumf ﬁf p?rthle,and
<V, (8)=<1.45XV,, 1, holds. This corresponds to mean radii XC_Ei:lXJ_\/j Zj=1V) 'SF © coc_)[ matg ofthe cluster's cen-
in sparticle clusters ofR(s)=0.95<R-1.1XR. In other ter of grawty along the field axis. Ay is calc_ulated corre-
words, the volume-weighted mean particle radius in cluster§POndingly. These volume-weighted elongations are not to be

. . = confused with the absolute extension of a cluster. For ex-
roughly equals the mean radius of all particleB, ample, taking a linear chain consisting of a big particle of 20
=4-5 nm(see Fig. 1L Thus, our simulations confirm what PIe, 9 9 gp

we have previously measured in 2D-SAXS experiméhts: nm _diameter with an 8 nm particle at each side we obtain a
although the agglomeration probability increases with in-chain length ofl =36 nm butAx=1.6 nm. Note that the
creasing particle size, a polydisperse ferrofluid cannot be dirélation betweem andAx strongly depends on the degree of
vided in two subsystems of small single particles and largd0lydispersity. Only for linear chains of monodisperse par-
agglomerating particles. Single particles=(1) are, on an ticles there is a simple relation allowing one to determine the
average, rather small, but this does not imply at all that onlychain length:l=4Ax holds in a good approximation far
big particles form clusters. On the contrary, there is a suffi=>1 (I=4.5Ax ats=3). But as already mentioned we do not
ciently large portion of small particles taking part in cluster want to restrict the data evaluation to linear chains and thus
formation. Therefore, the polydispersity of particles reflectswe use the above volume-weighted extensions. For the clus-
in the composition of clusters. ter sizes we refer to Fig. 9.
__In Fig. 12 we display number-weighted average values
Ax andAy for our samples. The higher the particle concen-
tration the bigger the clusters. At zero fieddk= Ay holds,
i.e., single clusters, which are surely not perfectly spherical
Since we want to characterize the average shape of clugisometrig, have a random orientation. With increasing mag-
ters in a simple way, we evaluate their elongation parallehetic field Ax increases whileAy decreases. Partly this is
(Ax) and perpendicular to the field axidy). In order to  due to an alignment of clusters in field direction. In addition,
take the irregularity of cluster forms into account, contribu-there is a rearrangement of particle positions in clusters. The
tions of clustered particles are volume-weighted. In field di-latter process reflects in the field dependence of the clustered
rection, this reads for a given cluster as mass fractionx (see Fig. 1% increasing the magnetic induc-
tion up to its saturation value leads to a 10% decrease of the
agglomerated maga comparison with Fig. 1®) shows that

C. Field-dependent cluster formation and shape anisometry
of clusters

2 Ixi— x|V, espe_cially larger particleg with radR>5 nm contributg fco
= e this field dependendeAt first glance this seems surprising,
AX= ——5—, (14 but it is just a consequence of the anisotropic character of
2 V. dipolar interactions between particles whose magnetic mo-
=) ments are aligned: while the attraction is reinforced when
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0.39 -
0.385 [
0.38 [
0.375 [
0.37 [ 7
0.365 [ P EMG 911 —o—
T YN T T PR e
0 005 01 015 02 025 03 EMG9)1a - % -
B [T] 1 . ' :
0 005 01 015 02 025 03
FIG. 13. Total fraction of clustered particles vs magnetic induc- B[T]

tion for sample EMG 909. . .
FIG. 14. Average shape anisometry of clusters as a function of

nose-to-tail-like chains form, lateral particles are repelled, sgnagnetic induction.

that the perpendicular cluster extensidy as well as the VIl. CONCLUSIONS
volume fraction of agglomerated particles decre@sgs. 12 . . .
and 13. The cluster extension in field direction increases, /& have presented Monte Carlo simulations of ferrofluids

both due to the above rearrangement of particles and due "."9 paramet_ers.based. on existing ferrofluid sample_s and
field-dependent cluster orientatiéRig. 12 aking magnetic dipole-dipole, van der Waals, and steric in-

. : . teractions as well as the polydispersity of the samples into
__The field dependence of shape anisometry, i.e., the ratig..\ + “The obtained euni)Iib)r/iumpconfi{;urations weFr)e found
Ax/Ay is displayed in Fig. 14. It follows qualitatively the cqnsistent with experimental 2D-SAXS data, a fact showing
Langevin function describing the magnetization of paramagthat the simulations allow us to gain information on the mi-
netic systems. With increasing magnetic field agglomerategrostructure of real polydisperse systems. Even in the ab-
become elongated with their longer dimension in the direCsence of a magnetic field a large number of the particles
tion of the field. The changes in the cluster shape reach satforms clusters. These consist mostly of a small number of
ration at magnetic fields of the order of 0.3 T, which is alsoparticles, but in the most concentrated systems clusters of up
the saturation field for the magnetization of the studiedto 100 particles exist. Although the majority of single par-
ferrofluids®! Simulations for samples with identical size dis- ticles are of small radii and the agglomeration probability
tribution reveal that thermal disordé€increase of tempera- increases with increasing particle size, there is a sufficiently
ture) or a higher particle concentratigimcrease of cluster large fraction of small particles taking part in cluster forma-
size) leads to a decrease of shape anisom@tot shown. tion. As a consequence, the mean radius of clustered particles
The above field-dependent anisometry valdegAy(B) is approximately equal to the overall mean particle radus
have been obtained by averaging over clusters of all size§here is no division in two subsystems of small single par-
(see Fig. 9. They reflect both geometrical form and orienta-ticles and large agglomerating particles. The change of mi-
tion. The knowledge of these parameters is of practical relcrostructure in an applied magnetic field is due to both the
evance, especially in nonequilibrium flow situations: theorientation of clusters and to the increase of their shape ani-
field-dependent viscosity of ferrofluids, for example, de-SOmetry.
pends on the polydispersity of clustéfsand is even an ex-
plicit function of the cluster shap@:*Nonspherical agglom-
erates are often described in terms of axis ratios. Depending The authors are grateful to Professorr®r Nimtz for
on the fluids studied, the measured properties, and the thebosting this work in his laboratory. The project was sup-
retical models/approximations used for the data evaluatiomported by the European Commission under TMR Marie Cu-
values in the range 1-2 can be found in therie Grant No. ERBFMBICT982918A.S) and by the DFG
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