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Semiclassical transport and phonon scattering of electrons in semiconducting carbon nanotubes
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Current flow, considering a semiclassical electron—electric-field interaction and electron scattering by acous-
tic phonons, is studied in semiconducting zig-zag carbon nanotubesz-Hfectronic band structure and the
phonon spectrum of the nanotube are both calculated from graphene by the zone-folding method. Scattering
rates are calculated using first-order perturbation theory and the deformation-potential approximation, while the
selection rules for the electron-phonon interaction are developed based on the conservation of crystal momen-
tum. The steady-state transport properties of electrons in small-diameter nanotubes are simulated using the
Monte Carlo method. Results show negative differential mobility occurring at smaller threshold fields as the
tube diameter increases. The peak drift velocity is also found to depend on the tube diameter, and reaches
values as high as 10’ cm/s in the largest tube considered with a diamete=df6 nm. The simulated
low-field mobility is as large as in graphites2x 10* cn?/V/s, for the larger tubes, but decreases as the tube
diameter decreases.
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[. INTRODUCTION been found that MOSFET’s with inversion layer widths of
only a few nanometers, can be simulated using full quantum
Since the discoveryof carbon nanotube€CNT’s), inter-  mechanical treatment along the nanoscale inversion layer po-
est in the potential applications of their electronic propertiegential well only, while maintaining semiclassical transport
has continued to grow. These properties vary with eackelsewheré??For a CNT, there is nanometer scale confine-
tube’s fundamental indicesn(m), which specify the diam- ment along the circumference, but along the tube there are
eter and wrapping angle as a graphene sheet is seamlesaiglications that delocalization of electrons can occif.For
wrapped into a CNT. As1 and m vary, conduction ranges long tubes under these conditions, a “semiclassical treat-
from metallic to semiconducting, with an inverse-diameter-ment” of electron transport along the tube axis may well be
dependent band gap of1 eV.? Furthermore, it has been an apt treatment. This is supported by electrical measure-
shown experimentally that different types of CNT's may bements on nanotube transistors and diodes which indicate that
seamlessly connected allowing contacts with widely varyingsemiclassical band-bending models can describe operation at
conduction properties to be made within the same matéfial. room temperaturé&'8
Doping of the tubes with donors and acceptors has been Often, the basic properties of the electronic structure and
demonstrated@® while metallic tubes have shown the capac-the phonon spectrum of CNT’s can be well approximated by
ity for large current densities and large thermalthe zone-folding methodZFM).2 In this method the wrap-
conductivities’® These and other versatile electronic proper-ping of graphene into a CNT imposes restrictions on the
ties offer great hope for CNT-based nanoelectronics. Alreadwvailable wave vector space, but for allowed wave vectors,
important steps have been made. A variety of electronic dethe electron and phonon energy spectrum are not altered
vices operating at room temperature have been produced ifrom that of graphene. The effect of the ZFM on the material
cluding field-effect transistors;*! rectifying diodes, and properties can be quite significant. For example two-thirds of
heterojunction$?~*®Recently logic circuits using bothand ~ all CNT’s are predicted to be semiconductors, whereas
n doped CNT-based FET'&Ref. 9 have shown promising graphene itself is a semimetal. These trends as well as the
experimental results. ZFM results for electronic bandgaps and the density of states
As with conventional electronic devices, theoretical mod-in CNT’s, have been verified experimentadfy?’ Since
eling should play a key role in the development of CNT-calculation?®?°which go beyond the ZFM, considering the
based electronics by predicting performance at both the desurvature of the CNT, do not significantly improve the por-
vice and circuit level. Industrial device modeling is typically tions of the electron and phonon energy spectrum that is
performed using “semiclassical approximations,” and solv-relevant in this work, only the ZFM is considered.
ing transport equations based on either the drift-diffusion ap- Here we focus on a semiclassical charge transport model
proximation or by solving the Boltzmann’s equation. For thein semiconducting CNT'’s based on the ZFM. The internal
latter approach it is common to either solve Boltzmann'sforces on the electrons are described via quantum mechanics
equation directly, using an analytical approximation for thewhereas external fields act by altering the electronic crystal
distribution functiont® or indirectly with the Monte Carlo momentum via Newtonian mechanics. We consider long and
method?®?1An intriguing question is in what form can these “perfectly intrinsic” tubes without deformities, defects, and
techniques be used in the modeling of nanoscale devicampurities. Since the bandgap decreases with increasing di-
based on materials such as CNT’s. With the advent of themeter, we focus on small diameter semiconducting CNT's
miniaturization of feature lengths in conventional devices towere the bandgap at room temperature is significantly larger
submicron distances, this question is being addressed. It h#dsan the thermal energy. A diagram oha 10 single-walled
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FIG. 1. Zig-zagn= 10 carbon nanotube, whefeis the unit cell
length.

CNT is shown in Fig. 1. Along the tube axis, wave vectors
are continuous and restricted from the case of graphene due
only to the larger length of the CNT unit cell in this direc-
tion. Perpendicular to the tube axis although, significant con-
finement of the electron and phonon eigenvectors allows
only discrete wave vector values. The electron is therefore

- FIG. 2. Brillouin zone for a zig-zag semiconducting CNT super-
treated as a wave packet of Bloch states along the tube a ifposed on graphenie space. The example here is for ar10

_bUt around the tUbe_ CircumferenCt_a itis typically deIOC"""Z(':‘dtube. The wave vector along the tube axis and perpendicular to it
in the small CNT diameters considered here. An analogoug,, k, andk,, respectively. Two types of semiconductors are pos-

treatment for phonons is also used. Electron transport oCCUtgp|e depending on if slice 1 or slice 2 gives bands closest to the
through the action of a uniform electric field directed solely Fermj level. Type 1 is when the greatest common divisor(igcd
along the tube axis. +1,3 =3 and type 2 is when g¢d—1,3=3. The 2 dashed lines for
Using this semiclassical model, we employ a 1D steady-;=+10 are for the zone boundary and count as just one complete
state Monte Carlo simulation of electron transport along theslice. The tube type labeling here is distinct from the subband la-
tube axis of single-walled semiconducting CNT’s. Zig-zagbeling that will be used.
tubes, wheren=0, are considered with wrapping indices of
n=10 to 59. Since the diameter is proportionahtwhereas 3.2 The semiconducting tubes which do not meet this criteria
the bandgap is inversely proportional npthis corresponds can further be separated into two types, those for winich
to a diameter range ¢£0.8—4.6 nm and a bandgap range of —m+1 is a multiple of 3 and thus a metal and those for
~1.1-0.1 eV. Transport occurs within electronic subbandsvhichn—m—1 would be a metal. These two tube types are
obtained from the zone-folded graphene antibondinglistinguished by different trends in the zone-folded elec-
mr-orbital band. Two of the six grapherie point bandstruc-  tronic energy states near the Fermi levelnaand m vary°
ture valleys are contained within these subbands. Upon scafts shown in Fig. 2, the difference depends on whether the
tering with phonons, electrons may make intrasubbandowest conduction band is obtained right before or right after
intersubband-intravalley, or intersubband-intervalley transithe zone slices reach the graphene conduction band mini-
tions. The particular phonon involved depends on selectiomum at theK point.
rules that conserve the total energy and crystal momentum of Zone-folding allows just one discrete value for the wave
the electron-phonon system. The crystal momentum is convector perpendicular to the tube axis for each of the 2
served around the circumference as a result of the periodigraphene unit cells within the zig-zag CNT unit cell. The
boundary conditions for both the electrons and phononsiesult is that each band of graphene is broken intos@b-
Simulation occurs at low fields, especially in the larger tubesbands in the nanotube. For a zig-zag tube of diamgténe
where acoustic phonon scattering should be important. Welectron wave vector is
observe field controlled negative differential mobility
(NDM) caused by the electron transfer between the two low-
est energy subbands in the Monte Carlo simulations.

. ~ 27.
k=(kz,7])=kzz+70 (p=-n,...Nn), (1)

where confinement along is described by the electronic
quantum number. The wave vectors ay= *n are treated

As mentioned, both the CNT bandstructure and phonoras one shared zone boundary wave vector. Since we are deal-
spectrum are calculated from graphene by the zone-foldinghg with long tubes, tha component along the tube akisis
method. The CNT Brillouin zone that results is a collectiontreated as continuous. This is equivalent to previous repre-
of N 1D slices through thé& space of graphene, each with a sentations of the CNT Brillouin zone where the slices pro-
length of 27/T, whereT is the length of the CNT unit cell ceed from 0 to 2— 1,? except now symmetry irt 7 can be
and N is the number of graphene unit cells within a singleutilized. This is important since, except for the zone bound-
CNT unit cell. For a zig-zag tube of indax N=2n andT  ary value, the electronic subbands are degenerate-fgr
~0.43 nm. The Brillouin zone for a=10 zig-zag tube is There are thus+ 1 distinct statesp— 1 of which are doubly
shown in Fig. 2. It is well known that a metallic CNT is degenerate. As seen in Fig. 2, this degeneracy; icorre-
obtained by tube wrappings for which-m is a multiple of  sponds to two equivalent valleys in the subband structure

IIl. ELECTRON AND PHONON ENERGY SPECTRA
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each centered near a graphéfeoint. It is found that elec- This range is chosen since the energy separation between the

trons may scatter between and occupy both of these valleyfirst two subbands is much larger than the thermal energy,
As mentioned previously, we consider electron conduc-allowing the relative population of these subbands to be con-

tion within delocalizeds orbitals along the nanotube axis. trolled by the external field.

We therefore are interested in the subbands produced from The phonon wave VeCt(ﬁ=(qzﬂ7p) also takes the form

the m-antibonding band of graphene. This bandstructure igf Eq. (1). Similarly to the electron, the axial componept
obtained from ther-orbital nearest-neighbor tight-binding is continuous and the phonon is localized as a wave packet
bandstructure of a graphene sheet, calculated using a nearegfong this direction. In the high-symmetry achiral zig-zag
neighbor 7r-hopping integral ofy=3 eV.” We do not in-  tubes that we focus on, the presence of mirror planes allows
clude the wave function overlap integral. The energy disperthe phonon eigenvectors to generally fall into longitudinal

sion for a zig-zag tube is and transverse polarizatioffsA torsional polarization is also
- possible in a CNT. For the phonon energy spectrum of
E(k)=E(k;, ) graphene we use a fourth-nearest-neighbor force constant
model. Force parameters are used which have been success-

=+y \/1i 4 co< T_kz) cos(ﬂ +4c0< ﬂ) fully fitted to expe_riment_%.SimiIarIy to the electronic energy
2 n bands, zone-folding splits up each of the 6 phonon branches
of graphene into 2 subbranches in the nanotube, each speci-
(_ j<k <Z) @) fied by a subbranch quantum numbsgy.
T 2°7T) In this work the CNT subbranches of the graphene acous-
tic modes are considered. Of these phonons, there are four
&6r which the phonon enerdy,, vanishes as the wave vector
g, vanishes. These include a longitudinal, torsional, and a
'doubly degenerate transverse mode. Once the electron-
phonon scattering selection rules are determined in the next
1 section, its found that these four phonons are involved in
> eitkztnd)y (z.9), (3 only intraband-intravalley electron transitions. This results
V2wl Kk 27 since each of these modes has a subbranch quantum number
. of zero, and thus has no wavevector component perpendicu-
where_ L IS the .CNT length andu are the graphene lar to the tube axis. Due to the quantizatiopn of thepwgvevec—
m-antibonding orbitals that are normalized over the graphen?Or along the circumference, most of the CNT acoustic
;J.nitl CF"' Sinclg (‘;V? ?c;e inte;ested el?ﬁtm? trtanspbort gttrel%odes have a dispersion relafion in which the phonon energy
ively low applied fields, we focus on the electron bandstruc-
ture of the first few subbands. The enefgy(k,) of the first > NoN2er0 asl;—0. These subbranches all have a nonzero
- 7p and turn out to be involved in intersubband electron scat-
three of these subbands, labeled by the subband inges tering. Those with a largey, mediate intervalley scattering.

modeled using the following analytical expression: Since theory predicts that the change in thelectronic
energy under longitudinal strain is larger than under

Results agree with experimentally measured band gap en
gies and density of states in CNF%?® The conduction elec-
tron wave function, consistent with the zone-folding method
is

df|z=2|z (rlky=

21,2
h7k; —[Ep—EP(n) {1+ ap()[Ey— EN(M) ]} torsionaf?>*3or transvers¥ strain, electron scattering by lon-
2m (n) gitudinal polarizations is treated as the most dominant of the
acoustic modes. The importance of these longitudinal modes
(b=1,2,3). (4) has been observed in thermal relaxation studies of

m . . nanotubes® We therefore consider just the longitudinal
Here E(n), m;(n), and a,(n) are the energy minimum, acoustic modes. For scattering of electrons within the first
effective mass, and nonparabolicity factor of subban®-  three conduction bands, the spectra of the acoustic phonons

spectively. In Table I, each is given as a function of theconsidered is shown in Fig. 4. The energy dispersion relation
fundamental tube inder or equivalently, sincelxn, as a g

function of diameterd. The subband quantum numbers,

7p(N) in Table |, are als; dependent. For low-field trans- 7
port in the first few subbands, it is desirable that this energy  Ep(0;,7p) =Ep( 77p)+ﬁvs®(q2177p)( |azl — ‘Fp
model be accurate for electron energies up &' &bove the

Fermi level, where the Fermi level is located halfway be-were v,=20 km/s and the phonon energies af,

tween the conduction and valence subbands. In this range; g, E3(7,), are given in Table II. For th&A-IV phonon
the subband energy model reproduces the tight—bindin@):o,ﬁ,\,hereas for the other acoustic modes

bandstructure with percent error of less than 2%. Consider-

), ©)

ing just the bandstructure near the Fermi level is a good 7

approximation since at equilibrium a conduction electron is 1 o>,

over 10 million more times likely to occupy the first subband 0(az,7p) = d (6)
minimum than an energy as high a&'®. The bandstructure 0 else.

of zig-zag semiconductors withh=10 andn=59 are shown As the tube diameter increases the intravalley phonons all

in Fig. 3, representing the index range of the simulations. converge to the graphene longitudinal acoustic phonon. The
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TABLE |. Band-structure properties. Hereis the fundamental tube index of a zig-zag CNTjs the
tight-binding hopping integrak™ are the subband minima in eM* are the subband effective massesre
the subband nonparabolic factors, amé@re the subband quantum numbers. Adgpis 2n/3 rounded to the
nearest integer and godfy) is the greatest common divisor gfandy.

Subband 1

ET(n
(n)= \/_n
cdn+1,3—gcdn—1,3

mi (n)=— Mel1-0.00am+ 2 a )ng d ) ,

3
(M) =5 (03n-1),

71(N)= = 70.

Subband 2

gcdn—1,3—gcdn+ 1,3))

Ezm(n)=2Er1"(n)(1+ n

m*(n)zm*(n)(qu(n)JrE Ezm(n)[gcc{n—l3)—1]—[gcc{n+1 3)—1]D
T EN)  n[ED) ’ | ’
3
az(n)=5(0.2n—1),
72(N)=£2(n— 7).
Subband 3

1+2gcdn+1,3—3gcdn—1,3
EZ(n)=4E7(n)| 1+ ged ) —3gcd )

4n '
. . [E5(m) 5[Ef(n) D
m3(n)=ms(n gedn+1,3 -1 cdn—1,3 -1
3 (N)=mj ( )(ET(n) n|En(n )[ d ) —1]—[ged ) — 1]
3n?
aa(n)=m,

n3(N)==2(2mp—n).

intervalley subbranches, grouped togethetAdV in Fig. 4,  wherei andf are the initial and final states of the systefn,
are to a good approximation dispersionless with an energy aé the energy, andH®P is the space-dependent electron-
=160 meV. An exception though is the intervalley acousticphonon interaction. Assuming short-range interactions we
phonon that scatters electrons between the third subband wiill use the deformation theof{to approximateH®P. Using
different valleys. This phonon has less energy, but as the tubengitudinally polarized phonon eigenvectors in a form con-
diameter increases, its energy also approachs 160 meV. sistent with confinement in the ZFM, the displacement of the

lattice at a tube position af=zz+ (6d/2)8 is
I1l. ELECTRON-PHONON SCATTERING

Electron-phonon scattering in CNT'’s is treated using the
standard methods of lattice scatterfigrhe effect of ion um=3
vibrations on the periodic crystal potential is considered -
small enough to treat using first-order perturbation theory.
Considering the duration of a scattering event to be short, the

rate of electron-phonon scattering is represented by the faflhe sum is over phonon wave vectars- (1z2+(277,3/C’)49
miliar golden rule wherez and 6 are the coordinates along the tube axis and

around the tube circumference respectively. As mentioned
the component of the wave vector along the tgbés treated
as continuous since the tube length is large, whereas the

[aaei(‘i‘F)E]Jrc.c.]. (8)
Wq

2 .
F:7|<f|Hep|'>|25(Ef_Ei), (7)
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. .. [ .
(k'|AE|K)=(k'|DY, [igage'@ " +c.c]k)
q ZMwa

27
&'. 2 p
% ":::} f qz+( d
R
< M___—"’ v =D :E: ———TéiJr—————————
@0 E Az77p Wa, 7,
L
PrLa I 02 R ) .
el X <k'|i""qu/pel(qzz+ 0 +c.clk), 9
. i . oz oM 0%
2 T RN ) ]
o e e for an electron transition from staketo statek’. The defor-
R RSN N mation potentialD is the proportionality constant between
4 ' o5 the electronic energy shift and the lattice strain. For zig-zag

tubes,D has been calculated to be approximatety. %>
Now we concentrate on the matrix elements that deter-
FIG. 3. Band-structure for a=10 zig-zag CNT. Tight-binding mine the electron-phonon selection rules. Using the electron
band-structurgdash ling and the model subbandsolid line) of wave function in Eq(3) and the lattice symmetry along the

Eq.(4) are shown. The inset is forre=59 tube. These represent the tube axis the following matrix element becomes
range of CNT sizes simulated in this work.

0
k,along tube axis (2n/T)

NTasz k; .q,

< el (A:2+ 7p6) | Ky =
(k'le p?]k) 5L

component along is quantized. So the sum includes all
subbranchesy, . The amplitude of each eigenvector depends
on the lattice masM, the subbranch wave-vector-dependent
frequencywg, and the phonon creation and anniliation op-
eratorsa’ and a. The electron-phonon interactiod®® is
found from the shift in electronic energy due to a phonon.
Within the deformation potential theory, this shift is given by , . .
the perturbation of the electronic energy when an electroff/eré 7= 17— 7'+ n,. Here the integral along the entire
interacts with a long wavelength phonon and is set equiva{-)Ube is replaced by the integral along just the CNT unit cell
lent to the effect of a locally homogeneous strain. This elec-
tronic energy change is then

T 2 X
xj dzf dge' 7%, (z,0)u(z,6),
o Jo

(10

y using the axial-symmetry relations

j=Nt

. b
S el KT s,
=1 oz

‘. (1

160¢

and

Ug(z+jT,0)=ug(z,0), (12

wherejT are the lattice vectors alorgand Nt is the total
number of CNT unit cells in the tube.
Now using the CNT symmetry vectofor a zig-zag tube

R the positions of each graphene unit cell can be found ac-
cording to

o] 0.5 1

q, along tube (n/T) T. =d.

§z+ W&}, a=integers(1,... N). (13

-

aR=«a

FIG. 4. Carbon nanotube phonon dispersion for=al0 zig-zag

tube. For the intravalley processes there are the longitudinal acous- R .

tic modes(LA), which are separated based on the subband transil N€ Zcomponent oixR wraps back around so that it always
tions they are involved in. The intervalley phonons are grouped astays within the unit cell, which has a of lengtralong thez
(LA-1V) since they have approximately the same energy. The indirection. This is shown in Fig. (8. The unit cell can be
tervalley phonon for transitions between the third subband of eachedrawn as in Fig. &), so that the integration alorgjs now
valley, (LA-1V3), is an exception with lower energy. continuous. Then Eq9) may be written as
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TABLE II. Phonon properties. Hera is the fundamental tube index of a zig-zag CNTjs the tight-
nearest integer arﬂg[ 7p(N)] is the phonon energy a;,=0. Intravalley modes show linear dispersion with
np(n)

binding hopping integral iteV), and 1, are the subbranch quantum numbers. Ajgds 2n/3 rounded to the

Ep(7p) (€V)
0

a characteristic velocity ofs=20 km/s.
Phonon Band transfer
LA intrasubband-intravalley 0
LA (23 intersubband-intravalley < (2,3) 83 +1
n
LA, 3 intersubband-intravalley <2 3 43 *+2
n
LA-1V intersubband-intervalley <& 1 0.160 +2(n—17g)
LA-1V intersubband-intervalley <2 2 0.160 +2(2n9—n)
LA—1V3 intersubband-intervalley <3 3 O.lGC( 1— _2) +2(3n—47)
n
LA—-1V intersubband-intervalley &2 0.160 7
LA—-1V intersubband-intervalley <% 3 0.160 +(4n—57)
LA—-1V intersubband-intervalley <2 3 0.160 +2(n— 7o)
R Ntk k' q
k' |ei @zt 7p0) | Ky = r 2z
T2 47zITN )
X f dz dge'on?
0 4m(z—T)/ITN

<|2/ |ei(qzz+ np0)||2>
N1, k! q,
- 2@l
=N 1o
dzf

<3, |
a=1 JT(a—1)12 m(2z—T)ITN

2

X Ug(z,6).

Now using theR symmetry of the graphene unit cells, which

are contained within the CNT unit cell
UR(r + aR) = ug(r),

Eq. (14 may be reduced to a integration over a single

graphene unit cell
a) b) |

// /

¢ ¢

i i
TZ| /= / nTz

Zl (& /

I

e

I/

nd®

27(2z+T)ITN .
dﬂe“’”"ul;,(z, 0)

a=N

XU, (z,0)ui(z,0) > gion@maiN)
a=1
(16)

Since there is periodicity around the circumference, the sum
may be equivalently redrawn by starting the sum at an arbi-
trary graphene unit cefB+1, whereg is an integer

a=pB+N
ei Sn(2malN)

>

a=p+1
a=N

— gl 07(27BIN) 2 ol dn(2malN)

17

a=N
2 ei Sn(2malN) _
a=1

a=1

To satisfy this condition for arbitrarng, 6 must be zero and

thus
a=N
[121 el§77(27701/N): N6577@:N577'_77:71p' (18)
This gives
NNrSy i g8, -
<l2’|ei(q1+r;p0)||z>: T%,~k,.0,%7" = 7,7,
2L
TR 472 TN .
Xf dzf dou,(z,0)ui(z,0)
0 4m(z—T)ITN
(19

7' = n 7y

@ center of graphene
unit cell

symmetry vectoRr. (b) Unwrapped CNT unit cell.

nd6

FIG. 5. (8 Unit cell for a (h,m)=(2,0) CNT. Four graphene
unit cells are contained and located at multiples of the wrapped

= 5k27 k; 'q25
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since the graphener-antibonding orbitals are normalized where DO§; is the density of states in bard, erf is the

over the graphene unit cell. error function, and
These are the selection rules for phonons involved in a
given transition from an initialk=(k,,%) to a final k' E=Ep(ko)(+)Ep(az, 7p)- (23)

=(k;,n") electron state. Electron-phonon scattering mustrye broadening of final stated is determined self-

not only conserve momentum along the '_cub_e axis but alseonsistently for each member of the sum in E2{l) accord-
conserve the quantum number. The periodic boundary ing to

conditions for the electrons and phonons along the circum-

ference retain the conservation of the 2D crystal momentum A=4T b (Ky Uy s 70)- (24)
in the CNT's. The electron-phonon interaction is P

eplin|2 Whenb andb’ correspond to different valleys in the elec-
[(FIHA)] tronic subband structurep, is large. These intervalley

=|<IZ’;N(i)1|AE|IZ;N>|2 phongns, grouped alsAIV have the same phonon energy,
but since they cause different subband electron transitions

ool 2 [2Mp 2 1 1 and therefore have different quantum numbggs they will
RDT Az 5| | IN(Az 7p) + 5(2) 5 have different scattering rates. As previously mentioned and
= > , given in Eqgs.(5) and (6), the phonon energy dispersion is
a7, 2MEp(qz, 7p) significant for the intravalley subbranches with smal).

For theLA intrasubband branch whe, is much less than

) (20 the thermal energi{, T, , only backscattering occurs and we
where the sum includes all phonon wave vectqfsand  yse the small phonon energy liffit

quantum numbers} that satisfy the selection rules in Eqg.

(19). N is the phonon occupation number represented using w2 . 1 1

the Bose-Einstein distribution function, while in the brack- 9z INLEp(a) ]+ 5 ()50 1

eted (=) sign, the upper sign is for phonon emission and the =P L,

lower for phonon absorption. Ep(a;) h20s
Using Eq.(7) the golden rule and integrating over all final .

electron states, the scattering rate from an electronic state I Eq. (2D).

subbandb with wavevecterk, to an electronic state in sub- N Fig. 6 the room temperature scattering rates, are shown
bandb’ is for electrons in the first two subbands ofne=10 andn

2 =59 zig-zag CNT. Both the total longitudinal acoustic intra-
an) ; X ;
. valley and intervalley scattering are shown. Since the scat-
d tering rate depends on the density of final electron states, the
2pE,(az,7p) 1D scattering rate peaks when electrons can scatter into
states near a subband minima. This can be readily seen in the
peaks of Fig. 6. The scattering rates are seen to markedly
NLEp(z, 7p) 1+ §(i)§)|bb’(kz'q2v77p)' decrease as and thus the tube diameter increases. This oc-
curs since with increasing diameter the density of final scat-
(21) tering states decreases and the CNT mass per unit length
wherep is the CNT mass density along the tube axis andncreases, both decreasing the scattering rate. It is found that
conservation of energy and crystal momentum is also rethe rates decrease by roughly an order of magnitude as
quired. The term,, would typically correspond to a func- progresses from 1859. At room temperature, electron scat-
tion of the density of final states under the golden rule for-tering by absorption of intervalley phonons is weak, but this
malism. Since semiclassically the density of states divergeshould not be the case for much larger temperatures. Con-
in 1D, higher order quantum effects are needed. It has beeyersely, for the intravalley phonons with low energies, the
found in quantum wires that a full quantum mechanical treatapsorption and emission scattering rates are nearly the same.
ment of the 1D scattering rate can be well approximat%d by The dominant scattering mechanisms, once the electron
including collisional broadening within the golden r fe energy reaches a required phonon emission threshold, are the
Following these results we adjust HG1) by broadening the  jnteryaliey process. After the onset of these stronger events,

semiclassical,, with a Gaussian according to intravalley scattering does not contribute significantly to the

(25

hD? g2+

Tpp (k)= >

* _k
a5 7

X

b (K20, 7p) total rate, except near the peaks indicated in Fig. 6. These
peaks usually correspond to an absorption peak closely fol-

N lowed by and emission peak. At low energies near the sub-

- A[1+erf(E)] band minimum, before the onset of the intervalley events, the
P character of the scattering varies with tube size. Here

°c e B"2A9DOS, (E+E’)dE’ intrasubband-intravalley scattering is strong but other
X LE q, ’ mechanisms also contribute. In large tubes electrons in sub-

1(*) mﬁvS(Ep+ E')DOS, (E+E’") band 1 are scattered significantly by intravalley€2) pho-
z

non emission and absorption processes at low energies. This
(22 is not seen in the smaller tubes since before the electron can
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FIG. 6. Room temperature scattering ratas a function of electron energy f@) electron in band 1 of an= 10 tube,(b) electron in
band 1 of am=59 tube,(c) electron in band 2 of an= 10 tube, andd) electron in band 2 of an=59 tube. The total longitudinal acoustic
intravalley (LA) and intervalley [LA-1V) scattering rates are shown. The peaks in the intervalley rate are all due to phonon emission.
Intervalley absorption is rare since the large phonon energies limit the population of thermally excited phonons at room temperature. In the
intravalley rate with lower phonon energies, an absorption followed closely by an emission peak are shown for each electronic subband
transition. The phonons involved are given in Table II.

reach energies to allow these intravalley{2) processes, requires that the subband separativk always obey the
the threshold at 160 meV for the strong—¢1l) intervalley  relatiorf®
process is reached. For electrons in subband 2 of the small

tubes, near the energy minimum, strong—2) intervalley AE>JEreFT, (26)

phonon emission processes occurs. In the larger tubes, tQﬁqereEF is the Fermi energy of graphenejs the electron
energy gap between the subbands is too small and only thg,ar0e F is the external electric field, anl the magnitude
intravalley (2—2) process occurs. of the translation vector. An obvious exception occurs in the
smaller diameter tubes where subband crossing occurs. This
can be seen in Fig. 2. For simplicity in this work, the conse-
quences of subband crossing are ignored.

Charge transport in zig-zag semiconducting CNT’s is As mentioned, the only scattering mechanism considered
studied using standard Monte Carlo technigtfeSimula-  involves the subbranches of the graphene longitudinal acous-
tions are homogeneous and of sufficient time duration tdic mode. Electron-electron scattering is not included here
characterize steady-state phenomena of many noninteractitiyit may contribute to the electron drift velocity by increasing
electrons using the single-electron metkBdCNT’s are the intersubband-intervalley scattering rate. This would be
treated as “ideal,” in that they are extremely long, undoped,more likely in the larger tubes we consider, where both the
and without any defects or other imperfections. The basit¢ransverse momentum transfer between the subbands and the
principles of semiclassical transpWrtare used, in which phonon scattering rate are small. Intrasubband scattering via
guantum mechanics is used to determine the electronic emlectron-electron interactions though should not effect the
ergy levels and scattering rates due to the lattice, whereadectron drift velocity since the initial and final interacting
applied external fields accelerate electrons semiclassically. lelectron pair would be indistinguishable in one dimension,
this work a homogeneous external electric field directedeading to no net randomization of the net electron momen-
solely along the CNT axis is considered. This field is nottum of the systenfi
considered strong enough to cause intersubband transitions It is necessary to point out that in one dimension the
in the CNTs simulated. The validity of this approximation Monte Carlo simulation is complicated by peaks in the scat-

IV. TRANSPORT SIMULATION
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FIG. 7. Simulated drift velocity vs homogenous electric field for a number of zig-zag CNT’s with indi&sth the high and low field
results are shown ifa), while (b) focuses on the peaks in the simulated drift velocity. Monte Carlo results are shown for type 1-tybes
wheren+1 is a multiple of 3, and for type 2 tubés-), wheren—1 is a multiple of 3. The variation in the drift velocity between the two
tube types is significant only for the small tubes.

tering ratel” which can be seen in Fig. 6. Between stochas-electrons. This condition is met for the CNT'’s considered

tically chosen scattering events during the simulation, elechere, but for larger tubes this condition may not be satisfied.

trons drift in the applied electric field. This drift timeg Analysis of the dependence of the peaks in the drift ve-

should be small compared tol[(E), so that the scattering !ocny on the .tube diameter ar_1d the bandstructure hopping

rate is properly resolved in the Monte Carlo simulation. ThisiNt€graly, indicates a peak height of

requires that the drift time always be adjusted so that at all y\? 1—-gcd(n+1,2)

times 74(E)<1/10C(E). For convergence in the low-field vg - (n)=3 5) 3[14' T}

regime, where the electron mobility is constant, this criteria

is adjusted so thaty(E)<1/100"(E). X logyo(n) X 10" cm/s, (27)

The simulated electron drift velocityy, varies distinctly  occurring at a critical field of

with applied electric field. Results are shown in Fig. 7 for .
Y
3)(n

fields where the average electron energy, which increases
with increasing field, is below the bandstructure model limit

of 5E7'(n). Peaks reaching values of as large as=3-5  pifferences based on the tube type are represented by the use
X 10" cm/s asn increases from 10 to 59 are observed. Thegf the greatest common divisor af+1 and 2, gcd(n
critical field F¢(n) at which the drift velocity maximum oc-  +1 2). It is seen that the type 2 tubes have a drift velocity
curs is seen to decrease with increasinffom =60 to 2 peak which is larger and a critical field which is half as large
kV/cm in the range ofn that is simulated. The low-field as in the type 1 tubes. This is illustrated in Figb)7where
mobility is large, increasing ag and thus the tube diameter, the peaks for both tube types are shown together. Since im-
increases. This mobility increases from 8.40* to 12  portant features of charge transport occur at the critical field,
X 10* cn?/V/s asn increases from 10 to 59. Results for Eq. (26) should be satisfied at this field value. We find that it
graphite,=1.5x 10* cm?/V/s,* lie within this range. In the is satisfied for the tubes considered. The band separation
larger tubes, the low-field mobility is likely overestimated between the first and second subband satisfieg 26y with

since electron-electron scattering is not considered. This iat least a factor of 2.5 to spare in the tubes considered in this
not the case in the smaller tubes since the phonon scatteringork. For increasing larger tubes though, the condition
rate is large and intersubband transitions at low fields arevould eventually fail to be satisfied and field mediated inter-
rare. subband transitions would occur readily.

Negative differential mobility occurs when the slope of  One thing that determines the characteristics of the drift
the drift velocity with field becomes negative. The simulatedvelocity peak is the decrease in the scattering rate with in-
results show thatvy/dF does indeed become negative oncecreasingn. As seen in Eq(21), the scattering rates will be
the velocity peak occurs. NDM is caused by theproportional toD/poxy/n?. With less scattering as in-
“transferred-electron effecf®**involving the first two sub- creases, electrons gain energy and occupy the second sub-
bands. This occurs since the conduction velocityband more readily as the field increases. This lowers the
(1/2)(dE/dK) is larger in the first subband than in the sec-critical field significantly. The conduction velocity of the first
ond. The differential mobility becomes negative as the consubbandy,;, also strongly influences the drift velocity. As
centration of electrons in the second subband increases increases, this velocity increases weakly withallowing the
response to an increasing applied electric field. For fieldelectrons to reach higher drift velocities before the second
controlled NDM, the energy gap between the first two sub-subband is occupied. Differences in the peakyphs the
bands should be large compared to the thermal energy of thebe type varies result largely from alterations igy. As

32

Fe(n)=gcdn+1,2 x10® kvicm. (28
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. and 59. The zone-folding method is used to calculate the

== Percent Occupancy n=10 ) .. A

0.4} | == Percent Occupancy n=11 o4 electronic energy levels consisting of two valleys, while scat-
— Average Energy(eV) n=10 . . . .

------ Average Energy(eV) n=11 tering occurs through the interaction of electrons with the

zone-folded longitudinally polarized acoustic phonon of

graphene. Steady-state charge transport simulations consid-

ering a homogeneous applied electric field are performed us-

ing the Monte Carlo method.

Simulations at low fields show electron mobilities as large
as in graphite for the larger tubes. At higher fields, the drift
velocity is found to rise and peak with increasing field,
reaching values as high a<80 cm/s in the larger tubes. It
should be noted that the ability to extend the transport model
to even larger zig-zag tubes in order to determine how these

Electric Field (kV/cm) properties evolve further is limited by the decreasing energy
, spacing between the first two subbands. In larger tubes, the
FIG. 8. Simulated average electron energy and percent occ

SN : L{'ransport model must be altered if this spacing becomes
g?\lnTcy of subband 2 vs electric field ima 10 and an=11 zig-zag small enough to allow field-assisted intersubband transitions

or if the spacing approaches the thermal energy of the elec-
ns.
The peaks in the electron drift velocity, which vary with

Average Electron Energy (eV)
Subband 2 Percent Occupancy

- . . tro
seen in Fig. 8, the average velocity and the occupation of the

s:econd subband both increase much faster W.'th INCréasing show negative differential mobility due to electron transfer
field whenn=10 as opposed to whem=11. This 0cCUIS  panyeen the first two electronic subbands. This transfer may
since compar_ed to the type 1 twbes, the ef_'fectlve mass of theecur within the same or within different but equivalent
type 2 tubes is smaller. Since the conduction veloCity is Prop,nqstrycture valleys. This effect also occurs in other tradi-
portional to 1y (n), Table | shows that,(k,n) is larger  tional semiconductors with small direct bandgaps such as
in the type 2 tubes by a factor oh(-4)/n. For the large  GaAs, but in these materials electron transfer between un-
tubes considered this is a small increase, but for the smallefquivalent valleys in the electronic bandstructure is usually
tubes this factor approaches 2. This leads to the deviatiorigvolved. It is likely that some of the electronic properties of
from Egs.(27) and(28) for the different tube types that was these materials may also exist in CNT’s. One interesting
mentioned earlier. property of GaAs related to NDM is its ability to support
microwave fluctuations in the electron current know as the
V. CONCLUSION Gunn effecl":jr’ There are many applications of the NDM in
these materials. Applications in electronics include use in
In summary, semiclassical transport has been applied toscillators, amplifiers, and logic and functional devitgs.
electron conduction through long “perfect” semiconducting may be possible that similar applications for CNT’s may also
zig-zag carbon nanotubes with wrapping indexes between 1€xist.
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