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Internally consistent approach for modeling solid-state aggregation.
II. Mean-field representation of atomistic processes
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A detailed continuunimean-field model is presented that captures quantitatively the evolution of a vacancy
cluster size distribution in crystalline silicon simulated directly by large-scale parallel molecular dynamics. The
continuum model is parametrized entirely using the results of atomistic simulations based on the same empiri-
cal potential used to perform the atomistic aggregation simulation, leading to an internally consistent compari-
son across the two scales. It is found that an excellent representation of all measured components of the cluster
size distribution can be obtainegith consistent parametersnly if the assumed physical mechanisms are
captured correctly. In particular, the inclusion of vacancy cluster diffusion and a model to capture the dynamic
nature of cluster morphology at high temperature are necessary to reproduce the results of the large-scale
atomistic simulation. Dynamic clusters with large capture volumes at high temperature, which are the result of
rapid cluster shape fluctuations, are shown to be larger than would be expected from static analyses, leading to
substantial enhancement of the nucleation rate. Based on these results, it is shown that a parametrically
consistent atomistic-continuum comparison can be used as a sensitive framework for formulating accurate
continuum models of complex phenomena such as defect aggregation in solids.
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[. INTRODUCTION all thermophysical property information needed for the con-

tinuum model is generated by atomistic simulations employ-

An important challenge in the formulation of continuum ing the same interatomic potential used to directly model the

rate equation-based models for inherently atomistic proprocess atomistically. In the present work, the focus is on the

cesses is verification of the physics and chemistry embodie@ggregation of vacancies in crystalline silicon. The quantita-
within the modef~® Typically in such models, both the as- tive understanding of voidlarge octahedral vacancy clus-
sumed mechanisms and the model parameters are uncertai@fS (Ref. 23 formation during silicon crystal growth and

The latter are often fitted to experimental data but are reliabl¥/afer processing remains technologically important, and the
only if the model used to perform the data regression idetrimental effects of voids on the performance of DRAM

mechanistically accurate® As a result, an increase in the memory_dewces are well documgnt?é‘d.zl.nally, a plethora
number of fiting parameters usually is associated with ar?f quantitative experimental data is available for model pa-

increase in the uncertainty of the assumed physical an(r]ameterlzatlon an_d testing. : .
. . A comprehensive atomistic analysis was presented in Pa-
chemical mechanisms.

An alt i ht del terizati it per | that led to compact representations of vacancy cluster
n ajternalive approach to model parameterization wi h'[hermodynamics and transport, particularly equilibrium clus-

experimental data is to use atomistic simulation to COMPUlge sy ctures, free energies and diffusion coefficients as a
independently the required thermophysical property infornction of temperature. The environment dependent inter-
mation’®~'* However, in the case of microstructural evolu- 4romic potenti&?2% (EDIP) was used for all simulations. A

tion in crystalline semiconductors, it has been shown thaging|e large-scale molecular dynamics simulation was then
even the state-of-the-agth initio method$®® are not yet performed in which 1000 vacancies were placed in a silicon
able to compute sufficiently accurately properties such agost lattice containing 216 000 sites. The system was allowed
intrinsic point defect diffusivities and equilibrium concentra- to evolve in the NVT ensemble at 1600 K and zero pressure
tions for use in continuum process mod€lsOther ap-  and the size distribution of vacancy clusters monitored as a
proaches such as the kinetic Monte Carlo metftétalso  function of time. It was found that essential features, namely
require a substantial physical property and mechanistic dehe evolution in time of the average cluster size, of the va-
scription input; see Ref. 22 for a brief review of previous cancy aggregation profile could be captured with a simple
studies based on these approaches. mean-field scaling analysté:?® However, certain unjustified
The goal of the work described here and in Ref(B@re-  approximations, such as irreversible, homogeneous aggrega-
after referred to as Paperib to use atomistic simulation to tion rates, were necessary to generate the analytic mean-field
characterize the important mechanistic processes, rather thassult, and the goal of the current paper is to remove these in
thermophysical properties during vacancy aggregation irorder to formulate a predictive process model.
crystalline silicon. The central element is a parametrically In this paper, a detailed continuum model suitable for use
consistent comparison between two representafiatsmis-  in process scale simulation of crystal growth and wafer pro-
tic and continuumof a single process in order to develop a cessing is developed and investigated by comparing the pre-
mechanistically accurate continuum model as discussed idicted cluster size evolution to the results of the atomistic
Paper |. Parametric consistency is ensured by requiring thaimulation. The paper is structured as follows. The overall
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description of the model is presented in Sec. Il, where thavhereAGiBH_,(Hl) is the free energy barrier for the growth
rate equations and the thermodynamics associated with clugf a cluster of size into one of sizei+1 by the incorpora-
ter formation and dissolution are discussed in detalil. In Seaion of a monomer. The rate, or mastéf equation for the
1, kinetic models for these processes are developed basadmporal evolution of specidscan be written as
on extensions of previous work. In Sec. IV, molecular statics
simulations are presented, which are aimed at computing dX; .

. . . . . : _:\]ifl_\]i, 2$|SNmax_1, (23)
guantitative estimates for the interaction distances between dt

clusters as a function of cluster size. These predictions are

then used to compute mean-field estimates for the clusté¥N€reNmaxis the largest cluster considered in the continuum
size distribution and are compared to the atomistic simulaModel. The rate equations appropriate at the size-space

tion results. In Sec. V, a cluster capture radius model thapoundariesN=1 andN=Npz,, respectively, are given by

accounts for the effect of high temperature on cluster mor- i=Npay—1
phology, mobility and mutual interaction is developed based %: - S (2.4)
on the results of further atomic simulations and this model is dt ! =1 v

used to refine the continuum representation. A sensitivity

analysis is presented in Sec. VI, which demonstrates the cor?‘-nd

tribution of each part of the overall continuum model as well dXy

as the robustness of the overall approach. Finally, conclu- m¥_ 3 (2.5
sions are presented in Sec. VII. dt Nmax~1

Equation(2.5) represents a no-flux boundary condition at the
II. CONTINUUM MODEL OF VACANCY AGGREGATION largest cluster size, and does not affect the resulting size
distribution if N,y is chosen to be sufficiently large.

tinuum modeling of vacancy aggregation based on couplegacancy clusters is written ¥s

rate equations is developed. Such models are necessary for

extending the scope of atomistic simulations to realistic pro- Svstem. ~0 ‘

cessing environments such as crystal growth and wafer G>e=G +Z XiGi—kT-InQ, (2.6
annealing->32°The model is first developed using a single '

reaction pathway in which only monomers are assumed to beshereG! is the vibrational free energy of formation of clus-
mobile and then is extended to the general case of clusteers of sizei,k the Boltzmann constanT, the temperature of
diffusion and reaction. The continuum model described her¢he system and

is based on a system of coupled Master equations due to

Smoluchowsk° 3 (i) (N/i)!
o=l @i @7
dx, 1 . . o
d_tk =5 2 [K(i, D)XiX;—F(i,§)Xi+] is the_ total nqmber of po_sablewagss of distributif¥g} clus-
=k ters in a lattice containing\ sites™ The —kTIn(Q) term
o represents the configurational entropy. The total free energy

— i - ) _ barrier associated with the forward componkit,1) in Eq.
K (K, )X X = F(K,j) Xy+i], 2.1 ; .
121[ (KX = F (k1) X @ (2.2) is then given by

where X, is the number of clusters of side K(i,j) is the AGB . . =gl . —Gf—Gf—kT. In(& + AEB
coagulation kerneli.e. the set of forward reaction rajese- =@+ =isl =i = Q, :
tween two clusters of sizeandj, respectively, and(i,j) is (2.89
the fragmentation kernel, which describes the rate of disso- N
ciation of a cluster of sizé+ | into clusters of sizeé and]. :
: : 0, (i+1)- m_x(iu))'xi‘xl
i iderati Q, [N
A. General thermodynamic considerations 1 i (i_ XA L] (N= X+ 1) X1+ 1)
K(i,1)
The bimolecular reactioW; +V, <« V,,, proceeds at the (2.8b

31,32 if GI,,—GI—GI—kT-In(Q,/Q,)=0, i.e., the free energy
of the system is higher after the aggregation stepl— (i
+1), has taken place. The subscripts, 1 and 2, on(he

F(i,1
netforward flux, J;, which is given bé’

AG?P, (i+1) terms represent the initial stafX Xi\ X } and the
L= i . N L2 H . Tree o\ Ajr1y0ee
Ji=KA,DXiX, exr{ kT FOL.DXi41 final state{X;—1,..X;—1X;,1+1,..} of the reaction, re-
AGE spectively. The total free energy barrier is simply
B (i+1)—i+1
Xex;{ kT ) ' 2.2 AGiB+1ﬂ<i+1):AEB: (2.9
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mines the backward reaction rate in terms of the forward one
and the equilibrium concentrations of the relevant speties,
so that

A 4
— G, K(i,1)- XE0 X
F(|,1)=Xe—q (2.12
i+1
The large-scale atomistic simulation system described in
Paper | is a thermodynamically closed system in which the
S total number of vacancies and Si atoms are conserved. Thus,
* AEB a mean-field model must be based on consistent thermody-
v 3 v G namics. Therefore, the equilibrium distribution of vacancy
%y 1 clusters{X{% in Eq. (2.12 should correspond to the con-
strained equilibrium conditions in a closed system with a
AG',, fixed number of vacancies, and not the unconstraijopen
K system equilibrium distribution. In the remainder of this pa-
v % per, it is implied that all equilibrium concentrations are com-
* G o) puted self-consistently by minimizing the total free energy of
the closed system; see Paper | for details. It also is worth-
FIG. 1. Total system free energy as a function of reaction coorwhile noting here that the actual values of the equilibrium
dinate during an aggregation evefd) Total free energy increases concentrations are expected to be important only for longer
(G1—Gy) following aggregation(b) Total free energy decreases times, and are found not to affect the cluster size distribution
(G1—G3) following aggregation. significantly overO(10~°-10"8) seconds.

if GI, ,—G!I—G!—kT-In(Q,/0,)<0, implying that the total B. Cluster diffusion
free energy has been reduced following the aggregation step. . . o i

Here AE® is an enthalpic barrier that may or may not be The inclusion of cluster diffusion into the continuum
present, depending on any structural rearrangements thgtodel represented by Eq&2.2—(2.12) requires that addi-
need to be made during the incorporation of the monometional reaction pathways for cluster grow@nd dissolution
The two cases represented by E@s8) and(2.9) are shown be considered. Extending the above reaction framework to

schematically in Fig. 1. Similar arguments can be made fofnclude cluster diffusion is straightforward. Almost all of the
the reverse reaction, in which a monomer is emitted and &P0ve equationfi.e., Egs.(2.2—(2.12] can be modified to

cluster of sizei +1 shrinks to a cluster of size In other Includej-mer diffusion simply by replacing the index “1” by

words, if the net free energy change following any reaction is I~ "€ reaction pathway for cluster growth by cluster-

negative, the barrier iAE® and the free energy difference ClUSter reaction is now given by
does not affect the reaction rate.

At equilibrium, the rate of change in the concentration of
each cluster size is zero as is the free energy change associ-
ated with any cluster growth or dissolution process, and
thereforeimfor alli, the forward and backward reaction rates The netforward flux for this reaction -’
are equatf’

K(i.j)
Vi+Vj — Vi+j . (213
F(.D)

JI=K(i ')'X-~X--exr{ - M) —F(,j)
Forward Rate  K(i,1)- X% X$ ' ) A2 kT g
> T E(i.1)- X
Backward Rate  F(i,1)- X{}; AGﬁH)_ﬁj
AGeq Xxi+j'eX - —kT f (214)
i+1-(i+1)
xex% - k—> =1, (2.10
T whereAGE, i—(i+j) Is the total free energy barrier associated

. o B with the coalescence of a cluster of siznd a cluster of size
whereX?4is the equilibrium number of clusters of sizand  j. Equation(2.7) remains the same as before, but the configu-
rational free energy change due to the coalescence of two

ed clusters is now given by
AGie+qla(i+1):Gif+1_Gif_Gf1_kT' In Q_<laq> =0 N
(2.1 0, (i+]j)- W_X(Hj))’xi'xj
. - Q.- N N .
Note that Eqs(2.10 and(2.11) are thermodynamic require 1 Gelm X ][ ==X L] (X )+ )
ments for equilibrium and always are valid irrespective of i i ] ]
the reaction under consideration. Equati@rl0 also deter- (2.195
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The appropriate coupled rate equations are now given bthe constrained equilibrium concentrations are known. The

the following system of equations: overall coalescence rate between two clusters is determined
. by two series mass transfer resistances: diffusion within the
dX e o et _ lattice until the two species are within a capture distance,
JE [J i~ di E Jj»  1si=Ng, readli,j) of each other, followed by reaction at the cluster

(2.163 errfaces. The capture distance is defined as the point-t_o-point
distance between the clusters’ centers of mass at which the
interaction energy is non-zero. We use a model that was pre-

= E [J _Jl Ng<i<Npa—1, (2.16b viously developed to describe the attachment of a single va-
dt = cancy to a clustet?! which is readily generalized to include
reaction between two diffusing clusters.

Lifshitz and Slyozo¥ have treated the kinetics of this
problem by considering a reference stationary reactant,
_ which is surrounded by a distribution ¢6. The diffusive
J=0, j>i. (2.160  flux of j species at the interaction distancg,{i,j), of the
reference particleis matched by the incorporation ratejf

dx, Ne _
gt =201 =N (2.160
=1

In Egs.(2.16), N4 is the number of diffusing clusters, adfi into i. so that

is defined as the net forward flux at sizdue to the reaction ’

enabled by a diffusor of sizg The results of Sec. IV in cad DitDj)[ X . AGiBHﬂ(iH)

Paper | demonstrated that cluster diffusion rates decay asv—[ o | TKa.Dexp - —— 57—

j 125 and therefore all clusters are, in principle, mobile. reap

However, because of the finite size and small time of the XX (Foap = X eap ] (3.D)

atomistic simulation and therefore few large clustétg,is

taken to be ten as determined by sensitivity analysis. The number of clusters of specigand its spatial gradient

at readi,j) is obtained via the steady state solution of the

Ill. REACTION MODELING spherically symmetric diffusion equation about the reference

particlei. The equilibrium number of clusters of specjest
The final component needed to specify completely the cafi.j), X{qrcap, is taken to be equal to its bulk value
continuum model for vacancy aggregation is a set of forward(jeq. Using this result and rearranging E8.1), the concen-
reaction rate constant&(i,j), noting once again that the tration ofj at the surface of the referenceatrticle is given
fragmentation rates;(i,j), can be computed from these if by

K(i,j)exa —AGP, 4 /kT)Xea(rcap)Jrk,ﬂX (bulk)

X; i)= 2
i(Feapl) K(,1)exp(—AGP, |, /kT)+ K, ! .2
|
where The volume over a thickness &f surrounding the refer-
o ence cluster,, is given by §-47R?, and therefore the
d _ 47Trcap("1)(D.+D') number of j-clusters that can attempt to attach itois
g \Y o 5-4wRC, (rcap(l j)), whereC;=X;/V. The forward reac-

tion rate fOI’I+ —(i+]j) is therefore iven
(Refs. 30, 39, and 40The expression fokI+J differs from J=(i+1) g b?

previous expressions for diffusion limited reaction rate given 2
in Refs. 30, 39, and 40 by a factor ¥f !, whereV is the K(i,j)= 4vi jOmR]
system volume(see Sec. IVB because of use of cluster ’ v
numbers rather than concentrations as our basis for formu-

lating Eqs.(2.2—(2.5) and(2.16). Equation(3.2) is generally  In general, both; ; andE{; may vary withi andj, particu-
valid in the sense that it does not assume that the aggregatidarly for small clusters. However these effects are expected
process is either diffusion or reaction limited. An expressionto be quite small and difficult to quantify, hence both quan-
for K(i,j) is derived by using jump rate thedfyand assum- tities are assumed to be constant, i.e;;=» and

ing that the final step for cluster-cluster reaction correspondE =EY. 442 Equation(3.3) can be combined with the gen-
to a single vacancy jump over a distangewhich is taken eral jump rate theory expression for diffusith,

here to correspond to the lattice parameter Eeo 235 nm.

(3.3

The jump rate is given By Vi = vl  EXp(= E i/KT), where Dy= 6%vg exp— E4/KT), 3.4
Ed is the energy barrier for diffusion across the interface
between clustersand] j. to give*31:32:33
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o AmDirZ i) 01
K(ij)=—5 (35 1
] ) ) Z 0.08 :‘
For the general case of agglomeration of two diffusing clus- £ K
ters, EQ.(3.5) is written as 5 0.06 _‘\\
s .
... 4w 5 & [
K(|,1)=%(Di+Dj)rca,{|,J). (3.6 %0.047
2 B
Now, all the essential ingredients, excepii,j) for a < 0.02p
general continuum model have been specified. In principle, - — ===~
once all the required thermophysical properties are com- o3
puted, a quantitatively accurate representation of the atomic Distance from void surface ( A)

scale evolution profile should be obtained if the model is a
good representation of the atomic process. The remainderg
this paper compares the predictions of the continuum mod

described in the previous three sections with the atomistic
results shown in figure 14 in Paper I.

f FIG. 2. Spatial propagation of the displacement field alGag
00 (solid line); (b) (110 (dashed ling and (c) (111) (long-
ashed lines

0.07 A. This value represents the local atomic displacement
required for a vacancyor vacancy clusterto “detect” the
IV. COMPACT CLUSTER MODEL presence of another vacancy entity leading to binding if the

In this section, it is assumed that the structures and frel'€rmodynamics are favorable.
energies of the actual vacancy clusters observed during the _
atomistic simulation are well described by the hexagonal- B. Cluster-Cluster Interactions

ring cluster(HRC) model?*** Given this assumption, only  The dependence of the cluster capture radius on cluster
the cluster capture radii need to be computed before a nisize was investigated using static relaxations of systems con-
merical solution of the model described above can be obtaining octahedral voids of different siz&sTwo void sizes
tained. The effective capture radius around an individualyere considered in these calculations—165 and 455
cluster depends on several factors, such as the cluster siagacancies—both sizes correspond to “perfect clusters” with
morphology, and resulting strain on the surrounding latticeregular octahedral geometry. The spatial evolution of the dis-

The total capture radius is defined here as the sum of thglacement field from the cluster surface in several directions
characteristic radius of the actual cluster and the distance @ shown in Fig. 2. Shown are the atomic displacements

which sufficient lattice distortion occurs to make the cluster'sajong the(100), (110, and (111) directions, which corre-

presence “felt” by another entity. spond to normal vectors to the cluster base corner, base edge,
and pyramidal plane, respectively. The displacement is larg-
A. Vacancy-Vacancy Interactions est normal to thé€111) plane, indicating a contraction of the

The capture distance between vacancy clusters first we@tt'ce into the void. Conversely, the displacement field is

investigated by considering two single vacancies. The result m?ltlﬁstdalo?g theélOtO]Z_ dlzjrecnon.dAlso notetlble 'ISI thel factth
in Paper | indicate that the vacancy dimer binding energ)} at tne displacement neid goes down most rapidly along the

approaches zero at the fourth; nearest neighbor distance me( 11) direction while the decay alond.00 is slowest. Nev-

sured along th€110) direction(4NN-110. These results are ertheless, displacements along all t.h.ree direc:éi\ons are ob-
fully consistent with the Stillinger-Weber results of Bon- s_erved to decay rapidly below the critical 0.07- value_z ata
giorno et al,*® who found that two vacancies with initial distance of about 3—4 A from the cluster surface. Similar

; S : results are found for the smaller 165-vacancy cluster as ex-
separation less than or equal to 4NN-110 bind immediatel - ) . .
P q )f)ected. These findings are entirely consistent with the obser-

in low-temperature molecular dynamics simulations, while™™ " . )
those at more than 4NN-110 separation will diffuse ran-vation that octahedral vacancy clusters found in commercial

domly. The vacancy-vacancy capture radius based on thescf silicon appe&r?’g% induce a negligible strain field when

analyses therefore can be taken as 7.67 A, which corresp0n8 served by TEM. . -

to the 4NN-110 distance in the perfect crystal at zero pres-. The total capture radius for a cluster containjngacan-

sure. This conclusion also is in good agreement with previ-cIes therefore can be expressed as

ous estimates based on the analysis of positron annihilation tot_

d 46 H H : RJ Rj + Mstrs (41)

ata”® Note that the capture distance is lower than this value

when the two vacancies are connected along a (hdf)  wherer,=3.84 A, which is one-half of the 4NN-110 dis-

direction, but it is assumed here that the largest capture dig¢ance, represents the lattice strain field contribution to the

tance determines the overall kinetics. capture radius and is a constant for all cluster sizes Ransl
Static relaxations of various vacancy-vacancy configurathe contribution based on the actual cluster size. Note that

tions were performed using the EDIP potential. Based orihe capture distance for two clustergndj, is then given by

these calculations, details of which will be provided else-R{®+R®=rq{i,j). Total capture radii for HRC clusters

where, a critical atomic displacement is estimated at abouwere computed as follows. For each vacancy in each HRC
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9r TABLE |. Thermophysical property information used in the
8.5F i compact cluster continuum model for vacancy cluster nucleation
6 g and growth.
I75F Property Value
1] -
2 F AE® 0ev
x 6.5F D, 3.37x10° % cni/s
g 6k Dy 9.40N" 1% cni/s, N=2
N G, 3,204 T(4.34x 107 *N°%%) eV
O 55F tot 0.2
55 Ry 43N A
4.5:
Py S L L R B here as the ratio of the second and first moments of the size

i P I
5 10 15 20 25 30 distribution,M,/M,, whereM; =3 s'X, andX; is the num-
Cluster Size (V) K
ber of clusters of sizs.

FIG. 3. Evolution of total radiusR!°Y(j), as a function of cluster While the agreement between the atomistic data and the
size for HRC clusters. The total radius includes 50% of thePredictions of the continuum model is qualitatively reason-
vacancy-vacancy interaction distance due to lattice distortion. Théble, at least for shorter times, some of the details of the
solid line is a power-law fit. vacancy cluster evolution are not captured well by the con-
tinuum model. At longer times, the power-law evolution of

lust Il at ithin a 2NN dist ded. Th the total cluster number and average size are not well cap-
cluster, all atoms within a IStance were recorded. 1N§, oq The continuum model in fact predicts substantially

resulting object represents both the cluster and its captuiggier eyolution during the later stages of the simulation.

zone. We assume here that these volumes are approximateiymijar conclusions are drawn for the evolution of the mono-

spherical and therefor®|”'=(3V*/4m) "%, whereV{® is de-  mer and dimer concentrations. In the following section, an

fined as total cluster capture volume, i.e., the volume of thexplanation for the discrepancy is given and an enhanced

cluster containingj vacancies and its associated capturemodel is proposed. The enhanced model is then used to dis-

zone. A plot ofR}Ot(j) as a power-law function of cluster size cuss the sensitivity of our results to the various physical

is shown in Fig. 3(compact cluster modglalong with the components described in Secs. Il and Ill.

sizes predicted by other models. Large cluster capture vol-

umes can greatly reduce the free volume in a finite system. V. DYNAMIC CLUSTER MODELS

Excluded volume was computed H§X=E?'Q‘fxxj\/}°t giving

the available free volume ag=V*/**™- Vv This volumeV In order to investigate the possible reasons for the ob-

was used in the mean field simulation instead of the actuaderved discrepancy between the predictions of the continuum

system volumeysysten and atomistic model in Fig. 4, the actual cluster geometries
predicted during the atomistic simulation were analyzed in
detail. It is important to note that if the HRC model is ac-

C. Results for the Compact Cluster Model cepted as an accurate representation of cluster geometries at

The vacancy aggregation-fragmentation model described
in the preceding three sections was solved numerically by 10°
time integration using the explicit Euler method with an ¥ )
adaptive time stepping algorithfi.In all the following, the i 10’
enthalpic barrierAEg, was set to zero. This assumption is i = 5
based on the observation that no significant barrier beyond
the activation energy for migration has been found for ="102t
vacancy-vacancy reaction or vacancy-self-interstitial 3
recombinatiorf® A summary of all thermophysical properties
is given in Table I.

Figure 4 shows the comparison between the atomistic data
and the predictions of the continuum model with all param- 10"k
eters taken from Paper | and also from the previous sections L i
in this article. A total of four components of the size distri- 10" 10™
bution are used for comparison; two individual components

[number of monomersX;) and dimers X;)] and two FIG. 4. Comparison between direct atomistic and compact
moment-based quantiti¢®otal cluster numberNiy) and av-  cluster model predictions for the evolution of several components
erage cluster sizeM,/M;)]. The small size of the system of the vacancy cluster size evolution in a closed system. Evolution
and short simulation times preclude the quantitative use Ofrofiles are forX; (squarel X, (circles, M, (diamond$, and
higher-order moments. The average cluster size is defined /M (triangles.

I10°

ranl el L
107 10°*

Time (s)
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Sy B3

o0 PP 0303
(b) ,% % . {’ : 5

FIG. 5. Nonequilibrium cluster configurations for thermally ex-
cited clusters as observed during atomistic simulatiahVg and
(b) Vag.

Incidence

L LA UL LR |

high temperature, then there are no remaining fitting param- I (A)
eters in the model. R _
Several examples of 6- and 14-vacancy clusters are shown FIG. 6. Distribution ofr g, for clusters of sizesa=4, 6, and 10,
in Fig. 5. Clearly, these species do not correspond to th&alculated directly from mstante}neous c_Iugter_sae d_|str|but|on snap-
predictions of the equilibrium HRC model and exhibit shots taken throughout the entire atomistic simulation.
branches rather than fully closed rings and cdddzurther-

more, many of the cluster species are not completely conthat, for a given cluster size, configurations are distributed in
nected by NN bonds, but rather by 2NN and even 3NN disequilibrium according to their energies, analogously to the
tances. In fact, one of the six-vacancy clusters is composegistribution of(say atomic velocities in a solid at finite tem-

entirely of 2NN interactions. Similar observations can beperature. This observation suggests that the configuration-
made regarding other cluster sizes. While the HRC structurgampling rate is rapid compared to the overall simulation
is the lowest energy configuration, cluster diffusion at highimescale. The"

corresponding to the HRC structure for
temperature necessarily implies that diffusing clusters sper;g °ep P d

) i . . ; ach cluster appears at the extreme left of each distribution
a substantial fraction of time in other, higher energy, an urve ie.. the smallest™ value and is rarely observed
more extended configurations. The driving force for larger o sep y '

clusters to assume non-HRC shapes at high temperature is "While the data in Fig. 6 show that clusters assume a dis-
likely to be a result of the importance of entropy. The lattertriPution of shapes and effective sizes, it does not lead to a
point is analogous to the original high-temperature extende§lear approach for determining a single effective cluster size

point defect picture proposed by Seeger and Chik. for use in the continuum representation. The fact that the
distributions appear to be near-equilibrium, indicates that
A. Models for Effective Cluster Size each cluster samples its possible configuration states often.

o ) This notion is supported by the diffusion analysis for dimers
The nonequilibrium cluster structures found during thezng trimers discussed in Paper |, which showed the rapid

apomlst|g :nmulatlon |mpl)é tlhat b%th thﬁ geometridak., g ﬁxchange between the different configurations. Considered
siz§ and free energy models used in the continuum mode, ext are three models for effective cluster size as a function

must be modified to account for thermal excitation. Cluster

cometry was investioated using our previously introduce f the number of vacancies. Each of these models is subse-
geparatic))/n function: 9 9 P y [guently tested in the continuum model.

Moep™ E rﬁ (5.2 1. Model 1—Average Sphere Model
H In this model, the effective radius for a cluster Mfva-

This function represents the total of the inter-vacancy discancies is computed by assuming that each configuration
tances within a cluster. The complete set of cluster data gerfound in the actual simulation is approximately spherical.
erated by the large-scale atomistic simulation was used tdhe capture volume of each configuration is computed by
determine the distribution oﬂepfor clusters in the size range tagging every atom within the 2NN interaction distance of
2<n=16. While larger clusters were observed during theany of the vacancies in a given cluster. In this way, the lattice
simulation, the statistics for these sizes are poor because efrain interaction between any two clusters, 4NN-1E&e
the limited number of samples, and the relatively short obSec. IV) is divided equally amongst the two clusters and both
servation times. R; andrg; in Eq. (4.1 are included in the cluster radius. This

The distributions of g, for certain clusters are plotted in assignment of total cluster radius is valid because as shown
Fig. 6. Larger values crf's‘epfor a given cluster indicate more in Sec. IV, the extent of the lattice distortion componegt,
branching and a higher number of 2NN and 3NN vacancyis independent of cluster size. The effective volume for a
interactions. Also shown in Fig. 6 are Maxwell-Boltzmann cluster containing\ vacancies is then given by an average
fits to the observed distribution of,, for each cluster. The over all configurations observed in the molecular dynamics
good agreement between the data and the fits demonstratgisulation.
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FIG. 8. Evolution of cluster radius as a function of size as pre-
dicted by the(a) average sphere modé¢h) average dynamic cluster
model, and(c) maximal dynamic cluster Model. Lines are power-

FIG. 7. Schematic representation of capture volume enhancdaw fits. Open squares represent an optimized capture model.
ment due to cluster shape fluctuatioRs,, and Ry, represent dif-

ferent capture radi{volumes for two configurations of the same cause no cluster wobble is possible for monomers.
(dynamig cluster.

3. Model 3—Maximal Dynamic Cluster Model

2. Model 2—Average Dynamic Cluster Model .
Verage Lynamic Luster The third model for cluster capture volume assumes that

In this model, clusters are assumed to be aspherical iBonfiguration sampling is essentially infinitely fast compared
shape and also to be dynamically evolving objects. Eacho the diffusion timescale. As a result, the maximum cluster
cluster is assumed to sample its available configuration stateadius (as defined in model)2associated with théargest
rapidly relative to the overall aggregation timescale. The netonfiguration appears sufficiently often to incorporate a
effect is rapid cluster wobbléor equivalently, rotationin  spherical volume around the cluster. The assumption embod-
which a spherical volume equal to the average of the maxited in this model is more difficult to justify because it is not
mum cluster radius of each observed configuration is incorpossible to determine how often the largest configuration is
porated into the cluster capture zone. Here, the maximunisited. While the analysis for dimer and trimer diffusion
radius for each cluster configuration is computed by findingoresented in Paper | demonstrated that many configurations
the position of the atom farthest from the cluster center-ofare sampled frequently, it is quite unlikely that this effect is
mass. Once again, all atoms within the 2NN interaction disas pronounced for larger clusters.
tance of any vacancy in the cluster are included in the total Cluster radii (including the 2NN capture shell around
capture volume. A schematic representation of the model igach clusteras a function of number of vacancies in each
shown in Fig. 7 using a single configuration as an examplegluster are shown in Fig. 8 for each of the three models.

The average dynamic cluster model can be justified basegeveral features are worth mentioning. First, as expected, the
on an order-of-magnitude analysis of the relevant timescalesnonomer radius is equal for all three modéd corre-
The necessary condition for rapid configuration sampling issponds to the 2NN distangcbecause of the spherical nature
tes<tp, wheretis the configuration sampling time scale of of the single vacancy capture volume. Also as expected,
a cluster containing vacancies andip=1%/(D;+ D) isthe  model 1 leads to the smallest cluster capture volumes, while
diffusion time scale associated with the approach of a clustemodel 3 predicts the largest ones. The lines shown in Fig. 8
of sizej towards the reference cluster of sizeThe length  represent power law fits of each model. The maximal dy-
scalel can be taken as the diameter of the reference clustenamic cluster model shows the most scatter for larger clus-
i. Configuration sampling is based primarily on the diffusionters because of less statistical sampling time for these sizes.
of single vacancies within the cluster, and for larger clusters,
more vacancies are available for configuration changes. Thus
t.s~ 6%/iD,, assuming that every vacancy htpis a bond
length corresponds to a configuration change. Therefore, the The final inputs required to completely specify quantita-
“wobbling” cluster model requires that D;<i®%(D; tively any of the dynamic cluster models are free energies for
+Dj), where it was assumed thiat- i3, Clearly, this con- each cluster size. An appropriate function for the dynamic
dition is met for most cases of cluster-cluster coalescencesluster free energies is much harder to deternangriori,
except possibly in the case of monomer diffusion towards aequiring knowledge of the free energy of every conformer.
small cluster, because single vacancies diffuse rapidly reldnstead, it is assumed that the effective free energy will con-
tive to clusters. Note that the case of monomer-monometinue to scale as a power law in size, as demonstrated for the
reaction does not need to fulfill the above requirement, beequilibrium HRC structures in Refs. 22 and 44, but with

B. Results for the Noncompact Cluster Model
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slightly different parameters, which are treated here as fitting 10°F
parameters. The parametric free energy model is therefore i
given by

Gi(n)=an?, (5.2

o

wherea andy are the adjustable parameters. Given that most s10%}
of the configurations lead to spheroidal capture volumes, we i
will assume further that the free energy exponentis ap-
proximately 0.66, as would be appropriate for spheres. Based

on results in Ref. 44i.e., y=0.63 for HRC clustens this

value is likely to be a good representation. The pre-exponent, 10"k
a, is then adjusted by optimization based on simulated an- L el R
nealing(SA).**552Convergence to a global minimum is not 107 10" _ 107 10°
guaranteed with most practical implementations of “8A, @ Time (s)
therefore all optimization results presented below were 10°-
confirmed by several runs in which the initial guesses were i
varied.

The results obtained with each of the three models pre-
sented in Sec. V B are shown below in Fig. 9. Clearly, model
3 is able to represent the atomistic data better than models 1
or 2. Both of the latter predict substantially slower evolution
that is found in the atomistic simulation. In each case, the x
deviation at a very early timet€0.05 ns) is due to the
boundary conditions imposed in the atomistic simulation, in
which single vacancies were placed in a uniform grid at
equal spacing. Thus, a short lag in the evolution profile is g . . .
observed, followed by a slight increase in the aggregation 107 10T 10T g0 10
rate once the vacancies have diffused across their initial (b) Time (s)
separation distance. Note that the results shown in Figs.
9(a)—9(c) represent the best fit with respect to the parameter
a. The corresponding best-fit free energy curves for each of
the three models are shown in Fig. 10, along with the free
energy curve predicted for HRC clustéfOnly a very lim-
ited number ofa values lead to a reasonable fit to the atom- .
istic data and it is not possible to uado compensate for the S107F
different assumptions embodied in each of the three capture v ’
radius models. In other words, loweriagfor model 1 would
likely increase the predicted nucleation rate, but the resulting
slopes would change dramatically leading to a poorer fit of

—=l10°

the data. 10"} N
The fitted value ofa for model 3 leads to a free energy T B e [ |
curve that is almost identical with the HRC free energy © 10 10 Timl?s) 10
model, at least in the cluster size range shdlanger sizes
are not relevant in the current simulation timesgalEhis FIG. 9. Evolution profiles for each of the dynamic cluster mod-

reflects the fact that the free energy of the different conformels. (a) Model 1. (b) Model 2.(c) Model 3.
ers at each size are not very different from that of the HRC
configuration at high temperature, which is consistent withsimulation, as shown by the slightly steeper slopes for the
the high configuration sampling rate that is observed in Figaverage cluster sizeM,/M) and the total cluster number
6. The slightly lower free energy curves obtained with the(M). This indicates that model 3, while the best of the three
other two models demonstrates an attempt by the optimizenodels, is a slight overestimate for the cluster capture radii.
to increase the aggregation rate by compensating for the ufi-he best possible capture model was determined empirically
derestimate in the cluster capture volumes. It is also worthusing the SA optimization scheme, in which the cluster cap-
while noting that the fitted free energy for model 3 is theture radii were allowed to fluctuate along with the free en-
only one that is higher than the HRC curve. Given that thesrgy pre-exponent. The resulting capture radius evolution as
HRC structure is known to be the lowest energy configuraa function of cluster size is shown in Fig.(8pen squargs
tion,**** the free energy curves fitted with models 1 and 2For small cluster sizes, i.en<5, the fitted capture model is
can be discarded as being unphysical. essentially identical to model 3, but clearly model 3 is an
At long times(i.e., t>3 ns) model 3 predicts a somewhat overestimate for larger cluster sizes. The resulting size dis-
higher nucleation rate than that observed in the atomistitribution for the optimized capture radius model is shown in

045207-9



MANISH PRASAD AND TALID SINNO PHYSICAL REVIEW B 68, 045207 (2003

- 10°p
20F 102

%;15 : E“
Fa £10? g

i 5 :
b | 1075
[+ |
8101
u- -

5: 10' ..
__ o o v S | PSR Y | - ‘100
10" 10" 10™"° 107
IR [T SR [ SR S Time (s)
10 20 30
Cluster Size (V) FIG. 12. Cluster size evolution in the absence of dissolution.

FIG. 10. Cluster free energies as a function of cluster size for:
(a) the HRC modelsquare} (b) model 1(diamonds, (c) model 2 tion (i.e., by the size predicted by model &s the reference
(triangles, and(d) model 3(circles. cluster,i, samples its different configurations, it will coalesce
with clusterj after a time intervalAt[r; ,reafi,j) ], which is
Fig. 11, and is very similar to the prediction of model 3 buta function of the sampled sizes and the initial separation
corrects the overestimate of the aggregation rate at largefistancer;; . For small separations, the incoming cluster will
times, leading to excellent agreement between the continuume captured rapidly by any of the sampled configurations,

and atomistic data across the entire simulation time. while for larger separations only the larger configurations
will lead to aggregation. In this picture, model 2 is clearly
C. Discussion and analysis the most appropriate interpretation of the effective cluster

The notion that vacancy clusters at high temperature eX(_;apture volume, because the entire size distribution of cluster

hibit center of mass diffusion and internal configurationalConf'guré‘t'on.s IS sampled.umformly. . .
motion has been demonstrated conclusively. Based on the HOWeVer, in practice this is not the case. As the incoming
discussion in Sec. VA1 and results in Fig. 6, it is clear thatC'uSter diffuses towards the reference cluster, the tails of the
configurational sampling occurs rapidly on the time scale ofistributions(right hand sidesshown in Fig. 6 are sampled
center of mass diffusion in all cases except for possiblyfirst. Only if capture does not occur at this point is the rest of
monomer-cluster reaction. However, it is unlikely that thethe distribution sampled! In fact, it is extremely unlikely that
maximum-size configuration is visited sufficiently often to configurations smaller than the average will contribute to the
justify the use of model 3. gffectlye cluster size. For rapid “internal dIﬁUSIOD” and con-
An explanation for the observed results is proposed afguration sampling, the largest few configurations will al-
follows. Consider a reference clustercentered about the MOst always lead to aggregation. This interpretation explains
origin. At certain time intervals, a second clusés placed ~Why model 3 is the best description, and why it is only a
randomly(i.e. with a uniformly distributed separatipsome- ~ Slight overestimate of the cluster capture volume.
where in between the surface of the most compact configu-

ration and the surface mapped out by the largest configura-
VI. SENSITIVITY ANALYSIS

103: The ability of the continuum/atomistic comparison to dis-
tinguish between different mechanistic assumptions depends
critically on the sensitivity of the continuum model predic-
tions to the various model elements, i.e., reaction/dissolution
model, capture radius, cluster mobility, and the free energy
description. The ability of our framework to require that the
correct physics be used was tested by intentionally adjusting
some of the physics embodied within the model, and then
attempting to maintain the agreement with respect to the ato-
mistic data by readjusting any fitting parameters. Once again,
it is worthwhile noting that the only adjustable parameter in
R “Jqg0 the continuum model is the free energy prefactor—all other
10 Timl?s) 10 parameters were derived from atomistic simulations. In each
of the following studies, the optimized capture radius model

FIG. 11. Size distribution evolution for optimized capture radius (Fig. 11) was used first to test the effect of different model

model. componentswithout any additional parameter fitting

L

=10°t
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FIG. 13. Cluster size evolution in the absence of configurational FIG. 14. Cluster size evolution in the absence of cluster mobil-
entropy. ity.

A. Cluster dissociation and entropic effects matic difference in the predicted nucleation rate is readily

The effect of cluster dissociation was probed first by re-£XPlained by considering that cluster diffusion not only en-
stricting cluster dissolution. As shown in Fig. 12, the evolu-h."’mCes th_e_ rate of monomer—_cluster reaction, but als_o pro-
tion profile is not affected at early times because the forwar ides add'“?”f"‘" parallel reaction pathyvays for ngcleanon to
driving force is very high due to the large initial supersatu-Proceed. Itis important to note that this effect might be less
ration of single vacancies, and the backward rate barrier pré":l'gr"f'cant during coarsening at_Iower temperatures, and this
vents any dissolution. Furthermore, only a few clusters hav&Sué Wil be addressed further in a future publication. How-
formed that are available to contribute to the overall disso€Ve" it is readily apparent that an increase in the nucleation
lution rate. However, at longer timése., t>1 ns) the “ag- rate is likely to have some impact on any subsequent cluster
gregation only” model clearly overestimates the rate ofdrowth. Specm_cally, the_exte_nsnon of the_nucleatlon phase
monomer consumption and the concentration of single va2€Yond the point at which single vacancies are exhausted
cancies is observed to decay to zero before the end of thaould lead to larger, more stable nuclei.
simulation. Note that the moments of the overall distribution

(M, andM,/M,) are not affected significantljighlighting C. Parametric consistency

the necessity for considering multiple metrics in order to test  The inclusion of dynamic cluster capture radii was not
: : 28,53 . : . . :

a given mean-field theoryf immediately obvious during the development of the final

Similar effects are observed if dissolution is included inmodel. Using model Istatic capture radjij a detailed para-
the usual manner but the configurational entropy term is Nemetric search analysis was performed to determine the con-
glected in Eq.(2.11); see Fig. 13. Once again, an overesti-gitions under which it was possible to reproduce the atomis-
mate of the rate of single vacancy depletion is observed. Thec size evolution data. Figure 15 shows the predictions using
configurational entropic effect in fact can be seen clearly inygdel 1 if the cluster diffusion coefficients are raised by a
the atomistic data in the form of a kink in the single vacancytactor of 4. Clearly, the predictions are very good, with the

profile at about approximately 0.1 ns, which is now absentpgssible exception of the slope of the monomer curve at later
Note that the onset of dissolution kinetigghich are driven

by the configurational entropy tejrs predicted correctly in

the full model (Fig. 11). The depletion of single vacancies
represents the largest loss of configurational entropy in the
system and therefore these species are affect most severely if
this mechanism is neglected. In both of the above cases, it is
not possible to “compensate” for these mechanistic omis-

10°¢

Sen2
sions by seeking a different value of the fitting parameter 5;10
x
B. Cluster diffusion

As discussed in Paper |, many previous effbfts?31:32
aimed at predicting the distribution of vacan¢gnd self- 10'} 9
interstitia) aggregates during the growth and processing of £ e TN R R Y 0

. 12 -1 -10 -9
Si crystals and wafers have neglected the effect of cluster 10 10 Tim:?s) 10

diffusion. Figure 14 demonstrates the effect on the nucleation
rate if this mechanism is omitted. In particular, the overall FIG. 15. Cluster size distribution predicted with the average

nucleation rate is greatly underestimated and all componentphere mode{model 1 in Fig. 9 but with cluster diffusion in-
of the cluster evolution are affected. The reason for the draereased by a factor of 4.
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times. This experiment demonstrates that it is indeed possrder to determine whether this model is able to rectify some
sible to get good fits with other assumptions, batwithout  existing problems in void formation process models. Further-
compromising parametric consistency. The success of thisore, the effect of cluster diffusion, which is often neglected

particular model variant led to several checks of the clustein continuum process models, was shown to further increase
diffusion calculations, but no increase could be justified, in-the nucleation rate.

dicating that another aspect of the model was incorrect, lead- The sensitivity analysis in Sec. VI demonstrated clearly

ing to the development of models 2 and 3. that every element of the continuum model described in
Secs. Il and Il is required to produce the correct size evolu-
VII. CONCLUSIONS tion with consistent parameters. While, in principle, several

. . ) _variations of the mean-field description can lead to accept-
A highly detailed analysis of vacancy cluster aggregationgpje representations of the atomic data, a very tight con-

in Si was used to demonstrate the application of internallystraint was placed on the allowable models once parametric
consistent comparisons between atomistic and continuurgonsistency was imposed as demonstrated in Sec. VI. Many
representations of the same process to determine systemaitferent variations of the final model were tested but none

cally and quantitatively the mechanistic components requiregere found to reproduce the atomic data with acceptable
for developing accurate mean-filed models of atomic-scalgarameters until the notion of dynamic capture radius en-
events. In order to generate sufficient atomistic data to cagyancement was investigated in detail.

ture the size distribution evolution of clusters, a state-of-the- The gverall approach demonstrated here and in Paper | is,
art parall_el molecular dynarmcs S|_mulat|on code was develj, principle, applicable to any system and process that can be
oped which allowed the simulation of large numbers ofinyestigated directly with molecular dynamicsr the con-
particles and time steps. By ensuring as far as possible pargnyous Monte Carlo methodThe ability to simulate atom-
metric consistency between the atomistic and continuum apstically larger systems for longer times will further increase
proaches, it was possible to obtain a sensitive and quantitghe resolution to which a particular model can be unambigu-
tive probe into the quality of each model component. Thegysly specified. As shown in this work, it is necessary to
final mean-field model demonstrates new features of vacanQonsider as many distribution components as possible when
cluster nucleation at high temperature that potentially W'”evaluating the success of a given model. Larger simulations
have a significant impact on crystal growth and wafer theryyj allow for the consideration of higher-order moments,

mal annealing process simulator quality. which are even more sensitive to inaccurate assumptions.
It was shown that the description of cluster capture vol-

umes is difficult to estimata priori and appears to be larger
than would be expected based purely on static geometric
analyses. This effect appears to enhance significantly the This work was supported by an NSF CAREER Award
nucleation rate at the time scale investigated here, leading t&€TS01-34418 Wacker Siltronic AG, and the ACS Petro-
fewer but bigger clusters. The effect of enhanced captureeum Research Fun@PRF No. 36923-Gb We would also
radii for larger length and time scales, where cluster coarslike to thank John Crocker for many fruitful discussions
ening is the primary process still needs to be investigated imalong the way.
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