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Dynamic response of a strongly perturbed electron gas
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The dynamic response of an electron gas strongly perturbed by an impurity is calculated using density
functional theory and many-body linear response theory. We find that the piling up of charge induced by the
impurity significantly modifies electron dynamics in the vicinity of the impurity and the response of the system
to localized external perturbations. Our results show the important local effects that the nonlinear screening of
impurities introduce in the dynamic response of metallic systems.
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The theoretical description of many-body systems in theilNa or Al). Therefore, band-structure effects are not consid-
ground state has nowadays become an affordable task bered as we are interested in determining the local dynamic
cause of recent advances in the numerical implementation gésponse of the system. We use density-functional theory to
ab initio methods, as well as huge improvements in computcalculate the ground state of the system and obtain the
ing capabilities. However, an accurate evaluation of excitedvalence-electron response function in linear theory after-
states properties in such systems is still a major theoreticayards. We show that the dynamic screening of the Coulomb
challenge. The problem is of obvious importance as mostnteraction is highly modified in the vicinity of the impurity
experimental techniques are based on testing of excited sta@d has a complex behavior determined by two competing
Apart from its intrinsic fundamental interest, the knowledge€ffects. As an example, we calculate transition probabilities
of the system excitation spectrum is useful to understand £or hole-filling processes in the embedded impurity. We com-
large variety of physical phenomena, such(Bsphotoab- Pare some of.our results with those obtai_ned ir) calculations
sorption of atoms? and plasmas? (i) optical response of Which dq not mcIudg the presence of the impurity to remark
clusters>~8 (iii) core polarization and dielectric response inthe specific effects introduced by the latter.
solids®*° (iv) resonant photoemissidhor (v) neutralization For small external dynamic perturbations of the system,
of ions at surfacet!3 the many-body response is well described by the linear den-

Common solid-state approaches to study excited states apfy response functiory(r,r',»). The self-consistent re-
many-body perturbation and time-dependent densitysponse functiory(r,r’,») can be obtained at the random-
functional theories. The application of these methods to redphase approximatiofRPA) level in terms of the response
systems often relies on system symmetries, such as twdunction of a system of independent particlg§(r.r’, o)
dimensional or three-dimensional periodicity. The theoreticaf@tomic units are used throughout unless otherwise stated
description of electronic excitations turns out to be more

’ ] ’
intricate when a localized impurity breaks the spatial sym- X(":"-@) =x"(1.r", @)

metry. Numerical methods based on system periodicity are
not efficient in this case. Furthermore, localized perturba- +f drodrox°(r,ri,0)Ve(ry,ro) x(r,r" o),
tions in solids, such as impurities in bulk, inner-shell holes,
or adsorbates at surfaces strongly modify their environment. (1)

The appearance of new states bound to the imﬁﬂ_r:iﬂyd/or whereV(r,,r5) is the Coulomb interaction, ang(r.,r’, w)
resonances in the continutifrcan change dramatically the is given by-2

local properties of the system. The influence of impurity at-
oms in the excitation spectrum of a 2D electron gakere

any attractive potential has a bound stdtas been consid- Xo(r,r',w)=i;0cc [ (D ¢(r)G(rr' &+ )
ered recently® Kondo-type effects arise for single magnetic
impurities as well"18 (Y (r)G* (rr'g—w)]. (2

In metallic systems, valence-band electrons are highly

mobile and the presence of an atomic impurity introduces a We study the valence-electrons response. For this reason,
strong distortion in the electronic density. Our purpose in thighe sum oveii in Eq. (2) runs over occupied states in the
work is to show that this rearrangement of electronic chargwalence band, and we use a modified one-electron Green’s
determines the local dynamic response of the valence elefdnction G(r,r’,w) in which the core contributions are ex-
trons to external perturbations. We study the case of aplicitly subtracted. ;(r) and ¢; are respectively the one-
atomic impurity embedded in a free electron g&EG), electron wave functions and energy levels that are eigen-
which represents the valence band of a simple nistath as  states of the Kohn-ShantKS) Hamiltonian H=—V?2/2
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+ V.1 The effective potential in the latter equation in-
cludes several termsVes=Vyartrest Ve Vimp: VHartree 1S
the electrostatic potential and. is the exchange correlation
potential, which is calculated in the local density = ©%°
approximatiorf’ The essential point of our work is that we
use the full Hamiltonian that includeg,, in Ve to explic- 0.000
itly account for the presence of the impurity in the calcula-
tion of the system response.

Our numerical procedure is the following: we solve the
KS one-electron equations after expansion of the wave func-
tions in a spherical harmonic basis s§t;,,({2). The one-
electron Green'’s function§(r,r’,w) are also built from the
solutions of the KS equation for every.>? With these in- I
gredients we calculate the multipole components of =
X°(r,r',w). Integral equatior(1) is solved in real space for
every polar component of(r,r’,w).

Electron dynamics is characterized by the screened Cou-
lomb interactionW(r,r’",w).?* In RPA,W(r,r’,w) is defined

0

An(x')/n

0.050 - N

[ FEG
- —— AVFEG

Im[-W(x,x)](a.u)

in terms ofV¢ as =5
go.oso

%

W(r,r',@)=Vc(r,r') g,
, Tt
+J drydryVe(r,ry) x(ry,rz,0)Ve(ra,r'). = 0025

3

The probability of inelastic processes, determined by the
imaginary part of the screened interaction Im
[—W(r,r’",w)], is shown in the lower panels of Fig. 1 for
the case of an Ar atom embedded in a FEG o2 (rg is
defined fromn0=3/47-rr§, wheren, is the electronic density I
of the ga. The OX axis is defined as the line that joins the £ .|
position of the Ar(the origin of coordinatésand the position .
of the Coulomb sourcg. We show a case in the low-energy
range w~0.17w, (With w,=4mng). Two results for Im
[-W(x,x",w)] are shown in the plot: one using the
Lindhard response functigiplane wave stat¢sand a second
one using the self-consistent response that includes the Al

atom. In both cases the absolute value of Im ) . i .

, . . . FIG. 1. Top panel: electronic densitiy units of the background
[_YV(X'X ,w)] reaches its maximum at_ approximatety electronic densityng) induced in the valence-bandn=n—n,
=X Howevgr, thgre are Spl_);tantlal differences betweer(\/vheren is the valence band electronic dengityy an Ar atom
both calculations in the vicinity of the Ar atom. Im empedded in a free electron gasrgé=2. Lower panelgfrom top
[—W(x,x",w)] is affected by the rearrangement of elec-1o pottom, magnitudes in atomic unjitsimaginary part of the
tronic charge induced by the Ar atom in the valence bandcreened interaction fmW(x,x’,w)] as a function ok’, and for
An. The latter is localized in a region of few atomic units, asdifferent values ofx (x=0, x=3.8, andx=5.8). The Ar atom is
shown in the upper panel of Fig. 1. The screening providedocated at the origin of the coordinate system. The solid line is the
by An reduces the interaction strength significantly and in-result including the Ar impurity in the calculation, and the dotted
troduces some structure in the shape of HiwW(x,x',w)]. line is the unperturbed electron gas result. The energyw is
Therefore, electron-excitation processes taking place in the0.17w,.
neighborhood of the Ar impurity are influenced by this ef- o .
fect. For larger values ok, corresponding to a Coulomb tionsare always createdsidethe surface, and _the maximum
source farther from the Ar atonx&5, where total screening Value of Inf —W(x,x’,»)] does not necessarily correspond

of the impurity is already achievedthe unperturbed FEG t0 the positionx=x". _ _
result is practically recovered. Now we consider a localized external perturbation around

. . . . * H H
introduced by the Ar atom is essentially different from thatp®(r) = (r) ¢ (r), which accompanies the decay of one
introduced by a surface: in the latter, the electronic excitaelectron from a valence-band stayt@l(r) to a bound state of
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FIG. 2. Modulus of the external densitge,{r)| (dotted ling
andr times the imaginary part of the potential lgh(r,w)] as a

function of the distance from the ion. The process is the decay of aﬁ

electron at the Fermi level into thep3state of(a) an Art ion, and
(b) an Ar'3* jon. The density parameteriis=2. The calculation of
the response function includésolid line) or excludegdashed ling
the Ar ions. Only the dominant partial-wave componeftsn-
tinuum d electrons (;=2) for (@) and continuump electrons [;
=1) for (b)] are shown. All magnitudes are in atomic units.

an ion, #,(r). This inelastic process corresponds to the fill-

ing of a hole in the ion. We remind the reader at this point
that the external perturbation that we treat in linear respons

is p®Y(r) andnot the embedded impurity. The latter is con-
sidered as part of the system, and thus fully includfed-
mally to all orders of perturbation thegrin the calculation.
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FIG. 3. Differential transition ratel'/dk, (in atomic unit$ as a
function of the initial momentum of the electrénormalized to the
ermi momenturnk, /k; for a decay process from a free-electron
gas ofr,=2 to the 3 state of(a) an Ar' ion and(b) an Ar*** ion.
The line styles follow the same convention of Fig. 2. A schematic
drawing of the decay process is shown in the inset.

is a coefficient resulting from the analytical integration of the
angular part], is the angular momentum component of the
initial state wave function, and is associated with the
I-multipole term in the expansion of the screened interaction
W(r,r',w). ¢"i{(r,0) are partial-wave components in the
gxpansion of the self-consistent potentdlr, ), defined as

¢>(r,w)=f dr’ p®(r" )W(r,r', ). (5)

The calculation of the transition rate for this process is per-

formed after expanding all quantities in the spherical-

We study two regimes: low ¢~0.9w,) and high @

harmonic basis set. Assuming spherical symmetry, and fixing=2.8w) transition energies. They correspond to the capture

the angular momentum of the final bound steigr) tol,,,

of a 3p electron from the Fermi level by Arand A3,

the transition rate per unit time and per unit of momentumrespectively. The electronic configuration of the'#rion is

modulusk, (61=k§/2) is obtained as a sum over different
angular momentum componerits:

ar -, e
—dkl—kl% m,ll,la)lm[fdrrZ[pexgr)] ¢! (r,w>},
(4)

wherew=¢€;—¢€,,

1,02
000

g"(l,I1,IQ)=(2|+1)(2|1+1)(

1s'3s?3p?. We show in Fig. 2 the imaginary part of the
self-consistent potential I 1(r,»)] generated by the den-
sity fluctuationp.,(r) that is associated with the 3p capture
by Ar* [Fig. 2(a)] and A" [Fig. 2b)]. The radial depen-
dence 0f|lext(r)| is plotted as well. The localization of

|p|elxt(l‘)| in the vicinity of the ion determines the range of
distances, which is important to calculate the transition rate
of the process. Only the dominant partial-wave contribution
to the process is showd=1 andl,=2 for Ar" (i.e., d
electrons from the valence band that undergo a dipolar tran-
sition) and1=0 andl,=1 for Ar**" (p electrons that un-
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dergo a monopolar transitionResults using two different sions would be similar for other kind of impuritiggore
levels of approximation in the calculation of the responseholes, molecules, etc.We have shown that the localization
function x(r,r’,») (with and without the Ar iohare plotted  of screening charge induced by the impurity in its vicinity
in Fig. 2. strongly modifies electron dynamics through a change in the
The piling up of charge in the vicinity of the ion has electron—electrqn i_nteraction strt_angth gnd in the probability
important consequences in modifying the screening properOf electron excitation. Thg relative weight of thesg two ef-
ties, as well as the excitation spectrum of the system. Botfects depends on the particular value of the excitation energy

effects are important in determining the electron dynamicg?- [N Simple terms, one could say that as far as determining
the imaginary part of the screened interaction is concerned,

and the transition rate, although their role is different at low he el lect ) toct | X ant
and highw. At low w, enhancement of the screening reduce € eleclron-electron screening effect is more important for
oW w, while the increase in the available number of excita-

the strength of the Coulomb interaction in such a way tha ions (modification of phase spaces more importnt at high
the imaginary part of the screened interaction is significantl b P P 9

reduced. However, at high, screening is not so efficient w. The nontrivial balance between these two effects makes

: | . R difficult to predicta priori the influence of the impurity on
and there 'S & net increaginstead of a red.uct|c)n|.n the the time scales of inelastic transitions that depend on the
value of the imaginary part of the screened interaction due 1Q|ecron-electron interaction in its vicinity. As an example,

the local increase of available electrons near the impurity. e nhave calculated the decay rate of valence-band electrons
. Capture rates from the valence band to bound states of thg the 35 hound state of Ar, for which the final rate is shown
ion are calculated by integrating the external density and thg, pe appreciably modified by the impurity perturbation. This
self-consistent potential using E@). The results of the dif-  qgification is not expected to be specific of this particular
ferential probability as a function of the initial momentum of case, but can be generalized to other inelastic processes that

the electron are plotted in Fig. 3 for the same two Systems Ofienend on electron-electron interactions and are highly local-
Fig. 2. Perturbation of the medium by the ion introduces an,q in space.

increase of roughly 20% in the value of the rdtefor the

low energy rang¢Fig. 3], and a reduction of 5-10 % for We are grateful to M. A. Cazalilla and E. Zaremba for

higher excitation energigs$-ig. 3(b)]. fruitful discussions. This work was supported in part by the
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