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Two-level model and the dynamic Hall effect in nonlinear semiconductors
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Nonlinear transport properties of a semiconductor with an S-shaped negative differential conductivity is
usually described by the well-established two-impurity-level model. However, previous attempts in using the
two-impurity-level model to explain the observed dynamic Hall effect in nonlinear semiconductors failed, at
least in the spatially homogeneous case. The model predicts a stable state when the transverse magnetic field
B is zero, and a8 increases to exceed a critical value, the system undergoes limit cycle oscillations, but no
further bifurcation no matter how largB is. Experimentally it was observed thatGaAs with shallow
impurities at 4.2 K exhibits limit cycle oscillations when the static electric figJeexceeds a critical value with
B=0. When the applied transverse magnetic figlthcreases from 0 to about 100 mT, the system undergoes
several bifurcation routes to chaosEsgincreases. In this paper we establish a two-impurity-level model, with
the assumption of spatial homogeneity, to explain the observed dynamic Hall efiecai\s at 4.2 K. The
dynamic behavior of our model has the main features of the experimental observations described in the above.
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[. INTRODUCTION goes period-doubling routes to chaos w0 and (2)
magnetic field induced limit cycle oscillations whé&hex-

It is well known that a semiconductor with an S-shapedceeds a critical value. We have checked the calculations to
current density-field J-E) characteristic will exhibit many confirm that the dynamic behavior does not change when a
interesting nonlinear effects, such as displaying a hysterestsansverse magnetic field is applied to casé€l), only the
loop in the current-voltagel {V) curvel? formation of cur-  bifurcation point (value of the applied electric fieldis
rent filament$* self-sustained oscillations and ch&ds®  shifted. For casé2), we take the same parameters listed in
when the system is connected in series with onlycabias  Ref. 13 and follow the simulation proposed by the authors.
voltage. Many of the above nonlinear transport propertieShe system is stable whé8w 0, and as the magnetic fieBl
can be described by the well-established two-impurity-leveincreases beyond a critical value the system undergoes limit
model? However, up to now, this two-level model, with the cycle oscillations no matter how largg is. Therefore the
assumption of spatial homogeneity, fails to explain experiproposed two-level models are unable to explain the ob-
mentally observed dynamic Hall effect when a transverseserved dynamic Hall effec¢t. Neither casd1) nor case2) is
magnetic field B is applied to n-GaAs at helium close to the experimental observations.
temperature$! The main feature of the experimental resultis  In this paper we would like to propose a two-level model,
that, whenB=0 the system exhibits limit cycle oscillations, with the assumption of spatial homogeneity, to explain the
and asB increases up to 100 mT, the system generates abserved dynamic Hall effect in-GaAs with shadow impu-
sequence of quasiperiodic and frequency-locking current ogities at helium temperaturésThe governing dynamic equa-
cillations and finally a Ruelle-Takens-Newhouse scenario tdions are basically the same as previous models, except that
chaos. In 1991, Hoper and ScHb'? proposed a one-level we use a set of slightly different parameter values which are
model to simulate the dynamic Hall effect. Their main resultmore appropriate for shadow impuritiesrirGaAs. We also
is that, wherB=0 the system is always stable irrespective oftake into account the magnetic field effects in the impact
the value of the applied electric field. Aexceeds a critical ionization parameters as well as the energy level splitting
value, the system undergoes period-doubling routes to chaosetween the impurity level and the conduction band. This is
and type-I intermittency. However, this isomelevel model  because the conduction electron effective massGhAS is
and the corresponding physical system is natamlinear  rather small &0.066m), thus the Landau level shift of the
semiconductor, because the model exhibits positive differeneonduction electrons is much larger than the Zeeman shift of
tial conductivity(PDC) for all values of the electric fiel&in ~ the bound impurity electrons which may have important ef-
the current densityl vs electric fieldE curve. This is to be fects in the impact ionization processes. The main result of
compared with a nonlinear semiconductor which possessasir model is that, when there is no magnetic fiBle 0, the
negative differential conductivityNDC) for some range of system undergoes limit cycle oscillations when the applied
E. The PDC system is stable for all values of the appliedelectric field exceeds a critical value, and no further bifurca-
electric fieldE whenB=0. In 1992 the same authdfs* tion is found as long aB=0. When a transverse magnetic
extended the theoretical analysis to include the two-levefield B is applied, the system undergoes period-doubling
model with spatial homogeneity. They used two different setsoutes to chaos aB increases from 0 to exceed a critical
of material parameters for the two-level model to obtain twovalue. Our theory predicts the main features of the experi-
different oscillation mechanismg1) self-generated oscilla- mental observations: there are only limit cycle oscillations
tions and chaos without a magnetic field, the system undewhenB=0, and asB increases from 0 to exceed a critical
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' Here vN§=n is the conduction electron densitythe total
nd current densityge the permittivity of the sa_mp_lel,e the con-
J_ J_ duction electron mobility at zero magnetic fieldg= w/(1
first excited state + u?B?), andv,, v, are, respectively, th& and z compo-
nent of the drift velocityv of the conduction electrons. We
will give the explicit forms ofv, andv, in the next section.
Apparently,E, is decoupled fronE, andE,, and the solu-
tion of E, decreases exponentially to zero. For small pertur-
ground state 1 1 bations about the fixed point, Eq4)—(4) are then the four
X X X basic dynamic equations we have to solve for the transverse
magnetic field case, i.e., the dynamic Hall effect. The applied

FIG. 1. Generation-recombination process considered in thelectric field E, is chosen as the control parametgy, is

two-level model, involving the conduction band, the trap groundrelated to the static state total current densiiy Eq. (3) J

-
—

conduction i

X

state and the first excited state. =Jo=en(E%v,(E° in the steady state, when all the quan-
tities in the left-hand side of Eqg1)—(4) are zero. In a
value, the system undergoes various routes to chaos. steady stat&’=(E,,0E?), E, is the applied electric field,
andE? is the induced static Hall field. Therefokg, is thex
Il. THE MODEL component of the electric field for the fixed point of the

. . , dynamic equationg§l)—(4).
Consider am-type semiconductor with the donor concen-

tration Np and the acceptor concentratidf, (Np>N,),

and the effective doping concentratidtfy=Np—N,. The
two-level model considers the electronic states of a donor
impurity consisting of two levels: the ground and the first In the absence of a magnetic field, the impact-ionization
excited state. An electron in these states can be thermallyoefficientsX; andX} (see Fig. 1 can be approximated &s
ionized or impact ionized to the conduction band, and then

IIl. MAGNETIC FIELD EFFECT
ON THE GR COEFFICIENTS

recombines with a donor having an empty state. This is xl(E)zx({e*%’E, (6)
known as the generation-recombinati@R) processes. De-
note the electron densities asn, , andn,, for the conduc- X*(E)=X* % #b/E, @)
tion band, the donor ground state and the first excited state, ) o ) )
respectively. The GR rate equations are givefi®by whereE is the total electric fieldg, ande} are the impurity
ground and the first excited state binding energy, respec-
if:XlN’SVVt + (XS4 XENE ) v — TSNS (NA/NE + ) v, tively. When a transverse magnetic f@de appheq to the
! 2 (1) system, there will be two effects oty andX? . The first one

is the binding energy shift of,, ande; due to the Landau
level shift of the conduction electrons. Because the conduc-

o *
v, =~ (XA XNpp) vy + T, @ tion electron effective massn* ~0.066m, of n-GaAs is
- N L much less than the rest masg, the Zeeman shift of the
wherev=n/Np, ..., etc., andr, can be eliminated by the  jong electrons may be neglected. The second one is the

condition of the conservation of chargg=1—v—w . The  enhancement of the cross sections of the impact-ionization
parameterx§, T7, X1, Xi, X*, andT* denote the appro- coefficientsX,; andXj due to the magnetic fiell. The con-
priate GR coefficients as shown in Fig. 1. The forms of theduction electrons with larger drift velocities make more con-
GR coefficients and how the presence of a magnetic fieldributions to the impact-ionization cross sections. For these
will affect them, will be discussed in the next section. electrons the Lorentz force is not completely cancelled by

Equations(1) and (2) are two of the dynamic equations, the electric force of the Hall field, and therefore their orbits
other dynamic equations are obtained from the circuit equaare helical rather than linear. The radius of the orbit is
tions. We consider the case that a static electric field is apsmaller for an electron with a larger velocity. This implies
plied in thex directionE,= Eox and a static magnetic field in  that electrons with larger velocity will move with a slower

L o ) - . translational velocity, because the magnitude of the velocity

they directionB= By, then in the limit of a very large resis-

. . of an electron is not altered by the magnetic field. These
tance, we have the dynamic equations for thdype | heref h . b d b
semiconductor 15 electrons are therefore much easier to be attracted by a

nearby impurity site and increase the probability of impact
ionization. Combining these two effects, the impact ioniza-

€Ex=J—evNpupvx—erNpuugBuy, 3 tion coefficientsX, andX* can be written as
€ E,=evNg uugBui—evNp g, (4) Xy(E,B)=X3(1+ yuB)e b/, ®
€E,=—eNjuE, . (5) X3 (E,B)=X*%(1+y' uB)e % [E, 9)
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wherey andy' are adjustable parameters. Referring to Ref. TABLE I. The parameter values far-type GaAs at 4.2 K for
17 we takey=0.1 andy’ =0.4. In the presence of a trans- the two-level generation-recombination model studied in this paper.
verse magnetic field, thecomponent of the electric field,

will be nonzero and therefore=(E2+E2)'? is the total Parameter Value
electric field. Because the Zeeman shifts are much smaller TSNX 10°2
. . 1NpT
and much more complicated than the Landau level shift, we T 7 10°5
take into account only the Landau level shift to simplify the XS 7 2% 106
calculations. The magnetic field dependent binding energies x*l*r 2% 107
B * B
ep andey - then have the form XON 7 5% 104
0 —2
eb=sep+Aeg, (10 X{"Np™ 10
Na /N 0.3
erP=gl+Asg, (1) r 13
. . € 1060
where Aeg=fiwi/2 (0f=eB/m* c) is the conduction m* 0.066m,
ground state Landau level shift. Fon-GaAs m* u 8x10® cm/V's

=0.066mg, Aeg=0.878B meV with B in units of T(Tesl3.
The energy shifdeg can not be neglected f@ close to a
few tenths of 1 T, ag,=6.0 meV andey =1.5 meV for  namic behavior of the dynamic equatiofi$—(4) as the con-
n-GaAs. trol parametelE, varies. By choosing different values Bf
Magnetic field effect on the binding energies of the impu-and repeating the calculations, we can study the magnetic
rity electrons will also affect the thermal ionization probabil- field effect on the bifurcation features of the dynamic system.
ity of the impurity electrons at low temperatures. Taking into\We use the standard procedure to study the dynamic behav-
account the effect of the Boltzmann factor we may write theior of the system. We first solve the fixed point of the dy-

thermal ionization coefficient as namic equationgl)—(4), when all the time derivatives in the
. . e kT left-hand side of these equations are zero. As we analyze the
Xi(B)=X3(0)e""B78, (12 eigenvalues of a steady state, we linearize the dynamic equa-

wherekg is the Boltzmann constant. At helium temperaturetlonS around the fixed point and solve the eigenvalue prob-

T=4.2 K ksT=0.362 meV which is comparable toe for = ©f the Jacopian matrix of the Inearized dynamic equa-
B to be a few tenths of 1 T. tions. ere are tour eigenvalues. e are Interested In the

qcase where there are two real and negative eigenvalues, and
the other two are complex conjugate to each other. The non-
linear oscillations of the electron density and the electric
field are found when the real part of the complex eigenvalues
arctarirgE,) are positive This can be found only when the system is

Finally the components of the drift velocity are modele
by the phenomenological saturation fdfrmodified by the
presence of the magnetic field

Ux ; (13)  operating in the NDC regime.
B In Fig. 2 we plot the real part of the complex eigenvalues
and
(e oE.) Re(L)
arctargr
v sy

whererg=r/(1+ x?B?) andr is a dimensionless saturation o5 |
parameter foB=0. This form of saturation drift velocity
has been used in several two-level model calculatidris?

0.0 | N |
IV. NUMERICAL RESULTS AND CONCLUSIONS

In this section we present the results of numerical simu--0.5

lations for the two-level model with a transverse magnetic | B=0 L7
field by using the parameter values which are appropriate fot L7 e
n-GaAs atT=4.2 K. The dynamic equations are Eq%)— A0 gogars ,'/

(4) with the magnetic field dependent GR parameters Eqs. | 7
(8)—(12) and the drift velocity components Eqa.3)—(14). B=0.5T/

15 F

The effective doping concentratioNy is taken to be 1.0
X 10 cm™®, and other parameter values are listed in Table /= » The real part of the complex eigenvalief the Jaco-
| The four dynamic variables are/,(vtl,EX E,). The control bian matrix as a function of the control paramelgy, for B=0,

parameter is the applied electric fidlg, and the transverse 0.4, and 0.5 T. Re&) is in units of 1057~ (7=6.91x 10" 3 sec is
magnetic fieldB is considered to be an adjustable parameterthe relaxation time @ =0) andE, is in units of V/cm. The critical
This means that we choose a valueBaind study the dy- field E, is the value ofE, when Re{)=0.
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FIG. 3. The limit cycle oscillation in thei,E,) plane with the
magnetic fieldB=0 and control parameteE,=53.2 V/cm. The
conduction electron concentrationis in units of 10 3N% andE,
is in units of V/cm.
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\ as a function of the control parameteg for three different
values of the magnetic fielB. We are interested in the re-
gion where RexX) changes sign from negative to positive as
the control parameteE, increases. The critical field,,
where Rek)=0, is 47.98 V/cm wherB=0. The critical
field E; increases a® increases. FOE,>E. the system
undergoes a limit cycle oscillation for<0OB<0.1 T. Only
period one limit cycle can be found in this magnetic field
range. The limit cycle oscillation of the conduction electron
densityv vs E, is plotted in Fig. 3 for the casB=0. As the
magnetic field increases to the range 04B<0.2 T, pe-
riod two oscillations are found with a critical field,
=51.4 V/cm. ForB>0.2 T the system undergoes a series of
period-doubling routes to chaos as the control parantgjer
increases beyond the critical fieli} . We have found period-
four and period-eight oscillations, but with further increase
of Eg the oscillations become nonperiodic and random which
is a sign of chaos. The details of the phase portrait are shown
in Figs. 4 and 5. Figures(d—4(d) show, respectively, the
projection of the phase portrait in the,E,) plane for period

1, period 2, period 4 and chaos fB=0.5 T. Figures t&)—
5(b) show the projection of the phase portrait for period 4 in

9.0

8.0 |-

70 |-

244 48.8 73.3 97.7

90 -

8.0 |-

0.0 250 50.0 75.0
(d) E.

FIG. 4. The projection of the phase portrait in theE,) plane withB=0.5 T, and the control parameter has the vdme2.0(a limit
cycle), (b) 53.2(period-2 oscillatioy, (¢) 53.78 (period-4 oscillation, and(d) 54.0 (chao$. The units are the same as in Fig. 3.
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FIG. 6. Bifurcation diagram of the electric field maxirgd® vs
the control parameteE,, for the magnetic fieldB=0.5 T. Both
068 - Ey®™ and Eq are in units of V/cm. This clearly shows a period-
doubling route to chaos.

the range 0.1 £¥B<0.2 T, the system can bifurcate to
period-2 oscillations whei, exceeds a critical fieldE!? .
E(?) decreases aB increases in the magnetic field range
0.1 T<B<0.2 T. ButE® increases a8 increases foB
>0.2 T. WhenB>0.2 T period-4 oscillations come in, and
then a small change of the control paraméigy the system
will bifurcate to chaos via the period-doubling route.
. ‘ / . In conclusion, we have established a spatially homoge-
weam o am e an neous two-level model to simulate the dynamic Hall effect
25"0 : 50‘_0 : 75‘_0 : 10'00 which has been ob_served exp_eriment“élfw n-GaAs at_4.2
K. Our model predicts the main features of the experimental
(b) Ex results. When there is no magnetic field, iB= 0, the sys-
tem can have limit cycle oscillations but no further bifurca-
FIG. 5. The projection of the phase portrait in the&,) plane  tion to more complicated oscillations. When the applied

(@), and in the E,,E,) plane(b), with B=0.5T and the control  yansverse magnetic fieB exceeds a critical value, the sys-
parameteiE,=53.78. The units are the same as in Fig. 3.

z 0.66 -

065 |-

/ 08635 b

0.64 |-

0.6
the (v,E,) plane and thekK,,E,) plane, respectively. From

Fig. 5(b) we see that the induced time dependent transverse
electric fieldE, varies almost linearly with the longitudinal

field E, . To see the dependence more clearly, an inset, whict o4

enlarges the dotted region, is shown in Fig)5A period-4
characteristic is clearly shown in the inset.

To summarize the magnetic field effect on the nonlinear
behavior ofn-GaAs we plot the bifurcation diagrams in Figs.
6 and 7. In Fig. 6E;*is plotted as a function of the control ~ ,
parameterE, with B=0.5 T, whereEJ™ is the maximum
value of the longitudinal electric fielH, . A period-doubling
route to chaos is clearly shown in the figure. The dynamic
behavior of the system is a function of both the transverse
magnetic fieldB and the applied electric fiel&,, a phase 00 o 500 20 m0 0
diagram is plotted in theR,Eg) plane in Fig. 7. From this ’ ' E i ' ’
figure we can easily determine the dynamic behavior of the °
system for a given set of the control parametdsH;). For FIG. 7. Phase diagram in th®(E,) plane withE, in units of
example, if there is no magnetic field, i.8.=0, the system  v/cm andB in units of T. ForB=0 the system can have only limit
can only be a static normal systeffor Eq<47.98 V/cm) or  cycle oscillations. AsB increases the system can undergo period-
a limit cycle oscillation(for E;>47.98 V/cm). WherBisin  doubling route to chaos for large enoug.

period 1
(limit cycle)
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tem may undergo various routes to chaos. Previous studies diiced. Without any modification on Landau level and
the spatially homogeneous two-level models failed to predicgeneration-recombination parameters in our simulation, the
the above two main features, either there are no oscillationsystem undergoes limit cycle oscillations, but does not un-
whenB=0 and only limit cycle oscillations wheB exceeds dergo any further bifurcations even thouBhincreases. Our

a critical value, or the system may undergo various routes tonodel still has some discrepancies in comparing with the
chaos even without the applied magnetic field. In the latteexperimental result, which has much more complicated
case, the application of a transverse magnetic field does nobutes to chaos than the result of our theory. We think it may
alter the bifurcation features of the system, only the criticalneed a spatially inhomogeneous model to be in good agree-
field E is shifted to higher values. Our model is essentiallyment with the experiment. This will be our next project.
the same as previous models, except that we take into ad-here are several inhomogeneous calculations for related
count the smallness of the effective mass of the conductiosituations in the literaturé,-?*which may be helpful in con-
electrons inn-GaAs, which makes the Landau level shift of structing the model. However, before such a model is avail-
the conduction electrons non-negligible. Magnetic field ef-able, our simple spatially homogeneous model may provide a
fect on generation-recombination coefficients are also introfirst step toward that goal.
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