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Dephasing due to background charge fluctuations

Toshifumi Itakura* and Yasuhiro Tokura
NTT Basic Research Laboratories, NTT Corporation, 3-1, Morinosato Wakamiya, Atsugi-shi, Kanagawa Pref., 243-0198 Jap

~Received 14 March 2002; revised manuscript received 6 August 2002; published 16 May 2003!

In quantum computation, quantum coherence must be maintained during gate operation. However, in physi-
cal implementations, various couplings with the environment are unavoidable and can lead to a dephasing of
a quantum bit~qubit!. The background charge fluctuations are an important dephasing process, especially in a
charge qubit system. We examined the dephasing rate of a qubit due to random telegraph noise. Solving
stochastic differential equations, we obtained the dephasing rate of a qubit constructed of a coupled-dot system;
we applied our results to the charge Josephson qubit system. We examined the dephasing rates due to two types
of couplings between the coupled-dot system and the background charge, namely, fluctuation in the tunnel
coupling constant and fluctuation in the asymmetric bias. For a strong-coupling condition, the dephasing rate
was inversely proportional to the time constant of the telegraph noise. When there is fluctuation in the tunnel
coupling constant, Gaussian decay occurs in the initial regime. We also examined the rate of dephasing due to
many impurity sites. For a weak-coupling condition with fluctuation in the asymmetric bias, the obtained
dephasing rate coincided with that obtained by the perturbation method using the spectral weight of a boson
thermal bath, which is proportional to the inverse of the frequency.

DOI: 10.1103/PhysRevB.67.195320 PACS number~s!: 73.20.Hb, 73.20.Mf, 73.20.Jc
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I. INTRODUCTION

Efforts to implement quantum computation have recen
intensified. The application of the quantum bit~qubit! to
solid-state materials, such as superconducting Josep
junctions1 and quantum dots,2–4 is particularly promising,
because these implementations have the advantage of
ability. In a coupled-dot system, for example, the localiz
states in the left and right dots are treated as a basic two-l
system, in which the tunnel coupling between the two d
constructs a quantum superposition of the dots. This su
position manifests itself in coherent quantum oscillati
~Rabi oscillation!, and a transition can be induced betwe
the superposed states.5 A nanometer-scale superconductin
electrode connected to a reservoir via a Josephson junc
constitutes an artificial two-level system in which the cha
states, coupled by tunneling, differ by 2e, where e is the
electronic charge. This system has shown clear Rabi osc
tion. 1

Quantum coherence must be maintained during quan
gate operation. Dephasing, characterized by the depha
time, originates from various couplings between the qu
and environment. When the qubit is implemented in a so
state system, the effects of phonons and electromagnetic
background charge fluctuations~BCF’s! are important in the
dephsing process. The effect of phonons has been exam
in semiconductor quantum dots as the source of the dep
ing accompanying dissipation;6 the effect of electromagneti
fluctuation in Josephson junction qubits has been extensi
studied.7 However, BCF’s have not yet been examined s
tematically, in spite of their importance in the dephasing p
cess.

BCF’s have been observed in many systems.8–11In nanos-
cale systems, they are the electrostatic potential fluctuat
due to the dynamics of electrons or holes trapped at impu
sites. In particular, the charge of a single impurity fluctua
with the Lorentzian spectrum form, which is called ‘‘rando
0163-1829/2003/67~19!/195320~9!/$20.00 67 1953
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telegraph noise’’ in the time domain.10,12 The random distri-
bution of the positions of such impurities and their time co
stants lead to BCF’s or 1/f noise.13 In solid-state charge qu
bits, these BCF’s lead to a dynamical electrosta
disturbance and hence the dephasing. The effect of 1/f noise
on a charge Josephson qubit has been exam
theoretically—the interaction between the qubit and envir
ment has been treated by the perturbation method,14,15 by
Gaussian approximation,16 and by the path integral metho
within a spin-boson model.14,15When fluctuating impurities
exist in the substrate, not in the junction,11 the coupling be-
tween the qubit and BCF’s is weak, and the perturbat
method is sufficient. However, when the interaction betwe
the qubit and environment is strong, methods that go bey
perturbation are needed.

In this study, we investigated how the electrostatic dist
bance of time constantt0 coming from a single impurity
affects the quantum coherence of a qubit irrespective of
strength of the qubit-impurity coupling. We also examine t
effect of many impurity sites. This approach is in clear co
trast with previous ones,16,15 in which the phenomenologica
spectral weight of the boson thermal bath was used to c
acterize the effect of BCF’s.

We consider two types of couplings between the qubit a
environment: pure dephasing and dephasing accompa
with relaxation of the population.17 In symmetrical coupled-
dot systems, the former corresponds to a fluctuation in
tunnel coupling constant and the latter to that in the asy
metric bias.18,19 The mapping from a coupled-dot system
the Josephson charge qubit is discussed in Sec. VI. By u
the method of stochastic differential equations, we obt
analytically the dephasing rate, which is shown to be alw
smaller thant0

21. It should be noted that this dephasing pr
cess does not mean the qubit becomes entangled with
environment, but rather it means the stochastical evolutio
an external classical field, suppressing the off-diagonal d
sity matrix elements of the qubit after being averaged o
©2003 The American Physical Society20-1
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statistically distributed samples.
Section II defines the Hamiltonian of the system. Sect

III explains the method of stochastic differential equatio
The fluctuations in tunnel coupling and asymmetric bias
examined in Secs. IV and V, respectively. Section VI is d
voted to a discussion, including the effect of many impu
ties. Section VII summarizes the paper.

II. HAMILTONIAN

The qubit and effect of a single impurity are examined
terms of the following Hamiltonian:

H5Hqb1Hqb2 imp , ~1!

Hqb5
\D

2
~cL

†cR1cR
†cL!1

\e

2
~cL

†cL2cR
†cR!, ~2!

wherecL,R
† andcL,R are the creation and annihilation oper

tors of the left and right dots, assuming a single level
each dot, as shown in Fig. 1~a!. TheD is the tunnel coupling
between the dots, ande is the asymmetric bias betwee
them. The interaction between a qubit and the charge at
impurity site is described by the following Hamiltonian:

Hqb2 imp5
\JT

2
~cL

†cR1cR
†cL!2~d†d21/2!

1
\JB

2
~cL

†cL2cR
†cR!2~d†d21/2!, ~3!

where JT is the magnitude of the fluctuation in the tunn
coupling,JB is the magnitude of the fluctuation in the asym

FIG. 1. ~a! Schematic diagram of coupled dots and environm
constituting an impurity site and the electron reservoir.~b! Example
time sequence of random telegraph noise.
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metrical bias, andd† andd are the creation and annihilatio
operators of the charge at the impurity site, respectively.

We assume that the time evolution of statistical varia
X(t) (52^d†d21/2&) is a Poisson process. Assuming
strong coupling between the charge at the impurity site
the nearby electron reservoir, the dynamics of the cha
induces not Gaussian white noise, but random telegr
noise.12,18,19We therefore consider the effect of random te
graph noise with characteristic time constantt0, where the
statistical variableX(t) takes the value 1 or21 @Fig. 1~b!#.

The time constant is determined by the barrier height
the electron or hole trap and the temperature, liket0
5AeW/kBT, whereW, kB , T, andA are the activation energy
of the impurity potential, Boltzmann’s constant, the tempe
ture, and the temperature-independent prefactor, respecti
20 When the temperature decreases,t0 becomes longer. The
telegraph noise has been experimentally observed to ta
value of 1 or21 with asymmetric probabilities, which arise
from the difference between the Fermi energy of the elect
reservoir and the energy level of the impurity sites.12 To
include this asymmetric weight, we introduce asymmet
probabilitiespu andpd , which relate the asymmetric trans
tion rates for the process from21 to 1 @tu

215(put0)21# to
those of the opposite process@td

215(pdt0)21#.
We neglect the back action from the qubit to the charge

the impurity site, so this environment reduces to a class
stochastic external field. We also assume that the tempera
is high enough for the effect of the quantum fluctuation
the charge between the impurity site and electron reservo
be neglected.

For compactness, we rewrite the Hamiltonian in terms
the Pauli matrices while rotating the basisp/2 from the basis
of localized states in the left and right dots to the bondin
antibonding basis:

H5
\D

2
sz1

\e

2
sx1

\JT

2
szX~ t !1

\JB

2
sxX~ t !. ~4!

In the following, we consider only the case of a symmetric
coupled-dot systeme50, in which the effect of the bias
fluctuation due to the dephasing starts only from the sec
orderJB

2 , as shown in the following, and is less effective
the perturbation regime. As the reduced Hamiltonian, E
~4!, suggests, the present results can also be applied to o
quantum two-level systems in which telegraph-type fluct
tion exists~see Sec. VI!.

III. METHOD

We are interested in the time evolution of the qubit’s tw
by-two density matrix,r(t), with an arbitrary initial condi-
tion at t50, r(0). If BCF is absent, starting with the initia
condition that the left dot be occupied, for example, the d
sity matrix att50 is given by

r~ t50!5WS p

2 D S 1 0

0 0DW†S p

2 D , ~5!

t

0-2
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whereW(p/2) is the matrix of rotation from the localize
basis to the bonding-antibonding basis. At timet,

r~ t !5e2 i tDsz/2WS p

2 D S 1 0

0 0DW†S p

2 DeitDsz/2 ~6!

5WS p

2 D S 11cosDt

2
i sinDt

2 i sinDt
12cosDt

2

D W†S p

2 D ,

~7!
where the bases of the inner matrix are the left and ri
occupancy states. Therefore, the density matrix shows R
oscillation with frequencyD.

In the following, we keep the matrix indices in th
bonding-antibonding basis. To examine the instantaneous
tential change, we use the method of stochastic differen
equations.21 The density matrix averaged over all possib
sequences of telegraph noise can be represented as a s

r~ t !et/t05 (
k50

`
1

t0
kE0

t

dtkE
0

tk
dtk21•••E

0

t2
dt1E

X
dW~Xk!

3E
X
dW~Xk21!•••E

X
dW~X0!r~ t,$tk%!, ~8!
19532
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wheredW(X) is the distribution ofX with the probability of
pu for X51 and that ofpd for X521, with the constraint
pu1pd51. The density matrix before the ensemble avera
r(t,$tk%), is given by

r~ t,$tk%!5S~Xk ;t,tk!•••S~X1 ;t2 ,t1!S~X0 ;t1 ,0!r~0!

3S21~X0 ;t1,0!S21~X1 ;t2 ,t1!•••S21~Xk ;t,tk!,

~9!

where S(X;t,t8)5S(X,t2t8) is the unitary time evolution
operator, which is determined by

i\
dS~X,t !

dt
5H~X!S~X,t !. ~10!

The explicit form ofS(X,t) is given by
S~X,t !5S cos
1

2
at2 i S D1JTX

a D sin
1

2
at 2 i

JBX

a
sin

1

2
at

2 i
JBX

a
sin

1

2
at cos

1

2
at1 i

D1JTX

a
sin

1

2
at
D , ~11!
u-
n
s-
wherea5A(D1JTX)21JB
2. Equation~8! can be rewritten

in terms of the integral equation

r~ t !et/t05E
X
S~X;t,0!r~0!S21~X;t,0!dW~X!1

1

t0
E

0

t

et/t0

3E
X
S~X;t,t !r~ t !S21~X;t,t !dW~X!dt. ~12!

Using S(X;t,t), we define matrixRim(t,t) as follows:

Rlk
im~t,t !5E

X
Sik~X;t,t !Slm

21~X;t,t !dW~X!, ~13!

Rlk
im~t,t !5~Rkl

mi!* ~t,t !. ~14!

We can then reduce Eq.~12! to the following compact form:
r im~t!5e2t/t0 Tr@Rim~t,0!r~0!#1
1

t0
E

0

t

dt

3expF2
t2t

t0
GTr@Rim~t,t !r~ t !#. ~15!

IV. FLUCTUATION IN TUNNEL COUPLING

First, we consider the case of fluctuation in tunnel co
pling (JT5” 0,JB50). Since the interaction Hamiltonia
commutes withHqb , the environment leads to pure depha
ing without energy dissipation. We deriveS(X,t) andRlk

im(t)
from Eqs.~11! and ~13! as follows:

Skl~X,t2t !5expF i

2
@D~t2t !2JTX~t2t !#~21!kGdkl ,

~16!
0-3
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Rlk
nm~t2t !5E

X
exp@ iD~t2t !1 iJTX~t2t !#dnkd lmdW~X!.

~17!

As a result, the off-diagonal element of the density mat
obeys the following integral equation:

s~t!5e2t/t0R~t!1
1

t0
E

0

t

R~t2t !expF2
t2t

t0
Gs~ t !dt,

~18!

where s(t)5e2 iDtr12(t)/ur12(0)u is a normalized off-
diagonal element of the qubit density matrix measured i
Rabi oscillation frame and

R~t2t !5pu exp@ iJT~t2t !#1pd exp@2 iJT~t2t !#.
~19!

Equation~18! can be rewritten as a differential equation

s9~t!1
1

t0
s8~t!1FJT

21 i S pu2pd

t0
D JTGs~t!50. ~20!

The initial conditions ares(0)5eif5r12(0)/ur12(0)u and
s8(0)50. As a result of coupling with the environment, th
off-diagonal element of the density matrix decays as a fu
tion of time. When the real part of the two roots of th
characteristic equation~20! almost completely degenerate
the short-time behavior fort,min(A2/JT ,3t0) ~initial re-
gime! is not a simple exponential decay. In this initial r
gime, the off-diagonal element of the density matrix sho
Gaussian decay, s(t);s(0)(12JT

2t2/21•••)

.s(0)e2JT
2t2/2, irrespective of the asymmetric probabilitie

pu and pd . The decay of the off-diagonal element of th
density matrix becomes exponential for the asymptotic
gime, t@(1/(Au1/t0

224JT
2u), when pu5pd . For JTt0!1,

this criterion is obtained when one of the two exponen
decay terms becomes negligibly small. ForJTt0@1, the
time constants of the envelope of the two dumped oscilla
terms are the same, 1/(2t0). Exponential decay appears aft
the inverse of the oscillation frequency: 1/Au4JT

221/t0
2u.

When pu5pd and JTt05 1
2 , one obtains,s(t)5e2t/4t0(1

1t/2t0), where the dephasing can never be a simple ex
nential decay.

The time constant of this exponential decay correspo
to the dephasing timeT2. For pu5” pd ,18
19532
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215

1

2
ReF 1

t0
2AS 1

t0
D 2

24JT
224i S pu2pd

t0
D JTG .

~21!

Figure 2 shows theuJTut0 dependence of dephasing ra
T2

21 for pu50.5, 0.6, 0.7, 0.8, and 0.9. In the two limits o
weak and strong coupling, we have

T2
215H ~12~pu2pd!2!JT

2t0 , 1/t0@uJTu.

~12upu2pdu!/2t0 , 1/t0!uJTu.
~22!

Namely, for a fixeduJTu, whent0 increases from 0,T2
21 first

increases and then decreases. It has a single maximu
(12Aupu2pdu)uJTu when t051/(2uJTu); therefore, for any
parameters,T2.2t0. Changing weightpu to make it more
asymmetric reducesT2

21. In the limit of pu→0 or 1, the
environment is nearly frozen, so the dephasing time beco
infinity.

V. FLUCTUATION IN ASYMMETRIC BIAS

Next we examine the effect of bias fluctuation (JT
50,JB5” 0). We consider only the case of symmetrica
weighted telegraph noise (pu5pd51/2) for simplicity. In
this model,Hqb and the interaction Hamiltonian do not com
mute and the dephasing process is accompanied by a r
ation of the population. The unitary operator is thus

FIG. 2. Dependence of dephasing rateT2
21/uJTu on tunnel cou-

pling constantuJTut0 for various values ofpu and pd with JT5” 0
andJB50.
S~X,t !5S cos
1

2
Vt2 i

D

V
sin

1

2
Vt 2 i

JBX

V
sin

1

2
Vt

2 i
JBX

V
sin

1

2
Vt cos

1

2
Vt1 i

D

V
sin

1

2
Vt
D , ~23!
0-4
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whereV5AD21JB
2 is the nutation frequency. After averag

ing, the few nonvanishing elements of matrixRlk
im(t) have

the form

R11
11~t2t !5R22

22~t2t !512P12~t2t !,

R22
11~t2t !5R11

22~t2t !5R12
12~t2t !

5R21
21~t2t !5P12~t2t !,

R21
12~t2t !5R12

21* ~t2t !

5FP12~t2t !1cosV~t2t !

1
D

V
sinV~t2t !G , ~24!

where

P12~t2t !5
JB

2

V2
sin2

V~t2t !

2
. ~25!

The time evolution of the diagonal element of this matrix
determined by the following differential equation:21,22

n-~t!1
2

t0
n9~t!1S 1

t0
2

1D21JB
2 D n8~t!1

JB
2

t0
n~t!50.

~26!

Here, n(t)5r112r22, and the initial conditions aren9(0)
52JB

2n(0) andn8(0)50, andn(0) depends on the initia
population having an arbitrary value between 1 and21. The
time constant of the exponential decay ofn(t) is the relax-
ation time of the population,T1. When uJBu!D,1/t0 ~weak
coupling!, T1

21;JB
2t0. When uJBu@D,1/t0 ~strong cou-

pling!, T1
21;1/2t0.

The obtained differential equation for the off-diagonal
ement is

s12- ~t!1
2

t0
s129 ~t!1S 1

t0
2

1D21JB
21 i

D

t0
D s128 ~t!

1S i
D

t0
2

1
D2

t0
1

JB
2

2t0
D s12~t!5

JB
2

2t0
s21~t!, ~27!

where s12(t)5r12(t)/ur12(0)u is the normalized off-
diagonal element of the qubit density matrix. The initial co
ditions are

s129 ~0!5S 2D22
JB

2

2 Ds12~0!1
JB

2

2
s21~0!, ~28!

s128 ~0!52 iDs12~0!, ~29!

s12~0!5eif, ~30!

wheref is the initial phase of the off-diagonal density m
trix element.
19532
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A. Analytic solutions

The differential equation~27! with initial condition Eqs.
~28!–~30! has explicit solutions

s12~u!5(
i 51

3 Fel i u1
1

a
l iCic~el i u2e2u!G

3~Cic cosf1 iCis sinf!1 ie2u sinf, ~31!

whereu5t/t0. For i 51 –3, the coefficients are given by

Cic5
1

D i
@~11b2!l i

2

1~11b222a2!l i1~11b2!g223a2#, ~32!

Cis5
1

D i
a~2l i

213l i111b2!, ~33!

D i5~l i
212l i111g2!~3l i

212l i1g2!, ~34!

and thel i ’s are the three solutions of

l31l21g2l1a250, ~35!

wherea5t0D, b5t0JB , andg25a21b2.
We will show one special case and three asymptotes.
b50 isolated system. Since Eq.~35! has solutionsl15

21 andl2,356 ia, the coefficients are determined asC1c
5C1s50, C2c5C3c5 1

2 , and C2s5C3s51/2i . Therefore,
we gets12(u)5e2 iau1 if, which is simply a natural rotation
of the off-diagonal element of the density matrix.

a,b!1 fast modulation. In this asymptotic case, the roo
of Eq. ~35! are l1;211b2 and l2,3;2 1

2 b26 ia. After
determining coefficientsCi , we obtain

s12~u!;e2 iau2b2u1 if/2. ~36!

Therefore, the off-diagonal element of the qubit dens
matrix decays exponentially at a rate ofT2

21; 1
2 JB

2t0.
a,b@1 slow modulation. The roots arel1;2a2/g2

and l2,3;2b2/2g26g i , so Res12(u);(1/g2)
3(b2 e(2a2 /g2)u 1 a2 e(2b2/2g2)u cosgu) cosf 1 (a /g)
3e(2b2/2g2)u singusinf and Ims12(u);e(2b2/2g2)u@
(2a/g)singucosf1cosgusinf). In particular, for 1!a
!b ~strong-coupling limit!,

s12~t!;e(2a2/b2)u cosf1 ie21u/2 cosbu sinf. ~37!

These apparent different time dependences between the
and imaginary parts stem from the choice of coupling in
form JBsxX/2. If we choose the formJBsyX/2 instead, the
time dependences of the real and imaginary parts are in
changed. In this strong-coupling limit, the time evolution
s12(t) explicitly depends on its initial phase,f, not the
simply like eif. Therefore, as will be discussed later, if the
are several such impurities, the total time evolution ofs12(t)
is not the simple product of each impurity’s contribution. F
1!b!a ~weak coupling!, we have
0-5
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s~u!;e(2b2/2a2)u1 if. ~38!

In this case, we have exponential decay withT2
21

;(JB
2/2D2)(1/t0).

For a,1@b weak coupling or preservative regime, we
have

l1;212
b

a211
i

and

l2,3;2
b2

2~a211!
6S 11

b2

2~a211!
D i ,

so

s12;expF2 iaS 11
b2

2~a211!
D u2

b2

2~a211!
u1 ifG .

Therefore, we again have exponential decay withT2
21

;JB
2t0/2(11D2t0

2). This coincides with the Redfield resul
which was obtained by perturbation theory and is justified
the weak-coupling case,uJBu!1/t0. 23,24 Taking the limita
!1 further, we restore the result fora,b!1, fast modula-
tion.

To summarize, the dephasing rate is given by

T2
2155

JB
2t0 /2 for D,uJBu!1/t0 ,

D2/JB
2t0 for the real part and 1/t0!D!uJBu,

1/2t0 for the imaginary part and 1/t0!D!uJBu,

JB
2/2D2t0 for 1/t0!uJBu!D,

JB
2t0/2~11D2t0

2! for uJBu!
1

t0
,D.

~39!

In all regimes,T2.2t0.

B. Numerical results

Here we show the results of solving Eqs.~26! and ~27!
numerically.

Figure 3 shows thet/t0 dependence ofn(t) andus12(t)u
when uJBu!D,1/t0 ~weak coupling! along with the
asymptotic curves obtained analytically.

Figure 4 shows thet/t0 dependence ofn(t) andus12(t)u
in the case of strong coupling. It also shows the asympt
envelope forn(t).

Figure 5 shows thet/t0 dependence of Res12(t) in the
case of strong coupling. It also shows the asymptotic cu
As shown in Figs. 3, 4, and 5, in the two contrasting limi
the numerical and analytical results coincide very well.
should be noted that we do not find Gaussian decay of
off-diagonal element of the density matrix for the initial r
gime, in contrast to the fluctuation in the tunneling coupli
constant.
19532
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Next, we examine thet0 dependence of the relaxatio
rate, particularly foruJBu,D. Figure 6 shows thet0 depen-
dences of T1

21 and T2
21 when D51010 s21 and JB

5108 s21. The limits of the long and shortt0 fit well with
the analytical asymptotic given by Eq.~39!. The t0 depen-
dence of the relaxation time is fitted as

T1
2152T2

215
JB

2t0

11D2t0
2

. ~40!

Whent0,D21, the relaxation rates increase witht0. When
t0.D21, the rates decrease with an increasingt0. The
shape of the dephasing rate as a function oft0 is explained
as follows. Whent0,D21, many dephasing events occu
during one Rabi oscillation cycle, each event leads to coll
tive disturbance. Because the long-time constant of telegr
noise leads to large fluctuations in the variance of the ro
ing angle in the Bloch sphere during Rabi oscillation, t
dephasing time decreases with an increasingt0. When t0
.D21, Rabi oscillation occurs over more than one cycle
time t0 and, in this regime, each dephasing event is indep
dent. Hence, the dephasing time increases witht0. The
maximum aroundt0;D21 is a kind of resonance.

FIG. 4. Thet/t0 dependency of the density matrix ofn(t) and
us12u(t) ~solid curve! when JT50 with JB51012 s21 and D
51010 s21. Dotted line is the analytically obtained asymptotic e
velope curve.

FIG. 3. Thet/t0 dependence of the density matrix ofn(t) and
us12u(t) ~solid curve! when JT50 with JB5108 s21 and D
51010 s21. Dotted lines are analytically obtained asympto
curves, which are almost identical to the solid curves.
0-6
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VI. DISCUSSION

We considered the effect of electrostatic disturbance
to background charge fluctuations. To summarize our fi
ings, for pure dephasing (JT5” 0,JB50), 2t0,T2, and T1
5`. For dephasing with relaxation of the population (JT
50,JB5” 0), 2t0,T252T1.

Next, we discuss the relationship between the experim
tally observedT2 and our results. In the present study, t
dephasing time with a single background charge was fo
to be longer than the time constant of the telegraph noise
both tunneling and bias fluctuations. The observed time c
stant of a dominant random telegraph noise is about 30ms or
longer,10,12 so a rather long dephasing time is expect
However, in another experiment, the dephasing time w
about 1 ns.25 Therefore, a single telegraph noise source m
not be enough to explain the experimental results; we sho
thus consider the effect of many impurity sites or other
ditional effects.

We consider the effect of many impurities for the case
which there is no correlation between background charg
Flucuation in the tunnel coupling arises from the modulat
of the wave function in the coupled dots. The gradient of
electrostatic potential around the tunneling barrier, wh
comes from an electron or hole located at an impurity s

FIG. 5. Thet/t0 dependence of the real part of the dens
matrix s12(t) ~solid line! when JT50 with JB51012 s21 and D
51010 s21. Dotted line is the analytically obtained asymptot
curve.

FIG. 6. Thet0 dependence ofT1
21 and T2

21 when JT50 with
JB5108 s21 andD51010 s21.
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leads to a change in the tunnel coupling as well as a cha
in the asymmetric bias.26 For a charge state that couple
with a coupled-dot system symmetrically, the pure dephas
event is critical. For dephasing accompanied with relaxat
of the population, the unitary operators of each impur
which lead to dephasing of the qubit, are not commuti
However, by neglecting the higher-orderJBt0’s in the
dephasing rate, we can take the ensemble sum of the effe
each charge state. In such a weak-coupling case (JBt0!1),
we can use Eq.~40!, and the simple summation of th
dephasing rate is expressed by20

T2S
215E dJBPS~JB!E dWP~W!T2

21~JB ,W!

5
kBT

W0

p^JB
2&S

4D
, ~41!

whereW0 is the distribution width of the thermal activatio
energy of the charge states,PS(JB) is the distribution func-
tion of JB , which depends on the relative position betwe
the qubit and impurity site, and̂JB

2&S @5*dJBPS(JB)JB
2 # is

the sum over the random impurities. In the second equat
we assume uniform distribution of the activation energies
the background charges,P(W)51/W0; for typical cases,
W0 /kBT is approximately 23.20 Use of the perturbation
method showed that the dephasing rate of a Joseph
charge qubit in terms ofJBt0 is proportional to the inverse o
EJ in the limit of EC50, 14,15 where EJ and EC are the
Josephson coupling constant and charging energy, res
tively. This is similar to the estimate ofT2S

21 in Eq. ~41!,
whereEJ /\ corresponds toD. With a largerD and lower
temperature, the dephasing rate is lower.

We next estimate the magnitude of the fluctuations,JB .
The asymmetric bias fluctuation comes from asymme
coupling between the two dots and the background cha
which is in the form of a dipole interaction,JB
}e2d cosu/r2 for d!r , whered is the distance between th
two dots,r is the distance between the coupled-dot syst
and the background charge, andu is the angle between them
27 Therefore, for a smaller qubit or a charge located far fro
the qubit, the effect of bias fluctuation should be less imp
tant. The dephasing rate is proportional to^JB

2&S , which is
estimated as

(
i

S e2d

4pe re0\r i
2
cosu i D 2

;S e2d

4pe re0\ D 2

NiE
r m(d)

`

r 2dr E
0

p

sinu
cos2u

r 4
du2p

5S e2d

4e re0\ D 2 4p

3

Ni

r m~d!
~42!

for the impurity sites where the dipole approximation is a
propriate, wherer m(d) is the radius beyond which the dipol
approximation is valid, which depends ond, Ni is the density
of impurity sites, ande r is the relative dielectric constan
0-7



a

b

-

or
o

e
h
s

t
tie

vi
if

le
ia

m
-

er
n

-

ss
-
u

in
by

rg
te

r-
led-
tion

-
the
y

3.6
g
e

rical
for

ly,
c-

the

a
e
f

le
of
vo-
bit
he
nt
ias

p-
osi-
ade

TOSHIFUMI ITAKURA AND YASUHIRO TOKURA PHYSICAL REVIEW B 67, 195320 ~2003!
Therefore, the total dephasing time is well defined. The qu
ity factor of a quantum logic gate is defined by the ratio ofD
to T2S

21 :

Q5
D

T2S
21

5
W0

kBT

4D2

p^JB
2&S

, ~43!

which represents how many gate operations can be done
fore the quantum coherence vanishes. From Eq.~43!, we
conclude that a largeD2/^JB

2&S is needed for quantum com
putation. We estimated Q using d50.3 mm, r m

51 mm, D5200 meV ~characteristic parameter values f
an experiment in which the quantum mechanical coupling
the dots was observed in the frequency domain5!, and e r

512.5 ~for GaAs!. To enable quantum error correction, th
lower bound of the necessary gate quality factor was roug
estimated asQ.106. 28 Thus, the density of charge state
should be less than 53106 cm23 for fabrication. If there is a
correlation between impurities~a screening effect!, dephas-
ing will be suppressed in general.29 It should be noted tha
there might be strong dephasing from the nearby impuri
for which the dipole approximation is not adequate, even
these are only a few impurities~a few in this case!. The
noncommutativity between the qubit Hamiltonian and en
ronment Hamiltonian and the qubit back action makes it d
ficult to evaluate the dephasing rate for strongly coup
background charge fluctuations in the asymmetric b
case.14

Finally, we discuss the Josephson charge qubit syste1

Under an appropriate condition~single-electron charging en
ergyEC much larger than Josephson coupling energyEJ and
temperaturekBT!EJ) only two charge states in the Coop
pair box ~CPB! are important, and the Hamiltonian is give
by

H5
EJ

2
sx1

dEC

2
sz1

\(
i

JCiXi

2
sz , ~44!

where dEC54EC(Qt /e21) is the energy difference be
tween the two charge states, andQt is the total gate-induced
charge in the box. The two-charge-state basis is expre
using Pauli matrices, and\JC is the coupling strength be
tween the qubit and background charge, which induces fl
tuation in the charging energy. TheEJ /\ corresponds to the
asymmetric biase, and EC /\ corresponds toD. Here,EC
.122 meV, andEJ.34 meV; ~Ref. 16! if we can neglect
EJ , the pure dephasing event is critical. In pure dephas
the effect of a large number of impurities is obtained
simply summing the dephasing rates, becauseHqb and inter-
action Hamiltonian commute. When the background cha
and CPB interact, the charging energy in the CPB fluctua
The spectrum of the fluctuation is given by
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SDE~v!5E dteivt(
i j

\2^JCiXi~ t !JC jXj~0!&

5(
i

\2JCi
2 t0i

11v2t0i
2

5E dJCP~JC!E dt0P~t0!

3
\2JC

2 t0

11v2t0
2

.
kBT

W0

p\2^JC
2 &

2v
, ~45!

where^JC
2 &5*dJCP(JC)JC

2 , and we take an ensemble ave
age over the activation energy, as was done in the coup
dot system. The spectrum of the charging energy fluctua
was experimentally found to beSDE(v)5(4EC /e)2a/v,
where a5(1.331023e)2.16 From this estimation,^JC

2 &
.4.631023 s22 for 20 mK. For an initial regime, the enve
lope of Rabi oscillation shows Gaussian decay; namely,
off-diagonal element of the density matrix is given b
r12(t).r12(0)exp(2^JC

2 &t2/2)e2 iEJt/\. The rate of Gauss-
ian decay is given byA^JC

2 &/2. For the above value of^JC
2 &,

the time constant of the Gaussian decay is given by
3102 ps, which is consistent with the experimental findin
of 150 ps.16 Note that in the Gaussian regime, the tim
constant does not depend on the temperature. Nume
calculation14 also suggests this type of Gaussian decay
the pure dephasing case.

At the charge degeneracy point—name
dEC50—dephasing with relaxation of the population o
curs. In this case, the dephasing rate is estimated using
same value of̂JC

2 &:

T2
215

p

4

kBT

W0

^JC
2 &

EJ
, ~46!

so T2.0.28ms for T520 mK. In a recent experiment,
longer coherence time of 0.50ms was found when the saddl
point of the ground-state energy was used as a function oQt
and the flux.30

VII. SUMMARY

We examined the effect of the fluctuation of a sing
charge in an impurity site on a qubit. Using the method
stochastic differential equations, we calculated the time e
lution of the ensemble-averaged density matrix of the qu
and obtained analytical results for various conditions. T
dephasing timeT2 was always longer than the time consta
of the random telegraph noise for both tunneling and b
fluctuations. For bias fluctuation,T2 was twice the relaxation
time of the population in the weak-coupling case. To su
press the bias fluctuation, the coupled dots should be p
tioned closer together or the tunnel coupling should be m
0-8
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DEPHASING DUE TO BACKGROUND CHARGE FLUCTUATIONS PHYSICAL REVIEW B67, 195320 ~2003!
stronger. We also investigated the case in which many im
rity sites are distributed and examined the gate quality fac
For pure dephasing, which corresponds to a Joseph
charge qubit experiment, the Gaussian decay of the
diagonal element of the density matrix dominated. T
present results can be applied to other quantum two-le
systems in which there is telegraph-type fluctuations.

*FAX: 181-46-240-4726. Electronic address: itakura@w
brl.ntt.co.jp
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