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Molecular-dynamics study of ablation of solids under femtosecond laser pulses
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The ablation of solids under femtosecond laser pulses is studied using a two-dimensional molecular-
dynamics model. The simulations show that different expansion regimes develop as a function of the injected
energy. The origin of these regimes lies in changes of the thermodynamical relaxation path the material follows
when the intensity of the laser increases. The shape of the pressure waves generated as a result of the
absorption of the pulse is shown to vary from bipolar at low fluence to unipolar at high fluence, as a result of
the decrease of the tensile strength of the material with temperature. By combining these results with an
analysis of the thermodynamical trajectories for different portions of the target, we show that four different
mechanisms can account for ablation at fluences below the threshold for plasma formation, namely spallation,
phase explosion, fragmentation, and vaporization. These mechanisms are characterized in detail; it is demon-
strated that they can occur simultaneously in different parts of the target.
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I. INTRODUCTION

The ablation of matter from a target induced by las
pulses is a well-known technique routinely used in a num
of areas. It is now appreciated that very short~femtosecond!
pulses offer numerous advantages over longer pulses:
high efficiency~yield/injected energy! and the small therma
and mechanical damages inflicted to the target are invalu
characteristics for, e.g., micromachining1,2 and biomedical
applications.2–4 Femtosecond laser pulses are also ideal
studying the fundamental properties of matter in extre
conditions of temperature and pressure.5,6

However, the basic mechanisms leading to ablation
poorly understood, largely because theoretical modeling
laser ablation is difficult. Indeed, many processes are
duced by the absorption of high quantities of energy in v
short times. On a microscopic scale, these include: dielec
breakdown in transparent solids,7 change of optical and elec
tronic properties,8 nonthermal melting of covalent materials9

and semiconductor-to-metal transitions.10 On a mesoscopic
scale, the pressure wave generation,3,11,12the thermodynami-
cal evolution of the expanding matter,5,13 and the identifica-
tion of the collective ejection processes5,14–21 must all be
understood in order to provide a complete picture of
phenomenon.

While a complete, microscopic description of femtose
ond ablation is out of reach of present models, progress m
in the study of the mechanisms leading to ablation can n
ertheless have significant impacts on applications. M
mechanisms are believed to play a role in ablation below
threshold for plasma formation: photomechanical spallat
~in organic solids!,3,19 homogeneous nucleation of ga
bubbles and phase explosion,5,14–16,19,21 spinodal
decomposition,5,20 fragmentation,21 and vaporization.17

Here we study the mesoscopic aspects of laser abla
using a simple two-dimensional molecular dynamics mod
Because they determine the conditions in which ablation
curs, the expansion dynamics of the irradiated target and
generation of pressures waves will first be investigated
0163-1829/2003/67~18!/184102~15!/$20.00 67 1841
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will be shown that different expansion regimes appear a
function of the injected energy~and hence depth under th
surface!. The origin of these regimes is traced back to var
tions in the thermodynamical relaxation path followed by t
expanding matter as the injected energy increases. It will a
be shown that these regimes explain the formation~at low
fluence! and disappearance~at high fluence! of the optical
interference patterns observed in experiments~Newton
rings!.5 Pressure waves generated during the relaxation
cess also suffer some changes as the fluence is increase
profile transforms from bipolar at low fluence to unipolar
high fluence because of the loss of tensile resistance of
material~thermal softening! at high temperature. Following
the preliminary results presented in Ref. 21, we show t
knowledge of the precise thermodynamical evolution of
target, not easily accessible to experiment, is the key to
identification of the ablation process. Spallation, homo
neous nucleation, fragmentation, and vaporization are sh
to be relevant to the description of ablation in the femtos
ond regime, and can occur simultaneously in different
gions of the target. Furthermore, the occurrence of these
lation mechanisms are related to the mechanical
thermodynamical properties of the material. Finally, the d
pendence of the ablation depth on fluence is investigated

The model, the method for calculating thermodynami
trajectories, and the phase diagram of the potential are
presented Sec. II. The overall reaction of the target to
laser-induced heating is discussed in Sec. III A in terms
three aspects: analysis of snapshots of the model system
ing the ablation process and investigation of the expans
dynamics and of the generation of pressure waves. Iden
cation and discussion of the different ablation processe
presented in Sec. III B. Finally, the variation of the ablati
depth with fluence is examined in Sec. III C before conclu
ing.

II. COMPUTATIONAL METHODS

A. Model

We study the ablation process using molecular-dynam
simulations22 in two dimensions, thereby enabling large sy
©2003 The American Physical Society02-1
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DANNY PEREZ AND LAURENT J. LEWIS PHYSICAL REVIEW B67, 184102 ~2003!
tems to be considered, thus minimizing finite-size effec
which could be a problem in the case of homogeneous nu
ation, as the system has to be able to accommodate m
critical nuclei. Anticipating the results, our analysis sho
that the nature of the ablation process depends essential
the thermodynamic pathways by which the system relax
Since the phase diagram of our two-dimensional system
qualitatively the same as its three-dimensional counterp
there is no reason to expect the nature of the mechanism
ablation to depend in a significant manner on dimensiona
even if the precise kinetics of the ablation process will pro
ably be somewhat affected.

Simulations were carried out using samples with eit
400 or 800 atomic layers in they direction ~parallel to the
incident laser pulse! and 500 layers in thex direction, for a
total of 200 000 or 400 000 atoms initially forming a tria
gular lattice. The lattice was thermalized in the low tempe
ture solid state before beginning the simulations. The ato
interact via a simple Lennard-Jones potential adjusted s
to vanish at the cutoff distancer c :

fLJ~r !54e@~s/r !122~s/r !62~s/r c!
12

1~s/r c!
6#, r<r c ,

fLJ~r !50, r .r c

with e ands the usual energy and length scales, respectiv
We usedr c52.5s. In the following, all results are reporte
in reduced units, i.e.,e/kB for temperature andt
5(ms2/e)1/2 for time (m is the atomic mass!. This potential
was chosen for its simplicity and because it captures
essential features of realistic interatomic potentials.

The laser pulse, incident on the target from they direc-
tion, is uniform in space and has a Gaussian temporal pro
with a width at half maximum ofDt50.5t (;100 fs). The
pulse is modeled as an ensemble of discrete photons o
ergy 4.5e, emitted using appropriate distributions. The e
ergy absorption inside the target follows a Beer-Lambert
(I 5I 0e2ay) wherea is the absorption coefficient; two va
ues were examined:a50.01 or 0.002s21 (@.20 or
.100 nm]21). Absorption of the photons by the target pr
ceeds by the transfer of its energy to a ‘‘carrier.’’ Here,
carrier is a particle which follows a Drude dynamics, i.e., t
dynamics is governed by successive collisions determine
a characteristic scattering time taken to be 0.005t. At each
collision, a ‘‘phonon’’ of energy 0.07e (;50 meV) is trans-
ferred from the carrier to the nearest atom if the carrier p
sesses sufficient energy. This is accomplished by addin
appropriate component to the velocity of the atom in a r
dom direction. The carriers cannot absorb energy from
target. It must be stressed that it is not our goal to mim
realistic carrier dynamics, but only to model in a physica
relevant manner the rate at which the energy is deposite

The rapid heating of the target following the absorption
light generates important pressure waves that must be d
with in a proper way to avoid artifacts in the simulations.
order to do this, we use the absorbing boundary conditi
proposed in Ref. 23 in they direction; periodic boundary
conditions are used in thex direction. A Langevin heat bath
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is also used at the bottom of the target in order to mimic h
diffusion outside of the simulation cell.

As stated earlier, this simple model is not meant to rep
duce light-matter interactions in a rigorous way. In fact, th
is not essential: for fluences close to the ablation thresh
thermal equilibrium is achieved in a few picoseconds wh
ablation occurs hundreds of picoseconds later.24 The details
of the energy deposition process are thus ‘‘forgotten’’ by t
time ablation occurs. We expect that, except in specific ca
such as nonthermal melting of covalent materials, the det
of the ultrafast dynamics of the laser-excited carriers will n
influence thenatureof the ablation process so that our sim
plified model is adequate.

B. Calculation of local thermodynamical properties

The analysis which follows relies heavily on local, phas
specific thermodynamical properties of small sections of
system. In particular, we are interested in groups of ato
that have absorbed similar quantities of energy so as to
termine their common thermodynamical evolution. Care
needed in computing this; the method used to do so is
scribed here.

The target is separated into ‘‘slices’’ perpendicular to t
incident light; we chose them to be four-layer thick. Th
grouping is preserved during the whole simulation; howev
only theN atoms lying within one standard deviation of th
meany position of the atoms in the slice are taken as rep
sentative and used to compute the local thermodynam
quantitiesr, P andT as a function of time. This procedur
minimizes the effect of mixing between adjacent layers
the computation of the thermodynamic trajectories. The te
perature and pressure are obtained using the standard fo
las

T5
m

2N (
i 51

N

~v i2vcm!2 ~1!

and

P5A21~W1NT!, ~2!

wherevcm is the center-of-mass velocity of the slice,A the
area occupied by the slice, andW the virial sum. The area
occupied by such small subsystems is most difficult to obt
~and even to define!. To circumvent this difficulty, a tessel
lation of space into Voronoi polygons centered arou
atomic positions is used, as shown in Fig. 1. The area oc
pied by a group of atoms is defined as the sum of the area
their respective polygons. This procedure is free from ar
trary parameters. The trajectories obtained in this way will
referred to as average, as they give a macroscopic view
the system, independent of the presence of pores or clus

Inhomogeneities can~and will! develop during the abla
tion process; therefore it is desirable to follow the evoluti
of the clusters and of the gas separately using a conde
and a gas branch. In order to do this, clustered and isol
atoms are first identified using the Hoshen-Kopelm
algorithm.25 The clustering radius is chosen so that the cr
cal point density separates the gas and condensed reg
2-2
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MOLECULAR-DYNAMICS STUDY OF ABLATION OF . . . PHYSICAL REVIEW B 67, 184102 ~2003!
The condensed~clustered! atoms are then separated into tw
categories: bulk~fully coordinated! and surface~undercoor-
dinated! ~see Fig. 1!. The area occupied by the conden
phase is defined as the total number of clustered atoms t
the mean area of the Voronoi polygons for atoms in the b
subgroup. The difference between the total area of the s
and the area occupied by the condense phase is attribut
the gas phase. In this way, the area of the large Voro
polygons of surface atoms is mostly attributed to the
phase. With this procedure, it is possible to obtain pha
specific thermodynamical quantities using Eqs.~1! and ~2!
by averaging over the appropriate subgroup of atoms. For
temperature on the condensed branch, differentvcm’s are
used for each cluster.

As will be shown in Sec. III B, the use of these thr
different thermodynamical trajectories~average, condensed
and gas! allows the type of process responsible for the ab
tion of a particular slice to be identified, because a corre
tion between the formation of voids inside the target~which
causes the average and condensed branches to split! and the
instantaneous thermodynamical state of the system ca
established.

C. Phase diagram of the two-dimensional truncated
and shifted LJ system

In order for the thermodynamical trajectory calculatio
to be useful, the phase diagram of our model system mus
known. Because the phase diagram is very sensitive to s
modifications of the potential~such as truncation and shif
ing!, the abundant data published for the full LJ potent
cannot be employed here and calculations had to be
formed in order to complete the data available for the p
ticular version of the LJ potential we use. The phase diag
we obtained is presented in Fig. 2. The binodal~liquid-vapor
coexistence! line was partially taken from Ref. 26 and com

FIG. 1. Phase-specific density calculation. White: conden
bulk atoms; dark gray: condensed surface atoms; light gray: isol
atoms.
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pleted down to the triple point using Gibbs ensemble Mo
Carlo simulations.27 The solid-vapor coexistence region wa
also obtained using this method. Because the Gibbs
semble Monte Carlo method does not work well at high d
sity, the position of the solid-liquid coexistence region w
inferred from the temperature change of the entropy, wh
was computed with the method of Ref. 28. The isentro
obtained in this way were also used to obtain the speed
sound inside the LJ system as a function of temperature
density@c25(]P/]r)S#.

III. RESULTS

A. Reaction of the target after the absorption of a pulse

We first discuss the global reaction of the system after
absorption of the pulse. This analysis develops along th
lines. First, using snapshots from the simulations, we sh
that different morphological and dynamical features are
served in the target depending on the energy density loc
absorbed. Second, the expansion dynamics is discussed
the origin of the different regimes is linked to changes in t
thermodynamical relaxation paths of the material. We a
confirm the model proposed by Sokolowski-Tintenet al.5 to
explain the formation of optical interference patterns dur
ablation. Third, and last, variations of the characteristics
the acoustic waves generated by the relaxation of the t
moelastic pressure distribution induced by the laser hea
are analyzed and related to the mechanical properties o
material.

1. Visual analysis

Figures 3 and 4 show snapshots the of simulations for
system with 400 000 atoms and a small absorption coe
cient (a50.002s21) at different moments during the simu
lation. The evolution of the system at low fluence (F

d
ed

FIG. 2. Phase diagram of the 2D truncated and shifted Lenn
Jones potential in ther-T plane. Circles: binodal line~liquid-vapor
coexistence!; squares: solid-vapor coexistence line; triangles: so
liquid coexistence line. The solid line is drawn to guide the eye. T
italic letters refer the the phases in each regions (S,L,V: solid,
liquid, and vapor, respectively!. CP: critical point, TP: triple point.
2-3
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DANNY PEREZ AND LAURENT J. LEWIS PHYSICAL REVIEW B67, 184102 ~2003!
51.2F th , whereF th is the threshold fluence for ablation! is
discussed first in Fig. 3. The laser pulse is fired during
first 2t. In spite of the drastic heating which occurs duri
the relaxation of the carrier gas, the target does not re
before aboutt55t. At this moment, the important pressu
build-up generated by the isochoric heating is relaxed by
emission of a pressure wave~see later! and the expansion o
the target starts. Emission of monomers from the surface
also begun by then. At aroundt5100t ~first snapshot!,
nucleation of small pores is initiated in the surface region.
t5200t, it is apparent that these voids are filled with ga
During the next 200t, intense growth and coalescence occ
so that the size of the voids increases rapidly. This fina
leads to the ablation of large liquid droplets from the topm
300s of the target. An interesting feature of the plume in th
case is that the matter-vacuum interface progresses sl
and stays relatively sharp for a long period of time. We w
show later that this can explain the observation of opti
interference patterns in short-pulse laser ablat

FIG. 3. Snapshots of a simulation withF5900e/s51.2F th and
a50.002s21. Roman numerals identify different regions of th
target~see text!.

FIG. 4. Snapshots of a simulation withF52100e/s52.8F th

and a50.002s21. Roman numerals identify different regions o
the target. Region IV is the gaseous region~out of the range of the
last snapshot!.
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experiments.5 Despite the exponential temperature profi
initially imposed by the laser pulse, the reaction of the s
tem is remarkably homogeneous: the size of pores and t
gas content do not seem to depend strongly on the d
below the surface. In this case only two regions are dis
guishable: the non-ablated solid region and the porous
gion, numbered I and II, respectively.

Figure 4 shows that the situation is somewhat more co
plex at higher fluence (F52.8F th). We see from the first
snapshot (t5100t) that expansion and emission of mon
mers from the surface is now much more intense than in
previous case. Again, small voids are present near the sur
at this moment. However, byt5200t, the coalescence o
these voids causes the fast-expanding surface region to
compose into an ensemble of small clusters. Evapora
from the surface of the clusters quickly fills the surroundi
area with gas. By then, the front matter-vacuum interface
already destroyed, i.e., the density now varies continuou
with position. At t5400t, many gas-filled pores develop i
the bottom section of the target; the morphology of this s
tion is very much like the surface region of Fig. 3. Finally,
t5600t, the pores coalesce and induce the ejection of
part of the target. At this moment, the cluster creation p
cess in the top part of the target is completed. Now fo
region are present: the nonablated solid region I, the por
region II, the cluster-filled region III, and a purely gaseo
region IV ~out of the range of the last snapshot!. By compar-
ing the snapshots, we see that each region expands at a
ferent velocity: as it does at low fluence, region II expan
slowly compared to regions III and IV. The strongly varyin
morphologies and expansion speeds of the different reg
suggest that the ablation mechanisms might be specific to
energy density absorbed, so that many mechanisms ma
effective simultaneously at different depths. It will be show
in Sec. III B that this is indeed the case. First, however,
study the origin of these different expansion regimes. Thi
required in order to understand the conditions in which
lation occurs.

2. Expansion dynamics

The expansion speed profile for the simulation presen
in Fig. 4 is shown in Fig. 5. The data is plotted against t
effective energy density (Eeff), defined as the total energ
density injected by the laser minus the energy drained du
the formation of the pressure waves.Eeff thus represent the
thermal energy initially stored at different points in the ta
get. The speeds presented in Fig. 5 were obtained by a
aging over the quasisteady velocity profile that establis
soon after the passage of the pressure wave. The diffe
expansion regimes are visible in this figure; it will be show
below that each regime is associated with a specific type
thermodynamic relaxation path. In region I~unablated solid!
the expansion proceeds at very low speed. A sudden incr
in the expansion speed atEeff51.0e/s2 marks the onset of
region II, where the expansion speed depends weakly
Eeff . This behavior changes again aroundEeff52.25e/s2,
where region III begins. From this point on, the expans
speed increases withEeff at a much larger rate. Finally, in
2-4
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MOLECULAR-DYNAMICS STUDY OF ABLATION OF . . . PHYSICAL REVIEW B 67, 184102 ~2003!
region IV, the expansion proceeds at a very high speed, t
cal of the free expansion of a gas.

Because the expansion is mainly driven by the relaxa
of the thermoelastic pressure formed during the heat
higher energies will naturally imply higher pressures a
hence higher expansion speeds. However, since the ind
thermoelastic pressure increases linearly with the injec
energy,18 the formation of distinct expansion regimes cann
be totally explained using a simple pressure relaxation a
ment. It will now be shown that the origin of these differe
regimes lies in the change of the thermodynamical relaxa
paths as the injected energy increases.

Indeed, Fig. 6 reveals that each expansion regime is a
ciated with a precise type of thermodynamical trajectory. T
average trajectories in this figure are typical of slices fou
inside regions I to IV. In region I, the relaxation~following
the constant volume heating of the target! proceeds totally

FIG. 5. Expansion speed versus effective energy density f
simulation with F52100e/s52.8F th and a50.002s21. Roman
numerals refer to the regions of the target identified in Figs. 3 an

FIG. 6. Examples of average thermodynamical trajectories
different regions of the target, projected in ther-T plane. Roman
numerals refer to the regions of the target identified in Figs. 3 an
Arrows indicate the flow of time.
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within the solid region of the phase diagram~see Fig. 2!. As
this region is not ablated, the final density remains high. T
onset of region II is linked to an important change in t
thermodynamical trajectory: the target now melts during
laxation. The sudden increase in the expansion speed ar
Eeff51.0e/s2 is thus caused by the abrupt change of volu
during the phase transition. Inspection of the samples c
firms that this value ofEeff indeed marks the boundary be
tween the liquid and solid regions of the target. Further,
trajectories in this region also cross the binodal line betw
the triple point and the critical point. After crossing the c
existence line, the relaxation continues quasi-isotherm
within the liquid-vapor metastable region.

Another important change marks the beginning of reg
III: the transition from subcritical to supercritical relaxatio
Note that, in this case, the late part of the relaxation is
longer isothermal. Finally, in region IV, the relaxation occu
along perfect-gas-like isentropes (T}r2/3), consistent with
the diluted-gas nature of the slices during expansion in
region ~see Fig. 4!.

The relation between the expansion speed and the the
dynamical relaxation path can be studied within a simplifi
scenario. Consider a semi-infinite homogeneously hea
layer initially at uniform densityr i . The adiabatic expansion
of the material into the vacuum can be described by a s
similar rarefaction wave~SSRW!,29,30whereby the expansion
at densityr f proceeds at speed:

u~r f ,S!5E
r i

r f S c~r!

r D
S

dr5E
r i

r f S ]P

]r D
S

1/2dr

r
, ~3!

with c(r) the speed of sound andS the entropy The rarefac
tion ~density-decrease! wave is said to be self-similar be
cause the density profile depends solely on a similarity v
able j5y/t, i.e., the dynamics are obtained by simp
rescaling thet50 profile. Equation~3! shows that the shap
of the isentropes followed during relaxation is crucial for t
dynamics of the expansion: flat isentropes~in ther-P plane!,
cause the expansion to proceed slowly while important p
sure variations along the isentrope cause a rapid expan
u(r f ,S) was computed along several isentrope~obtained
with the method of Ref. 28! and the results are shown in Fig
7.

A striking feature of these results is the formation of tw
expansion speed plateaus at low entropy. It was shown
Anisimov et al.30 that this phenomenon occurs because,
the solid-vapor and liquid-vapor coexistence regions,
speed of sound drops sharply, so thatu(r f ,S) is practically
independent ofr f below a certain density@see Eq.~3!#.
However, as the entropy increases to supercritical values
abrupt decrease of the speed of sound does not occur
more and the resulting expansion speeds can take very
values. Note that the variation of the expansion speed w
entropy is also very large in the latter case.

While Eq. ~3! is strictly valid only in the homogeneou
heating limit @a→0, i.e., only oneu(r f ,S) curve is fol-
lowed during the expansion#, the qualitative behavior it pre
dicts gives important physical insights into the more co
plex expansion dynamics for finitea. In fact, there is a one-

a

4.

n

4.
2-5
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DANNY PEREZ AND LAURENT J. LEWIS PHYSICAL REVIEW B67, 184102 ~2003!
to-one correspondence between the regimes observed i
SSRW model and those identified in Fig. 5. First, both Fi
5 and 7 show two low-speed, weakly entropy-dependent
pansion regimes at low entropy~regions I and II! and an
increase indu/dEeff as the expansion becomes supercriti
~regions III and IV!. Second, these regimes occur for t
same entropy ranges in the SSRW model that in the finita
case. The connection between the entropy and the effec
energy density is obtained through the comparison of dif
ent thermodynamical trajectories~and hence effective energ
densities! with the isentropes we computed. The qualitati
behavior of the expansion speed at finitea thus locally fol-
lows that predicted in the SSRW limit: variations of the e
pansion speed are clearly caused by significant change
the shape of the thermodynamical relaxation paths as
effective energy~and hence entropy! increases. We will see
later that the presence of these different regimes have im
tant consequences for the ablation process.

It can be shown30 that the density profile@r(y,t)# for
expansion along a single isentrope in the SSRW mode
given by the solution of

j5E
r i

rS c~r!

r D
S

dr2c~r,S!5u~r,S!2c~r,S!. ~4!

Because in the present case the heating profiles are not
stant but exponentially decreasing, the SSRW model can
be used to predict the evolution of the density during
whole expansion process. However, as can be seen from
7, u(r,S) @and hencec(r,S)] is nearly independent ofS in
the range 15,S,25 kB /atom ~region II!. The density pro-
file should therefore follow the SSRW prediction as long
the wave runs through regions within this entropy range.

A comparison is carried out in Fig. 8 where the SSR
profile and the simulations results for the target of Fig. 3
presented. The two indeed agree closely during the e
stages of the expansion. The self-similar nature of the w
is destroyed at later time when the wave propagates fur
into the target, i.e., into region I.

FIG. 7. Density dependence of the expansion speedu as a func-
tion of entropy and density for a self-similar rarefaction wave w
r i50.92s22. Roman numerals refer to the regions of the tar
identified in Figs. 3 and 4.
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Figure 8 also shows that, as demonstrated in Ref. 30,
SSRW density profile exhibits a very sharp matter-vacu
interface when expansion proceeds through the liquid-va
coexistence region~e.g., region II!. Sokolowski-Tintenet al.5

suggested that a second sharp density discontinuity wo
form as the rarefaction wave reaches the boundary of
solid, unablated material. If this is the case, the two disc
tinuities would serve as optical interfaces and hence exp
the observation of interference patterns~Newton rings! dur-
ing short-pulse laser ablation experiments.5

Figure 9~a! shows that this interpretation is correct. Th
figure presents the density profiles of the target of Fig. 3
different times through the simulation. Here, the expans
proceeds along isentropes which cross the binodal line a
right of the critical point~region II extends up to the surfac
of the target!. The first profile (t540t) corresponds to tha
of Fig. 8. At t5100t, the matter at the tail of the wave —

t
FIG. 8. Density profile att540t for F5900 e/s and a

50.002s21. Full line: self-similar rarefaction wave profile; circles
measured profile. Roman numerals refer to the regions of the ta
identified in Figs. 3 and 4.

FIG. 9. Density profile at different times fora50.002s21: ~a!
F5900e/s and ~b! F52100e/s. The roman numerals show th
extent of the regions of the target identified in Figs. 3 and 4 at
5400t.
2-6
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MOLECULAR-DYNAMICS STUDY OF ABLATION OF . . . PHYSICAL REVIEW B 67, 184102 ~2003!
the matter-vacuum interface — enters the liquid-vapor me
stable region and the nucleation of gas bubbles begins
this same time, the rarefaction wave reaches the bounda
the nonablating region and the self-similar character of
flow is lost. At this moment, the expansion speed differen
between the unablated region I and the expanding regio
~see Figs. 5 and 7! causes the formation of a second dens
discontinuity. This discontinuity is fully formed att5400t.
The figure also shows that the matter-vacuum interface
mains sharp during the expansion, even after the self-sim
character of the wave is lost.~Note that the interfaces need
be sharp only relative to the probe-light wavelength, ty
cally a few hundreds, and that the density oscillations i
region II are to a large extent caused by statistical fluct
tions arising from the finite size of the sample.!

The inhomogeneous phase~region II of Fig. 3! trapped
between the two interfaces is thought to possess the op
properties — high refraction index and low absorption co
ficient — required to explain the observation of high-contr
interference patterns under normal-incidence opt
microscopy.5 As the thickness of the inhomogeneous laye
comparable to typical laser wavelengths, optical interfere
can indeed occur. Further, the two interfaces are still sh
by t5400t, so many more rings should form before th
interference condition disappears. Our simulations there
confirm the mechanisms proposed by Sokolowski-Tin
et al.5 to explain the formation of Newton rings.

However, it is evident from Fig. 4 that the matter-vacuu
interface can no longer be sustained when the fluence
creases to a point where relaxation occurs along supercri
isentropes, i.e., in regions III and IV. Figure 9~b! shows the
changes of the density profile in this case. The evolution
now much more rapid: the rarefaction wave moves quic
and the ablation front is already blunt byt540t. At t
5400t the front interface is totally lost so that the dens
drops continuously from the bulk value to the vacuum. T
strong dependence of the expansion speed on energy in
region is responsible for the destruction of the matt
vacuum interface. This effect is predicted by the SSR
model: for a sharp front to form, the expansion speed of
material is required to depend only weakly on the dens
over a wide density range.30 Since this is not the case fo
supercritical isentropes, the SSRW density profile show
gradual decrease. As a result, interference patterns are
expected to form under these conditions. The disappear
of Newton rings at high fluence is indeed observ
experimentally;31 our simulations clearly establish that th
onset of supercritical expansion in the surface region of
target is responsible for this behavior.

To summarize this section, we have shown that the exp
sion dynamics of the plume is closely related to the therm
dynamical relaxation path along which the material evolv
For relaxation through the solid or the liquid-vapor me
stable region, the expansion speed is small and weakly
pendent on the isentrope on which expansion proceeds
contrast, high-speed, strongly energy-dependent expan
occurs for large injected energies. These results are in q
tative agreement with the predicted dependence of the
pansion speed on the entropy in the SSRW limit, and
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consistent with the formation of Newton rings at low fluen
and their disappearance at high fluence, as observed ex
mentally.

3. Pressure wave generation

In the previous section, we have shown that the prim
reaction of the system to the absorption of the pulse is
expand in order to relieve the important thermoelastic pr
sure build-up induced by the constant-volume heating of
target. However, the material also relaxes by emitting stro
pressure waves. It has been suggested that these waves
play an important role in the ablation process;3,4,18,19,32we
now discuss their properties and examine how their sh
changes as the fluence increases. It will be shown th
tensile component forms at low fluences but practically d
appears as fluence is increased because of the thermal
ening of the material in the surface region. Thus, tens
wave-mediated effects~such as spallation! should be
observed only at low fluences.

Relaxation of the thermoelastic stress occurs initially
the emission of two compressive pressure waves: one h
ing toward the free surface and the other toward
bulk.11,12,19The wave incident on the free surface is reflect
back and becomes tensile~negative pressure!. The tensile
component, however, does not fully form before the reflec
wave reaches a distance of about one penetration depth u
the surface.11 The resulting acoustic wave thus possesse
bipolar profile: a compressive maximum followed by a te
sile component.11 This is clearly visible in Fig. 10, which
shows the evolution of the pressure inside the target fo
fluence below the threshold for ablation.

However, it is also apparent that the tensile componen
weaker and less sharp than the compressive one. For
excellent stress confinement achieved here (acDt.0.08), a
symmetric profile would be expected. This indicates th
even at modest fluences, the pressure waves are too in
to be reflected elastically from the free surface: a fraction
the energy of the incident wave is used for the creation
defects or inelastic deformations in the surface region dur
reflection.

Figure 11 shows that, at higher fluences~above the thresh-
old for ablation!, the pressure profile becomes unipolar: t

FIG. 10. Pressure in the target as a function of time and p
tion; F590e/s, a50.01s21.
2-7
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DANNY PEREZ AND LAURENT J. LEWIS PHYSICAL REVIEW B67, 184102 ~2003!
tensile component disappears completely. The wave incid
on the free surface is thus totally dissipated in the surf
region so that no reflection occurs. The tensile stress re
visible in this figure is not induced by an elastic wave, but
the progression of the melt front which initially propagates
the speed of sound, and later on slows down and finally s
aroundy52120s.

Figure 12 establishes the preceding observations o
more quantitative basis by showing the dependence on
ence of the peak maximum and minimum pressures (Pmax
andPmin , respectively! measured inside the sample.Pmax is
found to grow linearly with fluence, as expected for a th
moelastic wave generation process. In the case of an ins
taneous heating,Pmax5aGF with G the Grüneisen param-
eter of the material. However, the behavior ofPmin is much
more complex: it initially decreases untilF590e/s, then
grows and finally saturates aroundPmin520.45e/s2 for F
.200e/s. As stated earlier, if reflection on the free surfa
is total, Pmin should also decrease linearly with fluence f
such short pulses. The increase inPmin thus indicates again
that the reflection of the pressure wave is not elastic abo
certain threshold. Indeed, in the interval 90e/s,F

FIG. 11. Pressure in the target as a function of time and posit
F5450e/s, a50.01s21.

FIG. 12. Maximum~filled circles! and minimum~empty circles!
pressure reached inside the targeta50.01s21. The dashed line
marks the threshold for ablation.
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,150e/s, we observe a damage-without-ablation regime
small pores nucleate near the surface, but in insuffici
number to cause ablation — while forF,90e/s, the sample
remains intact after the reflection of the wave. This thus
tablishes that the increase ofPmin at high fluence is cause
by the formation of defects in the surface area of the targ
The behavior ofPmin is very similar to that observed in
simulations of ablation in organic solids~Ref. 19!, except
that the peak in the tensile pressure does not coincide
the ablation threshold in our simulations but, rather, cor
sponds to a damage threshold.

The fluence at which the tensile wave disappears can
calculated by considering the dependence on temperatu
the elastic properties of the material. Indeed, because
tensile component of the pressure wave results from the
flection of the compressive wave on the free surface,Pmin
cannot assume values lower than the tensile strength of
material in the surface region. Following Ref. 33, we co
sider that the tensile~spall! strength at a given temperature
the minimum pressure reached on the corresponding
therm. Further stretching of the material along this isothe
would push the material in a region of negative compre
ibility, where the system is unstable against density fluct
tions, hence inducing its failure.

The results, presented in Fig. 13, show that the ten
strength is an increasing function of temperature that goe
zero as temperature reaches 0.45e/kB . Thus, if the surface
region is hotter than this value during the emission of
compressive waves, the reflection will be completely inel
tic and all the energy of the incident wave will be dissipat
through the creation of defects. If we require the tens
strength to vanish at a depth ofa21 under the surface to
ensure a complete dissipation of the incident compres
wave ~remembering that the tensile wave is fully forme
only at a21 under the surface!, we find that no tensile wave
should form for fluences higher thanF5210e/s at a
50.01s21. We see from Fig. 12 that this fluence corr
sponds to the beginning of the saturation regime ofPmin . For
fluences higher than this value, the tensile pressure inside
sample is not caused by the passage of an acoustic wave

n;

FIG. 13. Tensile strength of the 2D Lennard-Jones solid a
function of temperature.
2-8
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MOLECULAR-DYNAMICS STUDY OF ABLATION OF . . . PHYSICAL REVIEW B 67, 184102 ~2003!
results from the expansion speed difference between
solid, nonablated target, and the expanding liquid mate
which induces tension at the interface between the
phases.

We have demonstrated that the formation of tensile p
sure waves does not occur at high fluence because o
thermal softening of the material. This possibility was pr
posed by Zhigilei and Garrison19 based on simulations o
ablation of organic solids. Thus, tensile-wave-mediated
fects play a role in ablation only for fluences around t
ablation threshold. The dissipation of the energy containe
the compressive wave incident on the surface will certai
have an impact on the expansion dynamics and on the e
tion of material at higher fluences. However, in our simu
tions, the energy contained in this wave is at most 20%
the total injected energy. The influence of this contributi
on the dynamics of the surface regions is thus expected t
modest.

B. Mechanisms of ablation

It was shown in the preceding sections that different
gions form in the target during the ablation process. Th
regions differ in their expansion dynamics and morpholo
and in the thermodynamical relaxation path they follow. T
suggests that different ablation mechanisms may be effec
in each of these regions. We now demonstrate that it is
deed the case. The thermodynamical trajectories of the
ferent regions of the target indicate that four different ab
tion mechanisms are present: spallation, homogene
nucleation, fragmentation, and vaporization. They are d
cussed below in order of increasing energy.

1. Spallation

Spallation is the result of internal failure due to the c
ation of defects induced by tensile stresses. This phen
enon is routinely observed in ablation experiments on ge18

and biological tissues.3 Simulations of ablation of organic
solids in the stress-confinement regime have been interpr
in terms of a spallationlike process.19 In the case of more
cohesive solids~metals, semiconductors!, Schäfer et al.32 re-
cently proposed that front-side spallation could also be
portant.

While spallation is sometimes used to describe failure
solids as well as in liquids, we restrict the use of the term
describe the fracture of a solid in which the tensile strengt
exceeded. In contrast, the failure of a liquid under tension
nucleation of gas bubbles~while the system is in a meta
stable state! will be referred to as cavitation, or simply ho
mogeneous nucleation.

In Sec. III A 3 it was shown that important tensile wav
form at fluences close to the threshold for ablation. Spa
tion should thus be observable in this regime. Indeed,
shown in Fig. 14, ablation proceeds by the ejection of co
plete layers of material at the threshold fluence.

This behavior is very similar to that observed in simu
tions of ablation of organic solids,19 in laser-induced back
spallation experiments,34 and in computer simulations o
flyer-plate collisions.35 In all cases, the passage of a tens
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wave induces fractures parallel to the surface of the sam
and ejection of complete layers of material. The first sn
shot in Fig. 14 shows the state of the system att550t. By
then, the tensile wave has already crossed most of the sa
and a large number of small pores are visible near the
face. During the next 100t ’s they grow and coalesce to fi
nally cause the ejection of the complete surface layer.
voids form very close to the surface because the tensile w
only develops as it travels towards the bulk.11 The ejected
layer eventually breaks up as the expansion continues. Fi
15 confirms in a quantitative manner that spallation is
sponsible for ablation in this regime.

The trajectories in ther-T plane show that absorption o
the laser pulse initially heats the slice up to a very hi
temperature~larger than the critical temperature!. However,
expansion quickly sets in and lowers the temperature be

FIG. 14. Snapshot of the system showing ablation by a spa
tion mechanism;F5150 e/s, a50.01s21.

FIG. 15. Typical thermodynamical evolution for regions of th
target where spallation occurs, forF5150 e/s, a50.01s21, Eeff

50.95e/s2. Dashed line: average branch; filled circles: conden
branch. Arrows indicate the flow of time. Inset: average traject
in the r-P plane ~dashed line! and T50.36 isotherm~solid line!.
The star indicates the point of fracture.
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DANNY PEREZ AND LAURENT J. LEWIS PHYSICAL REVIEW B67, 184102 ~2003!
the triple point after a small incursion into the solid-liqu
coexistence region. The inset shows that the tensile w
reaches this slice whenr.0.81s22 , then induces further
stretching of the material. The split between the average
condensed branches in ther-T plane indicates that the ma
terial finally fractures aroundr.0.76s22. After the failure,
the temperature rises significantly and the density on the c
densed branch increases, indicating that the stretching
duced by the passage of the tensile wave causes some o
thermal energy of the slice to be momentarily converted i
elastic energy. During the fracture process, part of the sto
elastic energy is converted back into heat, causing the
served rise of both temperature and density on the conde
branch. Nevertheless, a decrease of the average dens
observed because of the opening of voids. The coalesc
of these will later induce ablation.

Following the definition of the tensile strength given
Sec. III A 3, failure of the material should occur when t
system reaches the minimum pressure of the isotherm
which it lies at this moment. The inset of Fig. 15 confirm
that this is indeed the case by showing in ther-P plane, the
average trajectory of the slice together with theT
50.36e/kB isotherm~on which spallation occurs!. The fail-
ure point is indeed very close to the pressure minimum
this isotherm; fracture and subsequent ablation are
caused by the loss of mechanical stability of the expand
system, i.e., again spallation. The pores grow until the st
inside this region is completely relieved.

Spallation in the solid phase was only observed in a sm
range of fluences around the threshold fluence. Furt
‘‘good’’ stress confinement is required for strong press
waves to develop; hence this mechanism is probably
stricted to pico and femtosecond pulses. We saw that
fluence increases, the amplitude of the tensile wave pro
gating inside the sample decreases and eventually vanis
As this occurs, the contribution of spallation to the total yie
diminishes to the profit of homogeneous nucleation, wh
we discuss next.

2. Homogeneous nucleation

As seen in Sec. III A 2, when higher densities of ener
are injected into the system, the relaxation does not proc
within the solid region anymore but, rather, above the tri
point: the material melts and later crosses the binodal l
entering the liquid-vapor metastable region of the phase
gram. In this region, the pressure inside the liquid is low
than the saturation vapor pressure. When this occurs,
homogeneous liquid state is no longer the most stable c
figuration because the free energy of the gas phase bec
lower than that of the liquid.36 However, the liquid state is
still a local free-energy minimum, so an energy barrier ha
be crossed for gas domains to nucleate~except at the spin-
odal line where the barrier vanishes!. For long enough wait-
ing times, gas bubbles will thus form inside the liqu
through a process called homogeneous nucleation.

The decrease of the pressure below the saturated v
value can be induced by the passage of a tensile wav
simply by adiabatic relaxation during the expansion. If hi
nucleation rates are reached, ablation can be induced by
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rapid transition from a superheated liquid state to a mixt
of vapor and liquid droplets through a process referred to
phase explosion or homogeneous boiling. Since Kelly a
Miotello14–16 showed that phase explosion is the only th
mal mechanism that occurs on a sufficiently small timesc
to explain the ejection of liquid droplets in short-pulse e
periments, phase explosion is widely considered as the m
common cause of ablation in the nano to femtoseco
regimes.5,14–16,37–39Phase explosion has also been inferr
from the properties of the plume in computer simulations
ablation of organic liquids,19 but was directly observed only
recently in molecular-dynamics simulations by following th
thermodynamical evolution of the system.21 By analogy with
liquids, ablation could also possibly occur by hydrodynam
sputtering resulting from the collapse of gas bubbles that
not reach the critical size;4,18 this mechanism has, howeve
not been observed in the present simulations. We now s
that the growth of gas-filled bubbles in region II of Figs.
and 4 is caused by a homogeneous nucleation process
that ablation follows by homogeneous boiling.

Figure 16 shows the thermodynamical signature o
phase explosion process leading to ablation. Once again
slice is heated at constant volume up to a very high, su
critical temperature. The rarefaction wave then reaches
slice and a quasiadiabatic relaxation process begins. It
ceeds through the solid-liquid coexistence region before
material completely melts upon entering the one-phase liq
region. It can be seen that the system then enters the liq
vapor metastable region, where the liquid is under tens
Note that no voids are present in the slice before entering
metastable region: the average and condensed branche
completely superimposed. However, the separation of the
erage and condensed branches, combined with the ap
ance of the gas branch, confirm that gas-filled bubbles be
to nucleate inside the slice right after the binodal is cross
A phase separation process then sets in: the condensed
gradually converts into gas by nucleation and growth of g

FIG. 16. Typical thermodynamical evolution for regions of th
target where homogeneous nucleation occursEeff51.7e/s2.
Dashed line: average branch; filled circles: condensed bra
empty circles: gas branch. Inset: zoom on the trajectory at the
trance of the metastable region.
2-10
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MOLECULAR-DYNAMICS STUDY OF ABLATION OF . . . PHYSICAL REVIEW B 67, 184102 ~2003!
regions. However, the timescale for this transformation
take place is very long, so liquid droplets can persist in
plume for a very long time. Because the free-energy bar
for the nucleation of gas bubbles is very low for any sign
cant incursion into the metastable region~and finally van-
ishes at the spinodal line!,40 nucleation proceeds at a larg
rate. The growth and coalescence of these gas-filled bub
clearly visible in region II of Figs. 3 and 4, will eventuall
cause the ablation of large liquid droplets.

Despite wide acceptance of this mechanism, there is
some confusion in the literature about the conditions
which phase explosion occurs. While it is recognized tha
rigorous criterion should be based on the approach of
spinodal line, it is often assumed that a sufficient condit
for important density fluctuations and homogeneous nu
ation to take place is that the peak temperature inside
target exceedsT50.9Tc .14–16,37–39This criterion is correct
for slow heating rates at nearly constant pressure; howev
doesnot apply in stress-confinement conditions typical
short-pulse laser ablation experiments because heating is
choric so that the system is actually pushedaway from the
metastable region in the first place. In this case, the
curence of homogeneous nucleation depends, rather, on
relaxation path followed during the relaxation phase. Inde
the system can be heated to temperatures higher thanTc but
still relax within the solid regions of the phase diagram wi
out ever entering the metastable region~the only region in
which homogeneous nucleation is possible!. An example of
this behavior is given in Fig. 15. In fact, the important qua
tity for the occurrence of phase explosion is the nucleat
rate41

J5A expS 2
DG

kBTD , ~5!

whereA is a kinetic factor that depends weakly on tempe
ture andDG is the free-energy barrier for nucleation.41 As
this free-energy barrier vanishes for all points along the sp
odal line, a temperature close to the critical temperatur
not required for significant nucleation to occur; the only co
dition is to reach deep enough into the metastable regio

In conditions of isochoric heating and adiabatic expa
sion, phase explosion can occur for relaxation along is
tropes intersecting the binodal line between the triple a
critical points. Knowledge of the equation of state of t
material is then sufficient to compute both these limits and
obtain the energy density interval for which homogeneo
nucleation takes place. However, in typical laser ablation
periments, the expansion is nonadiabatic because the e
sion of pressure waves during the relaxation induces fas
than-adiabatic cooling. The adiabatic hypothesis th
underestimates the energy required for phase explosio
occur.

For good enough thermal confinement, phase explos
can also occur with longer pulses. However, in this case,
material follows a different thermodynamical path than th
presented in Fig. 16: expansion occurs during heating as
pulse length is increased until the expansion eventually p
ceeds along the binodal line for long enough pulses.
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As discussed briefly in Ref. 21, our simulations confir
that phase explosion by homogeneous nucleation of bub
is indeed effective in short-pulse laser irradiation conditio
at moderate energies. We will now see that, at higher e
gies, fragmentation replaces phase explosion as the dom
ablation mechanism.

3. Fragmentation

In a preliminary report of this work,21 we have shown tha
fragmentation of a super-critical fluid could account for
significant part of the total ablation yield in short-pulse co
ditions. We now proceed with a detailed analysis of th
mechanism.

Fragmentation is the process whereby an initially hom
geneous medium decomposes into a collection of cluster
a result of impact or expansion. This mechanism has b
observed in a wide range of systems under large strain ra
continuous systems under adiabatic expansion,42–45isochoric
heating of small droplets,46–48 free-jet expansion of
liquids,49,50 etc. In laser ablation conditions, photo
mechanical fragmentation occurs as a result of the con
sion of the stress induced by the constant volume hea
into strain during the subsequent expansion.21

We first demonstrate that ablation in the high-expansi
speed regime~region III! is not induced by a phototherma
process; we will then show that fragmentation is respons
for ablation in this case. Figure 17 shows the thermodyna
cal evolution of a slice in this regime. The heating rate
now so intense that the material is pushed into a stron
superheated solid state. Melting occurs at the very beginn
of the relaxation and the material then expands in a su
critical fluid state. Soon after, voids begin to appear. The s
between the average and condensed branches — indic
the onset of pore creation — now occurs wayabove the
binodal line, implying that the system has already deco
posed by the time the metastable region is reached. T
thereforeexcludeshomogeneous nucleation as the mech

FIG. 17. Typical thermodynamical evolution for regions of th
target where fragmentation occursEeff55.4e/s2. See Fig. 16 for
the definition of symbols and lines.
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DANNY PEREZ AND LAURENT J. LEWIS PHYSICAL REVIEW B67, 184102 ~2003!
nism responsible for ablation in this regime. Further, reg
III of Fig. 4 shows that large clusters are present in
plume, so vaporization must also be excluded. Since M
tello and Kelly16 showed that homogeneous nucleation is
only photothermal process relevant to the description of
lation in short-pulse conditions, we must therefore conclu
that ablation is not caused by a photothermal mechanism
this regime.

We saw in Sec. III A 2 that, in region III, the expansio
speed is a strongly dependent function of the injected ene
and hence of the position inside the target. In this case,
exponential heating profile induces very important str
rates (h5du/dy) and thus creates ideal conditions for t
occurrence of fragmentation.

This is shown in Fig. 18, where we plot the time depe
dence of the differential expansion speed between the
ends of a single slice relative to the instantaneous spee
sound. We see that, for expansion in region III~circles!, the
ratio increases quickly and reaches about a third by the t
voids begin to form. As mass transport necessarily occur
a speed lower than the speed of sound, diffusion will not
efficient enough to balance out anything but the smal
density fluctuations. In this case, the equilibrium structure
the fluid will be lost as new surfaces appear inside the liqu
In contrast, in region II~squares!, where the expansion spee
depends only weakly on the injected energy~see Fig. 5!, the
ratio remains very low until the system enters the liqu
vapor metastable region. At this moment, the speed of so
drops abruptly so that the ratio suddenly increases. In
case, the expansion can be considered quasi-static and
sion preserves the equilibrium structure of the fluid up to
entrance of the metastable region.

Thus, ablation isnot caused by a photothermal process
region III; we have also shown that the conditions requi
for fragmentation are present. We now demonstrate exp
itly, through an analysis of the fragment mass distribution
the plume, that fragmentation is indeed responsible for a
tion.

FIG. 18. Ratio of the differential expansion speed within
single slice to the instantaneous speed of sound witha
50.01s21. Squares: Eeff51.05e/s2 ~region II!; circles: Eeff

53.6e/s2 ~region III!. Arrows indicate the onset of void formation
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A simple model for the fragmentation of continuous sy
tems has been proposed by Ashurst and Holian.44 In this
model, the elastic potential energyfelaststored in the system
as a result of expansion is converted into surface energyfsurf
by a bond-breaking mechanism. In the context of a tw
dimensional uniaxial expansion, we have, for a fragment
sideL:

felast5
1

2
B0L0

2~ht !2, ~6!

whereB05r0c0
2 is the bulk modulus and

fsurf54rLr 0g, ~7!

with r the bond length andg the surface energy density. Th
subscript 0 indicates quantities evaluated at the beginnin
the expansion, while others are evaluated at fragmenta
time.

Fragmentation occurs when the elastic energy stored
region of the target is equal to the surface energy it wo
have if isolated. At this point, the excess elastic energy
converted into surface energy and fragments are crea
Within this model, it can be shown that the mean clus
mass is given by44

M54zr~r 0g!2/3h24/3, ~8!

where the geometric factorz;1 allows for arbitrary cluster
shapes. Equation~8! expresses the fact that higher stra
rates cause more elastic energy to be stored inside the m
rial and hence more energy to be dissipated by the ope
of voids. However, Eq.~8! also says that fragmentation doe
not depend only on the elastic energy stored in the sam
~itself a function of the strain!: it also depends explicitly on
the speed gradient~strain rate! imposed to the system. Frag
mentation is thus a nonequilibrium process and does not
cur in the quasistatic expansion limit. It should be noted t
since the equilibrium structure of a supercritical fluid is n
homogeneous at moderate densities, decomposition of
fluid into fragments could still occur even at low strain ra
a process called ‘‘trivial fragmentation.’’45

The same scaling law between the size of clusters and
strain rate~but with a different prefactor! can actually be
obtained using the Grady model.44,46,51 In this model, the
sum of expansion and surface energies is minimized;
high enough strain rates, the most stable configuration is
fragmented one, i.e., it becomes more energetically favora
for the system to fragment than to continue expanding
mogeneously. This scaling law thus constitutes a strong
nature of fragmentation.

We therefore computed the mean mass of clusters a
function of strain rate at their formation depth in the hig
expansion speed region for two different fluences. This d
is shown in Fig. 19 together with the prediction of Eq.~8!,
2-12
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where we have usedz5p/4 ~circular clusters! and r
50.6s21. The surface energy densityg is taken to be the
mean energy of a bond at breakup time multiplied by
number of broken bonds per atom. The data clearly rep
duce the predicted power law behavior. Further, the prefa
obtained from a fit to the data agrees to within 30% with
one deduced from Eq.~8!. Given the simple nature of th
model, the fit is certainly excellent and clearly indicates t
ablation is determined by the expansion rate of the mate
and is thus caused by fragmentation.

It was shown in Sec. III A 2 that strongly energy depe
dent expansion speeds are measured for supercritical r
ations paths. The large strain rates present in the regio
the target relaxing along such paths~region III! thus produce
ideal conditions for the occurrence of fragmentation. Inde
all fragmenting trajectories were observed in this regime
rough estimate of the minimum energy density for whi
fragmentation occurs is thus given by the energy required
the material to reach the critical point isentrope. However,
contrast with thermal mechanisms, fragmentation does
depend only on the relaxation isentrope, but also on
strain rates induced in the target. As the flow speed is ma
determined by the effective energy, high strain rates will
sult from large absorption coefficients. In this case, the b
ance between fragmentation and homogeneous nucle
will tilt in favor of the former: some slices relaxing on isen
tropes crossing the binodal between the triple and crit
points will fragment before entering the metastable zo
However, at small absorption coefficient, phase explos
will prevail up to the critical point isentrope and fragment
tion will be limited to supercritical conditions.

4. Vaporization

At high enough energies, the surface layer of the targe
completely atomized and expands at very high speed~see
part IV of Fig. 5!. Very few clusters are present in this part
the plume. The evolution of a slice in this regime is pr
sented in Fig. 20.

FIG. 19. Mean cluster mass versus local strain rate fora
50.01s21. Circles:F5750e/s; triangles:F5900e/s. The solid
line is Eq.~8!.
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We see from this figure that the condensed and aver
branches split at a very early time and that the average
gas branches merge soon after, indicating that the slice
whole is behaving as a gas. As stated earlier, expansion
curs along perfect-gas-like isentropes in this regime. The
jectory thus simply illustrates a vaporization process. He
vaporization is not used in the sense of the Hertz-Knud
equation, which describes evaporation or sublimation fr
the outer surface of a material, but to describe the comp
dissociation of the topmost layers of the target when
injected energy is close to~or exceeds! the cohesive energy
of the material. Note that only about 5% of the atoms fro
the slice are contained in clusters at the end of the simula
so the behavior of the condensed branch is not very me
ingful.

C. Ablation depth

Armed with the knowledge of the ablation mechanism
identified in the previous section, it is possible to predict,
high enough fluences, the dependence of the ablation d
on fluence, a very important quantity for practical applic
tions.

We showed earlier that the mechanical and thermo
namical evolution of a slice is, in a first approximation, on
a function of the effective energy~see Sec. III A 2 for the
definition of Eeff). Away from the threshold fluence, phas
explosion is the ablation mechanism requiring the smal
amount of energy. The ablation and phase explosion thre
olds should thus be the same: slices which possess effe
energies greater than the threshold (Eeff-th) should experience
ablation by phase explosion, fragmentation or vaporizati
while slices which possess effective energies less than
threshold will relax to a solid state without being ejecte
Following the discussion of Sec. III B 2,Eeff-th should be
given by the energy density required to reach the triple po
isentrope from the initial state.

FIG. 20. Typical thermodynamical evolution for regions of th
target where vaporization occursEeff57.7e/s2. Inset: enlargement
of the low-T-low-r region. See Fig. 16 for the definition of symbo
and lines.
2-13
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Since the effective energy density at depthy is approxi-
mately given by

Eeff~y!5@12a~F !#aFe2ay, ~9!

where a(F) is the efficiency of the acoustic conversion
this fluence@a(F)5Ewaves(F)/Elaser(F)#, the depth at which
the effective energy is equal to the threshold for ablation

y~F !5a21lnS aF@12a~F !#

Eeff-th
D . ~10!

The quantitya(F) was calculated independently as fo
lows. We constructed a sample composed of the usual ta
on which a very thick layer of the same material was plac
However, this new layer was not allowed to absorb the
coming laser pulse~i.e., is transparent!. Pressure-absorbin
boundary conditions were applied to both ends of the tar
while periodic boundary conditions were used in thex direc-
tion. Because the two regions have the same acoustic im
ance, the component of the pressure wave that is usu
reflected from the free surface of the absorbing medium
now transmitted into the transparent material; the other c
ponent still proceeds toward the bottom of the sample. T
acoustic energy (Ewaves) is obtained by measuring the dro
in the total energy of the system after the absorption of
pressure waves by the special boundary conditions, whic
then be divided byElaser to yield a. ~One cannot compute
Ewaves with the usual sample, because the reflection of
wave on the free surface is not elastic at high fluences.
acoustic energy collected at the bottom of the sample wo
thus be less than the acoustic energy initially emitted.! The
result is shown in the inset to Fig. 21.

For comparison, if we neglect the effect of energy loss
the generation of pressure waves, we obtain the well kno
expression

FIG. 21. Ablation deptha50.01s21. Dashed line: Eq.~11!,
continuous line: Eq.~10! with Eeff51.16e/s2. Inset: Efficiency of
the acoustic conversion fora50.01s21.
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y~F !5a21lnS aF

~aF ! th
D . ~11!

In Fig. 21 we show a comparison of the data from o
simulations with both expressions. An excellent fit is o
tained using Eq.~10! with Eeff-th51.16e/s2. This value cor-
responds to the onset of the phase explosion region~see re-
gion II of Fig. 5 and Sec. III B 2!. In contrast, Eq.~11!
overestimates the energy available for ablation and hence
total yield. The cooling induced by the pressure wave form
tion is thus important enough to notably affect the ejection
atoms from the target.

Note that both expressions underestimate the abla
depth for fluences around the threshold. This discrepanc
due to contributions from spallation effects. Indeed, at
threshold fluence, homogeneous nucleation only occ
within a few slices near the surface but many are ejec
following spallation. This proportion gradually increases
favor of homogeneous boiling as the fluence increases. H
ever, it is very difficult to predict the spallation depth b
cause the dynamics of the pressure wave formation in a
terial with strongly position ~temperature! dependent
properties is very difficult to estimate. Nevertheless, as
fluence increases, the tensile waves disappear, so phas
plosion becomes totally responsible for the onset of abla
and Eq.~10! becomes correct. It should be noted that reco
densation of part of the ejected material on the target
which could somewhat decrease the ablation depths obse
here — is not taken into account because it occurs o
timescale much beyond our simulations.

IV. SUMMARY

The ablation of solids under femtosecond laser pulses
been studied using molecular-dynamics simulations. Our
culations show that the reaction of the target is strongly
pendent on the energy density injected by the laser thro
the thermodynamical trajectory by which the matter relax
This causes the formation of distinct regions with spec
expansion dynamics at different depths under the surfac
the target. Temperature variations of the mechanical pro
ties of the target are also shown to cause changes in
shape of the generated pressure waves; from bipolar at
fluence to unipolar at high fluence. This implies that tens
wave-mediated effects are only effective at low fluences.
deed, spallation is only observed when the tensile compon
of the pressure wave is sufficiently important. Phase exp
sion is the main mechanism responsible for ablation at m
erates fluences. This mechanism occurs in slowly expand
regions of the target and is able to produce conditions
which Newton rings are expected to form. For high stra
rates, the plume is formed by mechanical fragmentation
the expanding medium. Complete vaporization of the surf
layers is also observed. These mechanisms typically oc
simultaneously at different positions under the surface of
target. Finally, a formula for the ablation depth is presen
and it is shown that the pressure waves formation mus
considered in order to predict the ablation yield correctly
2-14
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