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Molecular-dynamics study of ablation of solids under femtosecond laser pulses
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The ablation of solids under femtosecond laser pulses is studied using a two-dimensional molecular-
dynamics model. The simulations show that different expansion regimes develop as a function of the injected
energy. The origin of these regimes lies in changes of the thermodynamical relaxation path the material follows
when the intensity of the laser increases. The shape of the pressure waves generated as a result of the
absorption of the pulse is shown to vary from bipolar at low fluence to unipolar at high fluence, as a result of
the decrease of the tensile strength of the material with temperature. By combining these results with an
analysis of the thermodynamical trajectories for different portions of the target, we show that four different
mechanisms can account for ablation at fluences below the threshold for plasma formation, namely spallation,
phase explosion, fragmentation, and vaporization. These mechanisms are characterized in detail; it is demon-
strated that they can occur simultaneously in different parts of the target.
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I. INTRODUCTION will be shown that different expansion regimes appear as a
function of the injected energgand hence depth under the
The ablation of matter from a target induced by lasersurface. The origin of these regimes is traced back to varia-
pulses is a well-known technique routinely used in a numbeHONS in the thermodynamical relaxation path followed by the
of areas. It is now appreciated that very shéemtosecony expanding matter as the injected energy increases. It will also

pulses offer numerous advantages over longer pulses: t shown that these regimes explain the formaanlow

high efficiency(yield/injected energyand the small thermal uence and disappearand@t high fluencg of the optical

and mechanical damages inflicted to the target are invaluab!s%:erference patterns observed in experimehewton
S gesir . get: . ings).> Pressure waves generated during the relaxation pro-
characteristics for, e.g., micromachinfrigand biomedical

cess also suffer some changes as the fluence is increased: the

. . _4 .
applications”™ Femtosecond laser pulses are also ideal folrofile transforms from bipolar at low fluence to unipolar at

studying the fundamental properties of matter in extreme,igh fluence because of the loss of tensile resistance of the
conditions of temperature and presstife. . material (thermal softeningat high temperature. Following
However, the basic mechanisms leading to ablation arghe preliminary results presented in Ref. 21, we show that
poorly understood, largely because theoretical modeling oknowledge of the precise thermodynamical evolution of the
laser ablation is difficult. Indeed, many processes are intarget, not easily accessible to experiment, is the key to the
duced by the absorption of high quantities of energy in veryidentification of the ablation process. Spallation, homoge-
short times. On a microscopic scale, these include: dielectrineous nucleation, fragmentation, and vaporization are shown
breakdown in transparent solidshange of optical and elec- to be relevant to the description of ablation in the femtosec-
tronic propertie$,nonthermal melting of covalent materidls, ond regime, and can occur simultaneously in different re-
and semiconductor-to-metal transitiofisOn a mesoscopic gions of the target. Furthermore, the occurrence of these ab-
scale, the pressure wave generaﬁéﬁ}zthe thermodynami- lation mechanisms are related to the mechanical and
cal evolution of the expanding mattet® and the identifica- thermodynamical properties of the material. Finally, the de-
tion of the collective ejection procesSéd?* must all be Pendence of the ablation depth on fluence is investigated.
understood in order to provide a complete picture of the The model, the method for calculating thermodynamical
phenomenon. trajectories, and the phase diagram of the potential are first
While a complete, microscopic description of femtosec-prese_mEd Sec. Il. .Thef oyerall reaction of the target to the
\(j ser-induced heating is discussed in Sec. Ill A in terms of

ond ablation is out of reach of present models, progress ma ) 4
in the study of the mechanisms leading to ablation can nev- ree aspecis: analysis of snapshots of the model system dur-

S . o ing the ablation process and investigation of the expansion
ertheless have significant impacts on applications. Man ' . "
mechanisms are believed to play a role in ablation below th ynamics and of the generation of pressure waves. Identifi

e . . tation and discussion of the different ablation processes is
threshold for plasma formation: photomechanical spallatiory esented in Sec. 111 B. Finally, the variation of the ablation

(in organic solidg™'® homogeneous nucleation of gas yenth with fluence is examined in Sec. Ill C before conclud-
bubbles and phase explosioH 161921 gpinodal ing? '

decomposition;?° fragmentatiorf* and vaporizatiort’

Here we study the mesoscopic aspects of laser ablation Il. COMPUTATIONAL METHODS
using a simple two-dimensional molecular dynamics model.
Because they determine the conditions in which ablation oc- A. Model
curs, the expansion dynamics of the irradiated target and the We study the ablation process using molecular-dynamics
generation of pressures waves will first be investigated. Isimulation$? in two dimensions, thereby enabling large sys-
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tems to be considered, thus minimizing finite-size effectsjs also used at the bottom of the target in order to mimic heat
which could be a problem in the case of homogeneous nucladiffusion outside of the simulation cell.
ation, as the system has to be able to accommodate many As stated earlier, this simple model is not meant to repro-
critical nuclei. Anticipating the results, our analysis showsduce light-matter interactions in a rigorous way. In fact, this
that the nature of the ablation process depends essentially @ not essential: for fluences close to the ablation threshold,
the thermodynamic pathways by which the system relaxeghermal equilibrium is achieved in a few picoseconds while
Since the phase diagram of our two-dimensional system iablation occurs hundreds of picoseconds [4tdthe details
qualitatively the same as its three-dimensional counterpargf the energy deposition process are thus “forgotten” by the
there is no reason to expect the nature of the mechanisms time ablation occurs. We expect that, except in specific cases
ablation to depend in a significant manner on dimensionalitysuch as nonthermal melting of covalent materials, the details
even if the precise kinetics of the ablation process will prob-of the ultrafast dynamics of the laser-excited carriers will not
ably be somewhat affected. influence thenature of the ablation process so that our sim-
Simulations were carried out using samples with eithemplified model is adequate.
400 or 800 atomic layers in thg direction (parallel to the
incident laser pulseand 500 layers in the direction, for a B. Calculation of local thermodynamical properties
total of 200000 or 400000 atoms initially forming a trian- . . . .
gular lattice. The lattice was thermalized in the low tempera- Th_E_’ analysis which _fOIIOWS re"¢5 heavily on Ioc_al, phase-
ture solid state before beginning the simulations. The atomSPecific thermodynamical properties of small sections of the

interact via a simple Lennard-Jones potential adjusted so : Stti]m' In Eart'gu?r’.wﬁ are |nt$;93te(1 in groups of e;toréls
to vanish at the cutoff distanae : at have absorbed similar quantities of energy so as to de-

termine their common thermodynamical evolution. Care is

L) =4el (a/r) 2= (alr)®—(alr )12 needed in computing this; the method used to do so is de-
scribed here.
+(alre)®], r=rq, The target is separated into “slices” perpendicular to the
incident light; we chose them to be four-layer thick. This
dLy(r)=0, r>r¢ grouping is preserved during the whole simulation; however,

only theN atoms lying within one standard deviation of the
ymeany position of the atoms in the slice are taken as repre-
. . ) sentative and used to compute the local thermodynamical
n redzucel(/jz units, 1.e., elkg for temperature and_r guantitiesp, P and T as a function of time. This procedure
=(ma*/e)="for time (m is the atomic magsThis potential  ininizes the effect of mixing between adjacent layers on
was chosen for its simplicity and because it captures th(?ne computation of the thermodynamic trajectories. The tem-

essential features of realistic interatomic potentials. perature and pressure are obtained using the standard formu-
The laser pulse, incident on the target from thdirec-

tion, is uniform in space and has a Gaussian temporal profile

with a width at half maximum ofAt=0.5r (~100 fs). The m N

pulse is modeled as an ensemble of discrete photons of en- T=—— > (vi—vem)? (1)

ergy 4.%, emitted using appropriate distributions. The en- 2N =1

ergy absorption inside the target follows a Beer-Lambert Iawand

(I=1,e" %) wherea is the absorption coefficient; two val-

ues were examineda=0.01 or 0.002 ! ([=20 or P=A"1(W+NT) )

=100 nm] 1). Absorption of the photons by the target pro- ’

ceeds by the transfer of its energy to a “carrier.” Here, awherev.,, is the center-of-mass velocity of the sliokthe

carrier is a particle which follows a Drude dynamics, i.e., thearea occupied by the slice, am the virial sum. The area

dynamics is governed by successive collisions determined byccupied by such small subsystems is most difficult to obtain

a characteristic scattering time taken to be 00058t each  (and even to define To circumvent this difficulty, a tessel-

collision, a “phonon” of energy 0.0¢ (~50 meV) is trans- lation of space into Voronoi polygons centered around

ferred from the carrier to the nearest atom if the carrier posatomic positions is used, as shown in Fig. 1. The area occu-

sesses sufficient energy. This is accomplished by adding gpied by a group of atoms is defined as the sum of the areas of

appropriate component to the velocity of the atom in a rantheir respective polygons. This procedure is free from arbi-

dom direction. The carriers cannot absorb energy from thérary parameters. The trajectories obtained in this way will be

target. It must be stressed that it is not our goal to mimiaeferred to as average, as they give a macroscopic view of

realistic carrier dynamics, but only to model in a physically the system, independent of the presence of pores or clusters.

relevant manner the rate at which the energy is deposited. Inhomogeneities catand will) develop during the abla-
The rapid heating of the target following the absorption oftion process; therefore it is desirable to follow the evolution

light generates important pressure waves that must be dealf the clusters and of the gas separately using a condensed

with in a proper way to avoid artifacts in the simulations. Inand a gas branch. In order to do this, clustered and isolated

order to do this, we use the absorbing boundary conditionatoms are first identified using the Hoshen-Kopelman

proposed in Ref. 23 in thg direction; periodic boundary algorithm?® The clustering radius is chosen so that the criti-

conditions are used in thedirection. A Langevin heat bath cal point density separates the gas and condensed regions.

with € ando the usual energy and length scales, respectivel
We usedr.=2.50. In the following, all results are reported
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FIG. 2. Phase diagram of the 2D truncated and shifted Lennard-
Jones potential in the-T plane. Circles: binodal lindiquid-vapor
coexistencg squares: solid-vapor coexistence line; triangles: solid-

FIG. 1. Phase-specific density calculation. White: condensediquid coexistence line. The solid line is drawn to guide the eye. The
bulk atoms; dark gray: condensed surface atoms; light gray: isolateigalic letters refer the the phases in each regioBd (V: solid,
atoms. liquid, and vapor, respectivelyCP: critical point, TP: triple point.

The condensettlustered atoms are then separated into two Pleted down to the triple point using Gibbs ensemble Monte
dinated (see Fig. 1 The area occupied by the condense@!SO obtained using this method. Because the Gibbs en-
phase is defined as the total number of clustered atoms tim&§Mble Monte Carlo method does not work well at high den-
the mean area of the Voronoi polygons for atoms in the bulks'ty' the position of the solid-liquid coexistence region was

subgroup. The difference between the total area of the S"C@ferred from the temperature change of the entropy, which

and the area occupied by the condense phase is attributed 1§ computed with the method of Ref. 28. The isentropes

. obtained in this way were also used to obtain the speed of

the gas phase. In this way, the area of the large Voronai o .
. . sound inside the LJ system as a function of temperature and

polygons of surface atoms is mostly attributed to the 9830 sityl 2=

. . - . . ensity[ c“= (dP/dp)g].

phase. With this procedure, it is possible to obtain phase-

specific thermodynamical quantities using E¢b. and (2)

by averaging over the appropriate subgroup of atoms. For the . RESULTS

temperature on the condensed branch, differenfs are A. Reaction of the target after the absorption of a pulse

used for each cluster. ) . .
We first discuss the global reaction of the system after the

As will be shown in Sec. Ill B, the use of these three bsorotion of th ls6. This analvsis devel long thr
different thermodynamical trajectoriéaverage, condensed, apsorption of the pulse. S analysis develops ajong three
lines. First, using snapshots from the simulations, we show

a_md gas a||0V\{S the type of process rgsponsmle for the abla'that different morphological and dynamical features are ob-
tion of a particular slice to be identified, because a correla

tion between the formation of voids inside the targehich served in the target depending on the energy density locally

. absorbed. Second, the expansion dynamics is discussed and
causes the average and condensed branches tamlithe e origin of the different regimes is linked to changes in the
instantaneous thermodynamical state of the system can

) l?f‘?ermodynamical relaxation paths of the material. We also
established. confirm the model proposed by Sokolowski-Tintenal? to
C. Phase diagram of the two-dimensional truncated explain the formation of optical interference patterns during
and shifted LJ system ablation. Third, and last, variations of the characteristics of
the acoustic waves generated by the relaxation of the ther-

In order for the thermodynamical trajectory calculations . ST, .
. moelastic pressure distribution induced by the laser heating
to be useful, the phase diagram of our model system must be

known. Because the ph . . - gre analyzed and related to the mechanical properties of the
. phase diagram is very sensitive to small i erial

modifications of the potentigluch as truncation and shift- '
ing), the abundant data published for the full LJ potential

cannot be employed here and calculations had to be per-
formed in order to complete the data available for the par- Figures 3 and 4 show snapshots the of simulations for the
ticular version of the LJ potential we use. The phase diagramystem with 400 000 atoms and a small absorption coeffi-
we obtained is presented in Fig. 2. The binodigluid-vapor  cient («=0.002r"1) at different moments during the simu-
coexistencgline was partially taken from Ref. 26 and com- lation. The evolution of the system at low fluenc& (

1. Visual analysis
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experiments. Despite the exponential temperature profile

initially imposed by the laser pulse, the reaction of the sys-
tem is remarkably homogeneous: the size of pores and their
gas content do not seem to depend strongly on the depth
below the surface. In this case only two regions are distin-
guishable: the non-ablated solid region and the porous re-

0 1 gion, numbered | and I, respectively.

Figure 4 shows that the situation is somewhat more com-
plex at higher fluenceH{=2.8Fy,). We see from the first
snapshot {=100r) that expansion and emission of mono-

I mers from the surface is now much more intense than in the

Distance from the initial surface (c)

previous case. Again, small voids are present near the surface
at this moment. However, by=200r, the coalescence of
these voids causes the fast-expanding surface region to de-
compose into an ensemble of small clusters. Evaporation
FIG. 3. Snapshots of a simulation with=900e/c=1.2F,, and  from the surface of the clusters quickly fills the surrounding
«=0.002"1. Roman numerals identify different regions of the area with gas. By then, the front matter-vacuum interface is
target(see text already destroyed, i.e., the density now varies continuously
with position. Att=400r, many gas-filled pores develop in
the bottom section of the target; the morphology of this sec-
éion is very much like the surface region of Fig. 3. Finally, at

first 27. In spite of the drastic heating which occurs durmgt=60(;r,hthe poresAcoil_esce and |n(;l]uce|the ejection of this
the relaxation of the carrier gas, the target does not read@!t Of the target. At this moment, the cluster creation pro-

before about=57. At this moment, the important pressure Cess in the top part of the target is gomplgted. Now four
build-up generated by the isochoric heating is relaxed by th&egion are present: the nonablated solid region I, the porous

emission of a pressure waysee laterand the expansion of region I, the cluster-filled region Ill, and a purely gaseous

the target starts. Emission of monomers from the surface he{ggion IV (out of the range of the last snapshddy compar-

also begun by then. At arount=100r (first snapshot Ing the snapshots, we see that each region expands at a dif-

nucleation of small pores is initiated in the surface region. Atferent velocity: as it does at low fluence, region Il expands

t=200r, it is apparent that these voids are filled with gas.SIOWIy compared to region's Il and IV. The strqngly varyir)g
During the next 208, intense growth and coalescence occurmorphOICnges and expansion speeds of the different regions

so that the size of the voids increases rapidly. This finallyzlrjlg?;;t dtgr?;iﬁgea?azlgxaoer:jmse;rt]k?;tlsrrnn;nr;Iﬁqhetc%i\r?sen??(r:ntgyt%ee

I h lation of large liquid droplets from th m ; . . .
eads to the ablation of large liquid droplets from the top OSteffectlve simultaneously at different depths. It will be shown

3000 of the target. An interesting feature of the plume in this. Sec. Il B that this is indeed the case. First, however, we

case is that the matter-vacuum interface progresses Slowg)tudy the origin of these different expansion regimes. This is
and stays relatively sharp for a long period of time. We will equired in order to understand the conditions in which ab-

show later that this can explain the observation of opticar{a,[ion oCCUrS
interference  patterns in  short-pulse laser ablatio '

t=1007 t=2007

t=3001 t=4007

=1.2Fy,, whereFy, is the threshold fluence for ablatipis
discussed first in Fig. 3. The laser pulse is fired during th

2. Expansion dynamics

1000

IV The expansion speed profile for the simulation presented
in Fig. 4 is shown in Fig. 5. The data is plotted against the
effective energy densityH.), defined as the total energy
1T density injected by the laser minus the energy drained during
the formation of the pressure wavds,; thus represent the
thermal energy initially stored at different points in the tar-
get. The speeds presented in Fig. 5 were obtained by aver-
b aging over the quasisteady velocity profile that establishes
g 11 soon after the passage of the pressure wave. The different
expansion regimes are visible in this figure; it will be shown
below that each regime is associated with a specific type of
thermodynamic relaxation path. In regioffunablated solig
the expansion proceeds at very low speed. A sudden increase
in the expansion speed Bts=1.0e/ o> marks the onset of
FIG. 4. Snapshots of a simulation wifhi=2100/c=2.8F,,  egion Il, where the expansion speed depends weakly on
and @=0.002r". Roman numerals identify different regions of Eex. This behavior changes again arouBigy= 2.25¢/d”?,
the target. Region IV is the gaseous regiont of the range of the ~where region Il begins. From this point on, the expansion
last snapshot speed increases witBg4 at a much larger rate. Finally, in

Distance from the initial surface (o)
o

t=1007 t=2001 =400t  t=6007
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4 within the solid region of the phase diagrdsee Fig. 2 As

this region is not ablated, the final density remains high. The
onset of region Il is linked to an important change in the
thermodynamical trajectory: the target now melts during re-
laxation. The sudden increase in the expansion speed around
E.=1.0e/o? is thus caused by the abrupt change of volume
during the phase transition. Inspection of the samples con-
firms that this value ot indeed marks the boundary be-
tween the liquid and solid regions of the target. Further, all
trajectories in this region also cross the binodal line between
the triple point and the critical point. After crossing the co-
existence line, the relaxation continues quasi-isothermally

35

Expansion speed (c/1)
N

0'5_ i ] within the liquid-vapor metastable region.
O emm— oo L .:. IIIIIIIII L Lol . Another important change marks the beginning of region
0.5 1 1.5 2 25 3 3.5 4 II: the transition from subcritical to supercritical relaxation.

Effective energy density (8/62) Note that, in this case, the late part of the relaxation is no
longer isothermal. Finally, in region IV, the relaxation occurs
FIG. 5. Expansion speed versus effective energy density for @long perfect-gas-like isentrope3«p??), consistent with
simulation with F=2100€/0=2.8F, and «=0.0020"1. Roman the diluted-gas nature of the slices during expansion in this
numerals refer to the regions of the target identified in Figs. 3 and 4region (see Fig. 4.

The relation between the expansion speed and the thermo-
region 1V, the expansion proceeds at a very high speed, typdynamical relaxation path can be studied within a simplified
cal of the free expansion of a gas. scenario. Consider a semi-infinite homogeneously heated

Because the expansion is mainly driven by the relaxatiodayer initially at uniform density; . The adiabatic expansion
of the thermoelastic pressure formed during the heatingof the material into the vacuum can be described by a self-
higher energies will naturally imply higher pressures andsimilar rarefaction wavéSSRW,?**°whereby the expansion
hence higher expansion speeds. However, since the induced densityp; proceeds at speed:
thermoelastic pressure increases linearly with the injected
energy'® the formation of distinct expansion regimes cannot i C(p) ot 9P\ ¥2dp
be totally explained using a simple pressure relaxation argu- ulprt, :f (_ dp:f apl. p! ©)
ment. It will now be shown that the origin of these different s s

regimes lies in the change of the thermodynamical relaxatiowith c(p) the speed of sound arithe entropy The rarefac-
paths as the injected energy increases. tion (density-decreagewave is said to be self-similar be-

Indeed, Fig. 6 reveals that each expansion regime is asseause the density profile depends solely on a similarity vari-
ciated with a precise type of thermodynamical trajectory. Theable ¢£=vy/t, i.e., the dynamics are obtained by simply
average trajectories in this figure are typical of slices foundescaling the=0 profile. Equation3) shows that the shape
inside regions | to IV. In region I, the relaxatidfollowing  of the isentropes followed during relaxation is crucial for the
the constant volume heating of the tajgptoceeds totally dynamics of the expansion: flat isentrogisthe p-P plane,
cause the expansion to proceed slowly while important pres-
sure variations along the isentrope cause a rapid expansion.
u(p;,S) was computed along several isentrofmbtained
/ - with the method of Ref. 28and the results are shown in Fig.
7.
. A striking feature of these results is the formation of two
expansion speed plateaus at low entropy. It was shown by
Anisimov et al*° that this phenomenon occurs because, in
i the solid-vapor and liquid-vapor coexistence regions, the
] speed of sound drops sharply, so th@p;,S) is practically
independent ofp; below a certain densitysee Eq.(3)].
However, as the entropy increases to supercritical values, the
T+V o abrupt decrease of _the speed .of sound does not occur any-
S+V more and the resulting expansion speeds can take very high
Y Y S Y values. Note that the variation of the expansion speed with

; -2 entropy is also very large in the latter case.
Density (¢ ) While Eq. (3) is strictly valid only in the homogeneous

FIG. 6. Examples of average thermodynamical trajectories imeating limit[«—0, i.e., only oneu(ps,S) curve is fol-
different regions of the target, projected in theT plane. Roman lowed during the expansignthe qualitative behavior it pre-
numerals refer to the regions of the target identified in Figs. 3 and 4dicts gives important physical insights into the more com-
Arrows indicate the flow of time. plex expansion dynamics for finite. In fact, there is a one-

Pi Pi

Temperature (e/kg)
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FIG. 7. Density dependence of the expansion speasla func- Distance from the initial surface (6)
tion of entropy and density for a self-similar rarefaction wave with
pi=0.920"2. Roman numerals refer to the regions of the target

identified in Figs. 3 and 4.

FIG. 8. Density profile att=40r for F=900¢/0 and «
=0.0020"1. Full line: self-similar rarefaction wave profile; circles:
measured profile. Roman numerals refer to the regions of the target

. . identified in Figs. 3 and 4.
to-one correspondence between the regimes observed in the

SSRW model and those identified in Fig. 5. First, both Figs. Figure 8 also shows that, as demonstrated in Ref. 30, the

5 and 7 show two low-speed, weakly entropy-dependent exssryy density profile exhibits a very sharp matter-vacuum
pansion regimes at low entropyegions | and Il and an  jnterface when expansion proceeds through the liquid-vapor
increase indu/dE as the expansion becomes supercriticalypexistence regiofe.g., region I). Sokolowski-Tinteret al®
(regions Il and 1VJ. Second, these regimes occur for theg,ggested that a second sharp density discontinuity would
same entropy ranges in the SSRW model that in the fiite fom as the rarefaction wave reaches the boundary of the
case. The connection between the entropy and the effectivg,|iq, unablated material. If this is the case, the two discon-
energy density is obtained through the comparison of differyjnjties would serve as optical interfaces and hence explain
ent thermodynamical trajectoriéand hence effective energy ihe opbservation of interference pattefiewton ring3 dur-
densitieg with the isentropes we computed. The qualitativeing short-pulse laser ablation experimehts.

behavior of the expansion speed at finitghus locally fol- Figure 9a) shows that this interpretation is correct. This
lows _that predicted in the SSRW limit: variations of the ex- figure presents the density profiles of the target of Fig. 3 at
pansion speed are clearly caused by significant changes Hifferent times through the simulation. Here, the expansion
the shape of the thermodynamical relaxation paths as thgroceeds along isentropes which cross the binodal line at the
effective energyand hence entropyincreases. We will see  yight of the critical point(region Il extends up to the surface
later that the presence of these different regimes have impogs he target The first profile {=407) corresponds to that

tant consequences for the ablation process. of Fig. 8. Att=100r, the matter at the tail of the wave —
It can be showif that the density profild p(y,t)] for

expansion along a single isentrope in the SSRW model is

i T ]

given by the solution of i (a)—_

 CEm

r(c(p) ! o400t s

§=J' (—) do—c(p,S)=u(p,9—c(p,S). @ A t=400e)

pil P g ! i .

N I -

> i J

Because in the present case the heating profiles are not coi L L

stant but exponentially decreasing, the SSRW model canno & III TV (b)

be used to predict the evolution of the density during the O p— t=401; ]

whole expansion process. However, as can be seen from Fig -- t=1001 ]

7,u(p,S) [and hence(p,9)] is nearly independent 8 in w 1=4007 ]

the range 15.S<25 kg/atom (region Il). The density pro- : ]

file should therefore follow the SSRW prediction as long as [ | §
the wave runs through regions within this entropy range. 0 _5'00 5 =) 10'00 1500

A comparison is carried out in Fig. 8 where the SSRW
profile and the simulations results for the target of Fig. 3 are
presented. The two indeed agree closely during the early FiG. 9. Density profile at different times far=0.002"1: (a)
stages of the expansion. The self-similar nature of the wave =900e/o and (b) F=2100¢/¢. The roman numerals show the
is destroyed at later time when the wave propagates furthasxtent of the regions of the target identified in Figs. 3 and 4 at
into the target, i.e., into region I. =400r.

Distance from the initial surface (c)
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the matter-vacuum interface — enters the liquid-vapor meta-c

stable region and the nucleation of gas bubbles begins. Ag 0 3
this same time, the rarefaction wave reaches the boundary cg

the nonablating region and the self-similar character of the® -100 2 ~
flow is lost. At this moment, the expansion speed differencezg 5
between the unablated region | and the expanding region Il _ogg 1 0
(see Figs. 5 and)fcauses the formation of a second densityg §
discontinuity. This discontinuity is fully formed dt=400r. € 500 0 &’

The figure also shows that the matter-vacuum interface re%
mains sharp during the expansion, even after the self-similag
character of the wave is logt\Note that the interfaces need to

be sharp only relative to the probe-light wavelength, typi-
cally a few hundredr, and that the density oscillations in

region Il are to a large extent caused by statistical fluctua- g 10. Pressure in the target as a function of time and posi-
tions arising from the finite size of the sample. tion: F=90e/o, a=0.010 1.

The inhomogeneous pha$eegion Il of Fig. 3 trapped

between the two interfaces is thought to possess the Optlc'Ell)nsistent with the formation of Newton rings at low fluence

properties — high refraction index and low absorption coef- L hiah fi -
ficient — required to explain the observation of high-contras%nednttgﬁ;r disappearance at high fluence, as observed experi

interference  patterns under normal-incidence optica
microscopy’ As the thickness of the inhomogeneous layer is
comparable to typical laser wavelengths, optical interference
can indeed occur. Further, the two interfaces are still sharp In the previous section, we have shown that the primary
by t=400r, so many more rings should form before the reaction of the system to the absorption of the pulse is to
interference condition disappears. Our simulations thereforexpand in order to relieve the important thermoelastic pres-
confirm the mechanisms proposed by Sokolowski-Tintersure build-up induced by the constant-volume heating of the
et al® to explain the formation of Newton rings. target. However, the material also relaxes by emitting strong
However, it is evident from Fig. 4 that the matter-vacuumpressure waves. It has been suggested that these waves could
interface can no longer be sustained when the fluence irplay an important role in the ablation procédst®1932we
creases to a point where relaxation occurs along supercriticalow discuss their properties and examine how their shape
isentropes, i.e., in regions Ill and IV. Figurébd shows the changes as the fluence increases. It will be shown that a
changes of the density profile in this case. The evolution igensile component forms at low fluences but practically dis-
now much more rapid: the rarefaction wave moves quicklyappears as fluence is increased because of the thermal soft-
and the ablation front is already blunt bhy=407. At t  ening of the material in the surface region. Thus, tensile-
=400r the front interface is totally lost so that the density wave-mediated effects(such as spallation should be
drops continuously from the bulk value to the vacuum. Theobserved only at low fluences.
strong dependence of the expansion speed on energy in this Relaxation of the thermoelastic stress occurs initially by
region is responsible for the destruction of the matterthe emission of two compressive pressure waves: one head-
vacuum interface. This effect is predicted by the SSRWing toward the free surface and the other toward the
model: for a sharp front to form, the expansion speed of thdulk.!'>°The wave incident on the free surface is reflected
material is required to depend only weakly on the densityback and becomes tensileegative pressuye The tensile
over a wide density rang®.Since this is not the case for component, however, does not fully form before the reflected
supercritical isentropes, the SSRW density profile shows a&ave reaches a distance of about one penetration depth under
gradual decrease. As a result, interference patterns are nitte surfacé® The resulting acoustic wave thus possesses a
expected to form under these conditions. The disappearandipolar profile: a compressive maximum followed by a ten-
of Newton rings at high fluence is indeed observedsile component! This is clearly visible in Fig. 10, which
experimentally®! our simulations clearly establish that the shows the evolution of the pressure inside the target for a
onset of supercritical expansion in the surface region of théluence below the threshold for ablation.
target is responsible for this behavior. However, it is also apparent that the tensile component is
To summarize this section, we have shown that the exparweaker and less sharp than the compressive one. For the
sion dynamics of the plume is closely related to the thermoexcellent stress confinement achieved hereXt=0.08), a
dynamical relaxation path along which the material evolvessymmetric profile would be expected. This indicates that,
For relaxation through the solid or the liquid-vapor meta-even at modest fluences, the pressure waves are too intense
stable region, the expansion speed is small and weakly dee be reflected elastically from the free surface: a fraction of
pendent on the isentrope on which expansion proceeds. lthe energy of the incident wave is used for the creation of
contrast, high-speed, strongly energy-dependent expansialefects or inelastic deformations in the surface region during
occurs for large injected energies. These results are in qualieflection.
tative agreement with the predicted dependence of the ex- Figure 11 shows that, at higher fluené¢above the thresh-
pansion speed on the entropy in the SSRW limit, and areld for ablation, the pressure profile becomes unipolar: the

it
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3. Pressure wave generation
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FIG. 13. Tensile strength of the 2D Lennard-Jones solid as a

tensile component disappears completely. The wave indde%nction of temperature

on the free surface is thus totally dissipated in the surface

region so that no reflection occurs. The tensile stress region 150/, we observe a damage-without-ablation regime —
visible in this figure is not induced by an elastic wave, but bygma|| pores nucleate near the surface, but in insufficient
the progression of the melt front which initially propagates at,;mper to cause ablation — while f6r< 90¢/ -, the sample

the speed of sound, and later on slows down and finally SOR$mains intact after the reflection of the wave. This thus es-

aroundy = — 1200 tablishes that the increase Bf,, at high fluence is caused

Figure 12 establishes the preceding observations on g e formation of defects in the surface area of the target.
more quantitative basis by showing the dependence on flur,,o pehavior ofP,, is very similar to that observed in

ence of the peak maximum and minimum pressugal  gimulations of ablation in organic solidRef. 19, except

andP iy, respectively measured inside the sampRna,iS  hat the peak in the tensile pressure does not coincide with

found to grow linearly with fluence, as expected for a ther-he gpation threshold in our simulations but, rather, corre-

moelastic wave generation process. In the case of an instagsonds 1o a damage threshold.

taneous heating?ma,=«l'F with I' the Grineisen param- The fluence at which the tensile wave disappears can be

eter of the material. However, the behaviorRyf, is much  c51cylated by considering the dependence on temperature of

more complex: it initially decreases U”ﬂzgoflg' then  the elastic properties of the material. Indeed, because the

grows and finally saturates arouifthi,=—0.45/0 for F tensile component of the pressure wave results from the re-

>200¢/ 0. As stated earlier, if reflection on the free surfacefiection of the compressive wave on the free surfeeg,,

is total, Py should also decrease linearly with fluence for cannot assume values lower than the tensile strength of the

such short pulses. The increaseHp;, thus indicates again material in the surface region. Following Ref. 33, we con-

certain threshold. Indeed, in the interval 96<F  the minimum pressure reached on the corresponding iso-
therm. Further stretching of the material along this isotherm

30 r 0.2 would push the material in a region of negative compress-
] L ege . . .
L ! : ibility, where the system is unstable against density fluctua-
N’ggs i _-0,3N’6‘ tions, hence inducing its failure.
@ ! o The results, presented in Fig. 13, show that the tensile
o 20 E 1-04 o strength is an increasing function of temperature that goes to
- ' ; zero as temperature reaches @/4% . Thus, if the surface
215 i 105 @ region is hotter than this value during the emission of the
o : a compressive waves, the reflection will be completely inelas-
£ 10 7 {06 g tic and all the energy of the incident wave will be dissipated
g 2 roug e creation of defects. If we require the tensile
2 3 th h th t f defects. If the tensil
< 5 ' 407 & strength to vanish at a depth af ! under the surface to
g i s ensure a complete dissipation of the incident compressive
ol ! dos wave (remembering that the tensile wave is fully formed
N s 1 . 1 s only ata ™! under the surfagewe find that no tensile wave
0 200 400 600 800

should form for fluences higher thaR=210¢/0 at «
=0.010" 1. We see from Fig. 12 that this fluence corre-
FIG. 12. Maximum(filled circles and minimum(empty circles ~ Sponds to the beginning of the saturation regime gf,. For
pressure reached inside the target 0.010~ 1. The dashed line fluences higher than this value, the tensile pressure inside the
marks the threshold for ablation. sample is not caused by the passage of an acoustic wave, but

Fn  Fluence (¢/c)
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results from the expansion speed difference between th¢g
solid, nonablated target, and the expanding liquid material’;
which induces tension at the interface between the twoQ 200 T
phases.

We have demonstrated that the formation of tensile pres-
sure waves does not occur at high fluence because of th'@
thermal softening of the material. This possibility was pro-
posed by Zhigilei and Garrisbhbased on simulations of
ablation of organic solids. Thus, tensile-wave-mediated ef-&
fects play a role in ablation only for fluences around the €
ablation threshold. The dissipation of the energy contained inf:’
the compressive wave incident on the surface will certainly @
have an impact on the expansion dynamics and on the ejecg
tion of material at higher fluences. However, in our simula- &
tions, the energy contained in this wave is at most 20% of{ -100
the total injected energy. The influence of this contribution

=501 t=1507 t=4007
on the dynamics of the surface regions is thus expected to be _ )
modest. FIG. 14. Snapshot of the system showing ablation by a spalla-

tion mechanismF=150e/o, a=0.010"1.

face

lal sur

100F A

¢ init

B. Mechanisms of ablation wave induces fractures parallel to the surface of the sample

It was shown in the preceding sections that different reand ejection of complete layers of material. The first snap-
gions form in the target during the ablation process. Thesghot in Fig. 14 shows the state of the system=a60r. By
regions differ in their expansion dynamics and morphologythen, the tensile wave has already crossed most of the sample
and in the thermodynamical relaxation path they follow. Thisand a large number of small pores are visible near the sur-
suggests that different ablation mechanisms may be effectividce. During the next 108 they grow and coalesce to fi-
in each of these regions. We now demonstrate that it is innally cause the ejection of the complete surface layer. No
deed the case. The thermodynamical trajectories of the difvoids form very close to the surface because the tensile wave
ferent regions of the target indicate that four different abla-only develops as it travels towards the btikThe ejected
tion mechanisms are present: spallation, homogeneousyer eventually breaks up as the expansion continues. Figure
nucleation, fragmentation, and vaporization. They are disd5 confirms in a quantitative manner that spallation is re-

cussed below in order of increasing energy. sponsible for ablation in this regime.
The trajectories in the-T plane show that absorption of
1. Spallation the laser pulse initially heats the slice up to a very high

temperaturelarger than the critical temperatyréHowever,

Spallation is the result of internal failure due to the cre- : : .
. . . ) expansion quickly sets in and lowers the temperature below
ation of defects induced by tensile stresses. This phenom- P g y P

enon is routinely observed in ablation experiments on'§els
and biological tissue$.Simulations of ablation of organic 1
solids in the stress-confinement regime have been interprete [
in terms of a spallationlike proce$3In the case of more 07
cohesive solid$metals, semiconductorsSchder et al*? re- {m '
cently proposed that front-side spallation could also be im-& ;4L
portant. o

While spallation is sometimes used to describe failure in% 05 7 o8 08
solids as well as in liquids, we restrict the use of the termto g Density (6 )
describe the fracture of a solid in which the tensile strength is&
exceeded. In contrast, the failure of a liquid under tension by @ ¢4 L+v

nucleation of gas bubblegvhile the system is in a meta- = — 1
stable statewill be referred to as cavitation, or simply ho- S+V “ “A \/\\;/ \
I-\Iv
1 L
0.8

>~
-

Pressure (a/cz)
(=]
f
N

Nﬂ@;

(S

e === =3

mogeneous nucleation.

In Sec. Il A 3 it was shown that important tensile waves 06 '
form at fluences close to the threshold for ablation. Spalla-
tion should thus be observable in this regime. Indeed, as

shown in Fig. 14, ablation proceeds by the ejection of com- kG, 15, Typical thermodynamical evolution for regions of the
plete layers of material at the threshold fluence. target where spallation occurs, f6r=150 e/o, a=0.01o"1, Eqq

This behavior is very similar to that observed in simula- =0.95¢/¢2 Dashed line: average branch; filled circles: condensed
tions of ablation of organic solids,in laser-induced back- branch. Arrows indicate the flow of time. Inset: average trajectory
spallation experiment¥, and in computer simulations of in the p-P plane (dashed ling and T=0.36 isotherm(solid line).
flyer-plate collisions?® In all cases, the passage of a tensileThe star indicates the point of fracture.

Density (0_2)
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the triple point after a small incursion into the solid-liquid ' T ' T ' T
coexistence region. The inset shows that the tensile wave

reaches this slice whep=0.810"2 , then induces further < ./

stretching of the material. The split between the average an(::m . 4/ f
condensed branches in theT plane indicates that the ma- @ ol s\ "

terial finally fractures aroung=0.760"2. After the failure, o T A % T
the temperature rises significantly and the density on the con 3 L

densed branch increases, indicating that the stretching in® P , )

duced by the passage of the tensile wave causes some of g | os o7 o7
thermal energy of the slice to be momentarily converted into &
elastic energy. During the fracture process, part of the stored—

elastic energy is converted back into heat, causing the ob L+v Y e B N Sl g
served rise of both temperature and density on the condense S+V \ S
branch. Nevertheless, a decrease of the average density T S e T /

observed because of the opening of voids. The coalescenc ) )
of these will later induce ablation. Density (o )
Following the definition of the tensile strength given in
Sec. Il A 3, failure of the material should occur when the . - 2
target where homogeneous nucleation occlEg=1.7¢/0°.

system reaches the minimum pressure of the isotherm OBashed line: average branch; filled circles: condensed branch;

which _it I_ie_s at this moment. The in_set _Of Fig. 15 confirms empty circles: gas branch. Inset: zoom on the trajectory at the en-
that this is indeed the case by showing in f® plane, the  {.o0ce of the metastable region.

average trajectory of the slice together with the

=0.36¢/kg isotherm(on which spallation occuysThe fail-  rapid transition from a superheated liquid state to a mixture
ure point is indeed very close to the pressure minimum obf vapor and liquid droplets through a process referred to as
this isotherm; fracture and subsequent ablation are thuﬁhase explosion or homogeneous boiling. Since Kelly and
caused by the loss of mechanical stability of the expandingyiotello'*~® showed that phase explosion is the only ther-
system, i.e., again spallation. The pores grow until the stresga| mechanism that occurs on a sufficiently small timescale
inside this region is completely relieved. _ to explain the ejection of liquid droplets in short-pulse ex-
Spallation in the solid phase was only observed in a smalheriments, phase explosion is widely considered as the most
range of fluences around the threshold fluence. Furthegommon cause of ablation in the nano to femtosecond
“good” stress confinement is required for strong pressurgregimes>4-16:37-3%phase explosion has also been inferred
waves to develop; hence this mechanism is probably refrom the properties of the plume in computer simulations of
stricted to pico and femtosecond pulses. We saw that, agplation of organic liquid$? but was directly observed only
fluence increases, the amplitude of the tensile wave propgecently in molecular-dynamics simulations by following the
gating inside the sample decreases and eventually vanishgfermodynamical evolution of the systéfBy analogy with
As this occurs, the contribution of spallation to the total yield|iquids, ablation could also possibly occur by hydrodynamic
diminishes to the profit of homogeneous nucleation, whichspyttering resulting from the collapse of gas bubbles that did
we discuss next. not reach the critical siz&!® this mechanism has, however,
not been observed in the present simulations. We now show
that the growth of gas-filled bubbles in region Il of Figs. 3
As seen in Sec. Il A 2, when higher densities of energyand 4 is caused by a homogeneous nucleation process and
are injected into the system, the relaxation does not procedtiat ablation follows by homogeneous boiling.
within the solid region anymore but, rather, above the triple Figure 16 shows the thermodynamical signature of a
point: the material melts and later crosses the binodal lingphase explosion process leading to ablation. Once again, the
entering the liquid-vapor metastable region of the phase digslice is heated at constant volume up to a very high, super-
gram. In this region, the pressure inside the liquid is lowercritical temperature. The rarefaction wave then reaches the
than the saturation vapor pressure. When this occurs, thglice and a quasiadiabatic relaxation process begins. It pro-
homogeneous liquid state is no longer the most stable corseeds through the solid-liquid coexistence region before the
figuration because the free energy of the gas phase becomesterial completely melts upon entering the one-phase liquid
lower than that of the liquid® However, the liquid state is region. It can be seen that the system then enters the liquid-
still a local free-energy minimum, so an energy barrier has tovapor metastable region, where the liquid is under tension.
be crossed for gas domains to nucle@rcept at the spin- Note that no voids are present in the slice before entering the
odal line where the barrier vanishefor long enough wait- metastable region: the average and condensed branches are
ing times, gas bubbles will thus form inside the liquid completely superimposed. However, the separation of the av-
through a process called homogeneous nucleation. erage and condensed branches, combined with the appear-
The decrease of the pressure below the saturated vapance of the gas branch, confirm that gas-filled bubbles begin
value can be induced by the passage of a tensile wave ¢® nucleate inside the slice right after the binodal is crossed.
simply by adiabatic relaxation during the expansion. If highA phase separation process then sets in: the condensed phase
nucleation rates are reached, ablation can be induced by tiggadually converts into gas by nucleation and growth of gas

FIG. 16. Typical thermodynamical evolution for regions of the

2. Homogeneous nucleation
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regions. However, the timescale for this transformation to ' T ' T ' T ' T '
take place is very long, so liquid droplets can persist in the 4r /T 1
plume for a very long time. Because the free-energy barrier 3l ]
for the nucleation of gas bubbles is very low for any signifi- “m :
cant incursion into the metastable regitand finally van-
ishes at the spinodal lind° nucleation proceeds at a large
rate. The growth and coalescence of these gas-filled bubble:5
clearly visible in region Il of Figs. 3 and 4, will eventually §
cause the ablation of large liquid droplets. @
Despite wide acceptance of this mechanism, there is stillE [
some confusion in the literature about the conditions in® | —
which phase explosion occurs. While it is recognized that a 0.5?, ="

e (e/k

P

ol

rigorous criterion should be based on the approach of the L & 4~ L+V
spinodal line, it is often assumed that a sufficient condition , . S+V . . . . \
for important density fluctuations and homogeneous nucle- 0 0.2 0.4 O-g 0.8 1
ation to take place is that the peak temperature inside the Density (¢ )

target exceed3 =0.9T,.1*47163"=39Thjs criterion is correct

for slow heating rates at nearly constant pressure; however, it FIG. 17. Typical thermodynamical evolution for regions of the
doesnot apply in stress-confinement conditions typical of target where fragmentation occuss=5.4e/0*. See Fig. 16 for
short-pulse laser ablation experiments because heating is iste definition of symbols and lines.

choric so that the system is actually pustaday from the

metastable region in the first place. In this case, the oc- As discussed briefly in Ref. 21, our simulations confirm
curence of homogeneous nucleation depends, rather, on thgat phase explosion by homogeneous nucleation of bubbles
relaxation path followed during the relaxation phase. Indeed indeed effective in short-pulse laser irradiation conditions
the system can be heated to temperatures higherthént 4t moderate energies. We will now see that, at higher ener-

still relax within thehsolid regionsi of the phaseldiagrgm With-gies, fragmentation replaces phase explosion as the dominant
out ever entering the metastable regiohe only region in ot S o Ll

which homogeneous nucleation is possibkn example of
this behavior is given in Fig. 15. In fact, the important quan- _
tity for the occurrence of phase explosion is the nucleation 3. Fragmentation

rate"! In a preliminary report of this work* we have shown that
fragmentation of a super-critical fluid could account for a
) significant part of the total ablation yield in short-pulse con-
ditions. We now proceed with a detailed analysis of this
mechanism.
whereA is a kinetic factor that depends weakly on tempera- Fragmentation is the process whereby an initially homo-
ture andAG is the free-energy barrier for nucleatibhAs  geneous medium decomposes into a collection of clusters as
this free-energy barrier vanishes for all points along the spina result of impact or expansion. This mechanism has been
odal line, a temperature close to the critical temperature isbserved in a wide range of systems under large strain rates:
not required for significant nucleation to occur; the only con-continuous systems under adiabatic expan$ioffisochoric
dition is to reach deep enough into the metastable region. heating of small droplet®=*® free-jet expansion of
In conditions of isochoric heating and adiabatic expandiquids®®*°® etc. In laser ablation conditions, photo-
sion, phase explosion can occur for relaxation along isenmechanical fragmentation occurs as a result of the conver-
tropes intersecting the binodal line between the triple andgion of the stress induced by the constant volume heating
critical points. Knowledge of the equation of state of theinto strain during the subsequent expansibn.
material is then sufficient to compute both these limits and to  We first demonstrate that ablation in the high-expansion-
obtain the energy density interval for which homogeneouspeed regiméregion Ill) is not induced by a photothermal
nucleation takes place. However, in typical laser ablation exprocess; we will then show that fragmentation is responsible
periments, the expansion is nonadiabatic because the emi®r ablation in this case. Figure 17 shows the thermodynami-
sion of pressure waves during the relaxation induces fastecal evolution of a slice in this regime. The heating rate is
than-adiabatic cooling. The adiabatic hypothesis thusiow so intense that the material is pushed into a strongly
underestimates the energy required for phase explosion wuperheated solid state. Melting occurs at the very beginning
occur. of the relaxation and the material then expands in a super-
For good enough thermal confinement, phase explosiooritical fluid state. Soon after, voids begin to appear. The split
can also occur with longer pulses. However, in this case, theetween the average and condensed branches — indicating
material follows a different thermodynamical path than thatthe onset of pore creation — now occurs walove the
presented in Fig. 16: expansion occurs during heating as thginodal line, implying that the system has already decom-
pulse length is increased until the expansion eventually proposed by the time the metastable region is reached. This
ceeds along the binodal line for long enough pulses. thereforeexcludeshomogeneous nucleation as the mecha-
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A simple model for the fragmentation of continuous sys-
tems has been proposed by Ashurst and Hdtfam this
model, the elastic potential energy,s;Stored in the system
as a result of expansion is converted into surface engrgy
by a bond-breaking mechanism. In the context of a two-
dimensional uniaxial expansion, we have, for a fragment of
sideL:

1 2 2
d’elastIEBOLo( 7)<, (6)

whereB= poc3 is the bulk modulus and

bsut=4pLroy, (7)

FIG. 18. Ratio of the differential expansion speed within a

single slice to the instantaneous speed of sound with . )
=00l 1. Squares:Eq=1.05/a? (region I); circles: Eqq with r the bond length ang the surface energy density. The

=3.6¢/ o (region l1l). Arrows indicate the onset of void formation. subscript 0 _indicatgs quantities evaluated at the beginning. of
the expansion, while others are evaluated at fragmentation

nism responsible for ablation in this regime. Further, regiontime' ) . .
Il of Fig. 4 shows that large clusters are present in the Fragmentation occurs when the elastic energy stored in a

plume, so vaporization must also be excluded. Since Miol€9ion of the target is equal to the surface energy it would

tello and Kelly*® showed that homogeneous nucleation is thdhave if isollated. At this point, the excess elastic energy is
only photothermal process relevant to the description of abSonverted into surface energy and fragments are created.
lation in short-pulse conditions, we must therefore concluddVithin this model, it can be shown that the mean cluster
that ablation is not caused by a photothermal mechanism iH'@SS IS given
this regime.

We saw in Sec. Il A 2 that, in region lll, the expansion M=47p(roy)?3n 43 (8)
speed is a strongly dependent function of the injected energy,
and hence of the position inside the target. In this case, the
exponential heating profile induces very important strainwhere the geometric factdi~1 allows for arbitrary cluster
rates (7=du/dy) and thus creates ideal conditions for the shapes. Equatioii8) expresses the fact that higher strain
occurrence of fragmentation. rates cause more elastic energy to be stored inside the mate-

This is shown in Fig. 18, where we plot the time depen-rial and hence more energy to be dissipated by the opening
dence of the differential expansion speed between the twof voids. However, Eq(8) also says that fragmentation does
ends of a single slice relative to the instantaneous speed ot depend only on the elastic energy stored in the sample
sound. We see that, for expansion in region(tircles, the  (itself a function of the strain it also depends explicitly on
ratio increases quickly and reaches about a third by the timthe speed gradiergstrain rate imposed to the system. Frag-
voids begin to form. As mass transport necessarily occurs ahentation is thus a nonequilibrium process and does not oc-
a speed lower than the speed of sound, diffusion will not besur in the quasistatic expansion limit. It should be noted that
efficient enough to balance out anything but the smallessince the equilibrium structure of a supercritical fluid is not
density fluctuations. In this case, the equilibrium structure ohomogeneous at moderate densities, decomposition of the
the fluid will be lost as new surfaces appear inside the liquidfluid into fragments could still occur even at low strain rate,
In contrast, in region I[squarey where the expansion speed a process called “trivial fragmentatiorf:
depends only weakly on the injected enefgge Fig. 5, the The same scaling law between the size of clusters and the
ratio remains very low until the system enters the liquid-strain rate(but with a different prefactgrcan actually be
vapor metastable region. At this moment, the speed of soundbtained using the Grady modé|6°!In this model, the
drops abruptly so that the ratio suddenly increases. In thisum of expansion and surface energies is minimized; for
case, the expansion can be considered quasi-static and diffhigh enough strain rates, the most stable configuration is the
sion preserves the equilibrium structure of the fluid up to thdragmented one, i.e., it becomes more energetically favorable
entrance of the metastable region. for the system to fragment than to continue expanding ho-

Thus, ablation iswot caused by a photothermal process inmogeneously. This scaling law thus constitutes a strong sig-
region Ill; we have also shown that the conditions requirechature of fragmentation.
for fragmentation are present. We now demonstrate explic- We therefore computed the mean mass of clusters as a
itly, through an analysis of the fragment mass distribution offunction of strain rate at their formation depth in the high
the plume, that fragmentation is indeed responsible for ablaexpansion speed region for two different fluences. This data
tion. is shown in Fig. 19 together with the prediction of Ef),
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FIG. 19. Mean cluster mass versus local strain rate dor
=0.010"1. Circles:F=750¢/0; triangles:F=900¢/o. The solid
line is Eq.(8).

FIG. 20. Typical thermodynamical evolution for regions of the
target where vaporization occuBsy=7.7¢/ 0. Inset: enlargement
of the low-T-low-p region. See Fig. 16 for the definition of symbols
and lines.

where we have used=/4 (circular clusters and p

=0.60"*. The surface energy density is taken to be the e see from this figure that the condensed and average
mean energy of a bond at breakup time multiplied by thé, anches split at a very early time and that the average and
number of brgken bonds per atom.'The data clearly reprogaq pranches merge soon after, indicating that the slice as a
duce the predicted power law behavior. Further, the prefact hole is behaving as a gas. As stated earlier, expansion oc-
obtained from a fit to the data agrees to within 30% with theCurS along perfect-gas-like isentropes in this régime. The tra-

one deduced from Eq8). Given the simple nature of the jectory thus simply illustrates a vaporization process. Here
model, the fit is certainly excellent and clearly indicates that a or?/zation is npo)t/ used in the ser?se of the [I)-|ertz—Kﬁudse|'1
ablation is determined by the expansion rate of the materiaf 2P°"" . . : o

and is thus caused by fragmentation. equation, which describes evaporation or sublimation from

It was shown in Sec. Il A 2 that strongly energy depen-the outer surface of a material, but to describe the complete

dent expansion speeds are measured for supercritical reladissociation of the topmost layers of the target when the
ations paths. The large strain rates present in the region dfiected energy is close t@r exceedsthe cohesive energy
the target relaxing along such patinegion Ill) thus produce  Of the_ material. Note th_at only about 5% of the atoms from
ideal conditions for the occurrence of fragmentation. Indeedthe slice are contained in clusters at the end of the simulation
all fragmenting trajectories were observed in this regime. AS0 the behavior of the condensed branch is not very mean-
rough estimate of the minimum energy density for whichingful.

fragmente_ltion occurs is thq; given'by.the energy required for C. Ablation depth

the material to reach the critical point isentrope. However, by

contrast with thermal mechanisms, fragmentation does not amed with the knowledge of the ablation mechanisms
depend only on the relaxation isentrope, but also on thgyanyified in the previous section, it is possible to predict, for

strain rates induced in the target. As the flow speed is mainI%igh enough fluences, the dependence of the ablation depth

determined by the eﬁeptlve energy, high strain rates wil '€on fluence, a very important quantity for practical applica-
sult from large absorption coefficients. In this case, the bal;[ions

ance between fragmentation and homogeneous nucleation We showed earlier that the mechanical and thermody-

will tilt in favor of the former: some slices relaxing on isen- : . L . L
amical evolution of a slice is, in a first approximation, only

tropes crossing the bhinodal between the triple and critical’

points will fragment before entering the metastable zone? function of the effective energfsee Sec. Ill A2 for the

However, at small absorption coefficient, phase explosiofl€finition of Ec). Away from the threshold fluence, phase
will prevail up to the critical point isentrope and fragmenta- xplosion is the ablation mephamsm requiring thg smallest
tion will be limited to supercritical conditions. amount of energy. The ablation and phase explosion thresh-
olds should thus be the same: slices which possess effective
energies greater than the threshdil«,) should experience
ablation by phase explosion, fragmentation or vaporization,
At high enough energies, the surface layer of the target isvhile slices which possess effective energies less than the
completely atomized and expands at very high speed threshold will relax to a solid state without being ejected.
part IV of Fig. 5. Very few clusters are present in this part of Following the discussion of Sec. Ill B g, should be
the plume. The evolution of a slice in this regime is pre-given by the energy density required to reach the triple point
sented in Fig. 20. isentrope from the initial state.

4. Vaporization
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’ _ -1
, y(F)=a In((aF)m>. (12

’ In Fig. 21 we show a comparison of the data from our
simulations with both expressions. An excellent fit is ob-
tained using Eq(10) with E¢.=1.16¢/ 2. This value cor-
responds to the onset of the phase explosion re@iea re-
gion Il of Fig. 5 and Sec. llIB2 In contrast, Eq.(11)
overestimates the energy available for ablation and hence the
total yield. The cooling induced by the pressure wave forma-
- tion is thus important enough to notably affect the ejection of
atoms from the target.

Note that both expressions underestimate the ablation
depth for fluences around the threshold. This discrepancy is
*00 300 800 900  due to contributions from spallation effects. Indeed, at the

Fluence (¢/0) threshold fluence, homogeneous nucleation only occurs
within a few slices near the surface but many are ejected

FIG. 21. Ablation deptha=0.010"*. Dashed line: Eq(11),  following spallation. This proportion gradually increases in
continuous line: Eq(10) with E=1.16¢/0. Inset: Efficiency of  f5y0r of homogeneous boiling as the fluence increases. How-
the acoustic conversion far=0.01s". ever, it is very difficult to predict the spallation depth be-
cause the dynamics of the pressure wave formation in a ma-
terial with strongly position (temperature dependent
properties is very difficult to estimate. Nevertheless, as the
fluence increases, the tensile waves disappear, so phase ex-
Ee(Y)=[1—a(F)]aFe ¥, (9) plosion becomes totally responsible for the onset of ablation
and Eq.(10) becomes correct. It should be noted that recon-
densation of part of the ejected material on the target —
which could somewhat decrease the ablation depths observed
here — is not taken into account because it occurs on a
timescale much beyond our simulations.

150

0 M T I
200 400 600 800 7

Fluence (g/c)

Ablation depth (o)

Since the effective energy density at degtis approxi-
mately given by

wherea(F) is the efficiency of the acoustic conversion at
this fluencq a(F) = Eyaved F)/Ejase(F) 1, the depth at which
the effective energy is equal to the threshold for ablation is

—aF[l_a(F)]). (10) IV. SUMMARY

y(F)= a‘lln(
Eeff—th
The ablation of solids under femtosecond laser pulses has
The quantitya(F) was calculated independently as fol- been studied using molecular-dynamics simulations. Our cal-
lows. We constructed a sample composed of the usual targetilations show that the reaction of the target is strongly de-
on which a very thick layer of the same material was placedpendent on the energy density injected by the laser through
However, this new layer was not allowed to absorb the inthe thermodynamical trajectory by which the matter relaxes.
coming laser pulséi.e., is transpareht Pressure-absorbing This causes the formation of distinct regions with specific
boundary conditions were applied to both ends of the targexpansion dynamics at different depths under the surface of
while periodic boundary conditions were used in ¥direc-  the target. Temperature variations of the mechanical proper-
tion. Because the two regions have the same acoustic impetes of the target are also shown to cause changes in the
ance, the component of the pressure wave that is usuallhape of the generated pressure waves; from bipolar at low
reflected from the free surface of the absorbing medium iluence to unipolar at high fluence. This implies that tensile-
now transmitted into the transparent material; the other comwave-mediated effects are only effective at low fluences. In-
ponent still proceeds toward the bottom of the sample. Theleed, spallation is only observed when the tensile component
acoustic energyH, a9 is obtained by measuring the drop of the pressure wave is sufficiently important. Phase explo-
in the total energy of the system after the absorption of theion is the main mechanism responsible for ablation at mod-
pressure waves by the special boundary conditions, which isrates fluences. This mechanism occurs in slowly expanding
then be divided byE ., to yield a. (One cannot compute regions of the target and is able to produce conditions in
Eaves With the usual sample, because the reflection of thavhich Newton rings are expected to form. For high strain
wave on the free surface is not elastic at high fluences. Theates, the plume is formed by mechanical fragmentation of
acoustic energy collected at the bottom of the sample woulthe expanding medium. Complete vaporization of the surface
thus be less than the acoustic energy initially emijtdthe  layers is also observed. These mechanisms typically occur
result is shown in the inset to Fig. 21. simultaneously at different positions under the surface of the
For comparison, if we neglect the effect of energy loss bytarget. Finally, a formula for the ablation depth is presented
the generation of pressure waves, we obtain the well knowand it is shown that the pressure waves formation must be
expression considered in order to predict the ablation yield correctly.
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