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Effect of the doping concentration on the zero-field spin splitting
and Rashba parameter in ap-InAs MOSFET

Saadi Lamari*
Département de Physique, Faculte´ des Sciences, Universite´ Ferhat Abbas, Se´tif 19000DZ, Algeria

~Manuscript received on 9 May 2002; revised manuscript received 25 July 2002; published 30 April 2003!

Using the Hartree approximation, the 838 Kane Hamiltonian, and the envelope-function scheme the elec-
tronic structure of electrons bound within an inversion layer onp-InAs in a Mosfet geometry is computed
self-consistently and studied as a function of the two-dimensional electron densityNS and the doping concen-
trationNA-ND . The subband spin splittingdk

n at an in-plane wave vectork varies almost linearly withNS , and
for the same electron density andk it is larger in the lower subbands. Likewise, thek-dependent subband
Rashba parameterak

n at a givenk shows an analogous behavior. Varying the doping concentration in the
interval 1.831015– 1.831017 cm23, in subbandn the spin-splittingdn at the Fermi level is computed forNS

in the range 1011– 4.831012 cm22, where it is found to be an increasing function ofNS ; moreover, it is largest
in the ground subband. At the Fermi level, the corresponding Rashba parameteran is also computed as a
function of NS in both the ground and first excited subbands whileNA-ND is varied from 0.43331017 to
1.831017 cm23. In this range, whereasa1 simply shows a decreasing trend as a function ofNS , a0 exhibits
new and counterintuitiveNS dependencies asNA-ND is varied. Moreover,a1 can either be larger or smaller
thana0 , even when tunneling into the barrier is completely neglected. In addition, the role of the first excited
subband on the overallNS dependence ofa0 turns out to be crucial.
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I. INTRODUCTION

Following the seminal proposal of the spin-polarized tra
sistor by Datta and Das1 over ten years ago, the spin prope
ties of semiconductor heterostructures have in recent y
become the subject of intense theoretical2–6 as well as
experimental7–17 investigations. In this newly suggested d
vice, spin modulation of the source-drain~SD! current relies
crucially on a spin-orbit coupling constanta, known as the
Rashba parameter.18 Furthermore, successful operation
this field-effect transistor~FET! is tributary to the extent to
which this coefficient is tunable by the gate voltage1 Vg .

Now, while it has customarily been thought thata is sim-
ply proportional3,11,19 to the average electric-field streng
^E& felt by an electron within the quasi-two-dimension
~2D! electron gas, careful magnetoresistance measurem
by different groups on different materials and systems can
be reconciled with this simple picture.9–12 For instance,
Shubnikov–de Haas~SdH! measurements by Heidaet al.11

on an InAs/AlSb asymmetric gated quantum well led to
constant Rashba parameter regardless ofVg , which means
that no tuning occurs. This surprising result remained un
plained, and the authors of this work simply speculated
the origin of the constancy. In addition, previous work
Nitta et al.9 on an InGaAs/InAlAs heterostructure led to
decreasing behavior fora asVg was increased, in agreeme
with the experimental results of Scha¨pers et al.10 on an
InGaAs/InP asymmetric gated quantum well. Furthermo
close analysis of the more recent data of Huet al.12 on an
InGaAs/InAlAs gated asymmetric quantum well reveals t
a in the ground subband actually decreases for low 2D e
tron densityNS then becomes roughly constant starting ve
nearly at densities around which the first excited subb
populates. This work12 explicitly recognizes the importanc
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of nonparabolicity, and gives evidence fora in the first ex-
cited subband which is actually found to be larger than
counterpart in the ground subband, and while the latte
nearly constant the former instead decreases asNS is in-
creased. In this regard, it should, however, be emphas
that no explanations for these behaviors were given; mo
over, on intituitive grounds one expects weaker average e
tric fields in higher subbands. Hence, werea simply propor-
tional to the electric field, a smaller value in the first excit
subband would have been obtained as compared to
ground subband and an increasing trend withNS would have
been expected.

In contrast to the above, using an InGaAs/InAlAs hete
structure with a different stoichiometry than that of Ref.
more recently Satoet al.17 in fact found an increasing tren
for a. Furthermore, work by Matsuyamaet al.13 on ap-InAs
metal-oxide semiconductor field-effect transistor~MOSFET!
also concluded that the Rashba parameter should be a
creasing function ofVg , although in Ref. 5 different conclu
sions are drawn as regards this experiment.

In the interpretation of all the experimental work cite
above, the authors seem, however, to underestimate the
portance of subband population. In this regard, one sho
stress that asVg varies, or equivalently asNS changes,20 both
the average electric field as well as the Fermi level, a
hence the corresponding Fermi wave vectors, at whicha is
indeed measured by transport experiments, also change.
matter of fact, in a recent theoretical work by the pres
author5 on the inversion layer onp-InAs in a MOSFET ge-
ometry, it was shown numerically that subband populat
plays a crucial role. In fact that investigation clearly show
that the behavior ofa at the Fermi level is actually dictate
by the competition of two processes:~i! an increase due to
electric field and~ii ! a decrease due to subband populatio
©2003 The American Physical Society29-1
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In addition, despite obvious differences in device geo
etry, e.g., quantum well vs MOSFET, and the active mater
e.g., InAs vs InGaAs, analogous behaviors fora were found
for different systems.5,12 In addition to the appealing physica
aspects of the MOSFET, one also expects, on phys
grounds, that the insight gained from its study can be use
the investigation of gated asymmetric quantum wells. T
fact motivated us into extending our most recent work
this subject by focusing on another aspect not treated as
in the existing literature, namely, the impact of the dopi
concentration on the electronic structure with special emp
sis put on the zero-field spin splitting and particularly on t
NS dependence ofa.

The paper is organized as follows: In Sec. II we discu
the electronic structure and its dependence on doping. T
in Secs. III and IV we present, respectively, the depende
of the spin splitting and Rashba parameter on the tw
dimensional~2D! electron densityNS . In Sec. V we exhibit
numerical simulations of SdH spectra and provide an an
sis of the magnetoresistance measurements of Ref. 13,
finally in Sec. VI we conclude the paper and summarize
salient findings of this work.

II. ELECTRONIC STRUCTURE

We computed self-consistently the electronic structure
electrons bound within the inversion layer onp-InAs in a
MOSFET geometry using our previous model.5 In our
present computations, the variables are the 2D electron
sity NS and the volume density of ionized impuritiesNA-ND
which we sweep, respectively, in the intervals;101124.8
31012 cm22 and 1.831015– 1.831017 cm23 with the mate-
rial parameters being those of Ref. 5. We denote the dis
sion of each one the energy spin-split branches by«n

s(k),
wheren50,1,..., ands56 stand for the subband and sp
indices, respectively, whilek is the in-plane wave vector
Note that since the bulk contribution to spin splitting
small21 for narrow gap semiconductors such as InAs,
limit ourselves only to the Rashba contribution. AtT50 K,
the system is characterized by a Fermi energyEF which
depends both onNS andNA-ND . For a given subbandn, the
relation «n

s(kF
ns)5EF defines the fermi wave vectorskF

n6

from which the subband occupationsNns are straightfor-
wardly computed. In addition, it is also useful for our di
cussion to define the intersubband splitting atk50 between
subbandn andn8 asEnn85«n8(0)2«n(0); note that we do
not specifys because the two spin states are degenerat
the Brillouin zone center.

Figure 1 shows the Fermi energyEF as a function ofNS
for different values of the doping concentrationNA-ND in
the range 1.831015 cm23– 1.831017 cm23. The 2D elec-
tron densities at which the first (n51) and second (n52)
excited subbands start to populate are also marked, by ci
~s! and triangles~n!, respectively. As expected, e.g., from
triangular potential approximation,22 one notes thatEF is an
increasing function of bothNS and NA-ND ; moreover, as
higher subbands start to populate the slopedEF /dNs dimin-
ishes somewhat and is always discontinuous at the ons
population of a new subband. In Fig. 2 we plot the inters
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band energyEnn8 vs NS for different values of the doping
concentrationNA-ND . Note that the graphs are restricte
only to NS values where both subbands, i.e.,n and n8, are
populated. ForNA-ND>4.3331016 cm23, only two sub-
bands are occupied because the high electric fields resu
from the high-doping concentrations produce large inters
band spacings which prevent higher subbands from be
populated. One should also notice thatE01.E12 for all val-
ues ofNS , in addition bothE01 andE12 are increasing func-
tions of bothNA-ND andNS ; note also that the dependenc

FIG. 1. Fermi energy as a function of the two-dimensional el
tron densityNS . The different curves are for various doping co
centrations shown in the legend. Circles and triangles mark, res
tively, the points where the first and second excited subbands
to be populated.

FIG. 2. Intersubband spacingEnn85«n8(0)2«n(0) between
subbandsn8 and n at the zone center as a function of the tw
dimensional electron densityNS . The different curves are for vari
ous doping concentrations.E01 is between the ground and first ex
cited subbands, whileE12 is between the first and second excite
ones.
9-2
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EFFECT OF THE DOPING CONCENTRATION ON THE . . . PHYSICAL REVIEW B 67, 165329 ~2003!
on the latter is almost linear, and with this being sligh
more so at higher values ofNA-ND .

Figures 3~a! and 3~b! exhibit the occupancies of the spin
split subbands forn50¯2 as functions ofNS at different
values ofNA-ND ; note that both figures are drawn on th
same scale to allow for comparison. For a given doping c
centration, one notes that for allNS the occupation number
Nn1 and Nn2 are different from each other, although b
small amounts. In experiments8–14 this small difference usu
ally leads to beatings in the SdH traces, although some
ceptions to this rule have been pointed out.15,16 The depen-
dence ofNns on NS in Fig. 3 is nearly piecewise linear
nevertheless the slopesdNns /dNs before and after a new
subband is occupied are different. For a fixedNS , the occu-
pation numberN0s in the ground subband increases
NA-ND increases contrary to the corresponding occupa
numberNns in higher subbands which is actually a decre
ing function ofNA-ND . This property is easily understood
we recall that as the doping concentration increases the
tersubband spacing rises~see Fig. 2! thus making the ground
and excited subbands accommodate more and fewer
trons, respectively.

III. ZERO FIELD SPIN SPLITTING

For k.0, in subbandn the zero-field spin splitting a
wave vectork is dk

n5«n
2(k)2«n

1(k). This choice assures
positive dk

n . In our work, our calculations show that for
fixed k, dk

0, anddk
1 increase almost linearly withNS . More-

over, at a fixed electron densityNS , and for the same wave
vector k, the spin splittingdk

0 in the ground subband is a
ways larger than its counterpartdk

1 in the first excited sub-
band. Furthermore, within the same subband and for a g
NS , the spin splittingdk

n is usually an increasing function23

of k.
The spin splitting at the Fermi level is given byd6

n

5dk f
n , wherekf stands for the Fermi wave vectorskF

n6 al-

FIG. 3. Spin-split subband occupationNns as a function of the
electron densityNS in the inversion layer, the various curves with
each figure are for the different doping concentrations shown in
legend, andn indicates the subband index.~a! and ~b! are for the
spin ‘‘up’’ and ‘‘down’’ branches, respectively.
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ready defined. Since the differenced1
n 2d2

n is usually small,
and is not expected to have any experimental relevance
instead use the average spin splitting at the Fermi level
subbandn, given bydn5 1

2 (d1
n 1d2

n ). Figure 4 showsdn as
a function ofNS for different doping concentrations in th
range 0.43331017– 1.831017 cm23 where one first notes
that d0.d1 for all NS . Moreover, bothd0 and d1 are in-
creasing functions of electron density; note, however, t
this dependence is not a linear one. In the ground subban
addition to its increase withNS , d0 is also an increasing
function of the doping concentrationNA-ND . This can easily
be understood if we remember that asNA-ND gets larger, the
electric field gets stronger and the Fermi wave vectors a
get larger because of the larger intersubband spacing w
pushes the population of the first excited subband to hig
NS . Both effects thus combine constructively to yield
larger spin splitting at the Fermi level. For the first excit
subband, the dependence onNA-ND is slightly more compli-
cated. In this regard, one should start first noting that
densityNS

1 at which the first excited subband populates d
pends quite sensitively on the doping concentration and
ies roughly from 1.131012 cm22 to 1.9731012 cm22 as
NA-ND increases from 0.43331017 cm23 to 1.8
31017 cm23. This means that in higher subbands the Fer
wave vectors at which the spin splitting is computed~or
measured! are smaller the larger the doping concentration
Now one should not overlook that in contrast tokF

16 for n
51, the average electric field for electrons in the first exci
subband in fact increases withNA-ND and since the spin
splitting roughly increases, albeit in a complicated fashi

e

FIG. 4. Spin splittingsd0 andd1 at the Fermi level in the ground
and first excited subbands, respectively, as functions of the 2D e
tron densityNS at different doping concentrations. The greek let
n stands for the subband index, withn50 ~1! for the ground~first
excited! subband.
9-3
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SAADI LAMARI PHYSICAL REVIEW B 67, 165329 ~2003!
with both k and electric field it turns out that the outcome
not that obvious to predict forNS close toNS

1 but as we get
away from the regionNS;NS

1, both the electric field and
Fermi wave vectors in the first excited subband incre
enough to overcome the decrease in spin splitting that
sulted from the smaller Fermi wave vectors nearNS

1. This
explains why at higherNS the behavior ofd1 vs NS as a
function of NA-ND becomes similar to that ofd0 in the
ground subband discussed above.

IV. RASHBA PARAMETER

The Rashba model18 for spin splitting describes spin-orb
effects in quasi-2D systems using an effective Hamilton
HSO given by

HSO5a~k3 x̂!•s, ~1!

wherek, x̂, and s have their usual meaning.5 The Rashba
spin-orbit parametera measures the strength of the spi
orbit interaction due to the electric field present within t
inversion layer. As such, in Eq.~1! a depends onNS and
NA-ND only through the electric field. It was, howeve
shown thata was not dependent simply on the electric fie
but also depends on wave vectork. This k dependence could
be either explicit or implicit through the energy and wa
functions of the eigenstate under investigation. Therefore,
generalize Eq.~1! by letting a acquire ak dependence and
define the new parameterak

n by

ak
n5

dk
n

2k
. ~2!

With this prescription,ak
n is positive and depends both o

k and subband indexn. In Fig. 5 we plot thisn- and
k-dependent Rashba parameter as a function ofNS for a dop-
ing concentrationNA-ND51.77531017 cm23. From this il-
lustration one very clearly sees the following:~i! For a given
k, the dependence ofak

n on NS is almost linear.~ii ! For a
givenk, we haveak

0sak
1 for all NS ; note, however, that this

is no longer true if we compare the same parameters at
ferent values ofk even if NS is the same.~iii ! At a given
electron densityNS , bothak

0 andak
1 decrease ask increases.

As in Sec. III we also define the subband Rashba par
eter at the Fermi level by

an
s5

«n
2~kF

ns!2«n
1~kF

ns!

2kF
ns ~3!

and introduce the averagean5(an
11an

2)/2 which depends
only onn. With NA-ND as a parameter, the dependence ofan

on NS in both the ground and first excited subbands are
picted, respectively, in Figs. 6 and 7 both of which show t
the Rashba parameter is notNS linear, nor is it even nearly
so. One should also note that in Fig. 6 the Rashba param
a0 at the Fermi level shows a variety of new and intuitive
unexpected behaviors asNS is swept across. For instanc
one easily distinguishes four different dependencies onNS
which in our case occur for the following doping concent
16532
e
e-

n

e

if-

-

-
t

ter

-

tions: 1.831017 cm23, 1.77531017 cm23, 0.99
31017 cm23, and 0.43331017 cm23, respectively. The first
one was already discussed in Ref. 5 and included here
for completeness. On the other hand, for the second casa0

FIG. 5. The subband Rashba parameter at wave vectork as a
function of electron densityNS . ~a! and~b! are for the ground and
first excited subbands, respectively, and the doping concentra
NA-ND is 1.77531017 cm23. The legend in~b! gives the values of
the wave vectork in units of 108 m21, and is the same for~a!.

FIG. 6. The Rashba parametera0 at the Fermi level for elec-
trons in the ground subband as a function of electron densityNS .
The various curves are for different values of the doping concen
tion as shown in the legend. The dashed curves forNA-ND

50.43331017 cm23 andNA-ND51.77531017 cm23 correspond to
a fake situation where only one subband is occupied for allNS .
9-4
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first decreases as previously but starting atNS
1>1.95

31012 cm22 the curve levels off anda0 becomes constant t
better than 0.9% in a rather wide interval of the 2D electr
density. This reminds one of the surprising result of He
et al.11 already mentioned. For the third case,a0 first de-
creases up toNS>1.5531012 cm22 then starts increasing
again. Finally for the fourth casea0 keeps a nearly constan
value of 1.08310211 eV m up to NS>1.131012 cm22,
where it then starts increasing. In passing, note also that f
given NS , a0 increases withNA-ND , moreover for a given
doping concentration the point where the curvea0 vs NS
changes its trend with a concomitant discontinuity in t
derivativeda0 /dNS always coincides with the onset of fill
ing in the first excited subband. These results are consis
with the experimental data of Huet al.12 on quantum wells
already alluded to in Sec. I.

Figure 7 shows theNS dependence ofa1 in the first ex-
cited subband, which is found to be a decreasing function
electron density for the values ofNA-ND shown in the leg-
end. For a doping concentration of 0.43331017 cm23 an al-
most constant value is found as compared to higher con
trations. We should also mention that, as fora0 , for a fixed
NS a1 also increases withNA-ND .

Next, to resolve the question of how the Rashba para
eter in the ground and first excited subbands compare to
another, for clarity we plot in Fig. 8 separately forNA-ND
51.831017 cm23, and on the same frame botha0 anda1 to
allow for easy comparison. We very clearly see from th
plot the existence of a densityÑS

0>3.9331012 cm22 for

which a05a1 . Moreover, for NS.ÑS
0 we have a0.a1

whereas forNS,ÑS
0 we havea0,a1 instead. To the best o

our knowledge this crossing is predicted here for the fi
time. In addition note that forNA-ND51.77531017 cm23 a
basically analogous behavior is found, the only differen
being the electron densityÑS

0 where the crossing occurs

FIG. 7. Same as Fig. 6 but for electrons in the first exci
subband.
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which in this case is roughly equal to 2.7531012 cm22. For
the other values of the doping concentration we always h
a0.a1 regardless ofNS .

To understand the behavior of the Rashba parameter
function of NS , we consider the mechanisms which have
direct link with an . To this end, for NA-ND51.775
31017 cm23 we plot in Fig. 9 then- and k-dependent
Rashba parameterak

n as a function ofk at different values of

FIG. 8. Comparison between the Rashba parametera0 in the
ground subband~filled squares! anda1 in the first excited one~open
circles! for a doping concentration of 1.831017 cm23, as a function
of the 2D electron densityNS . The arrow points to where the two
curves cross each other atNS53.9331012 cm22.

FIG. 9. Line graphs: Subband Rashba parameterak
n as a func-

tion of wave vectork at different values of the 2D electron densi
NS . Filled circles: Rashba parameter at the Fermi level as a fu
tion of the average Fermi wave vector; the frames~a! and ~b! are,
respectively, for the ground (n50) and first excited (n51) sub-
bands, and in each caseN denotes the number of occupied subban
for the relevant group of curves. The doping concentration
NA-ND51.77531017 cm23. The legend in~b! gives the electron
densityNS for each curve, and is the same for the correspond
curves in~a!. Moreover, in panel~a!, the lower embraced curve
labeled withN51 correspond to low electron densitiesNS where
only one subband is occupied.
9-5
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SAADI LAMARI PHYSICAL REVIEW B 67, 165329 ~2003!
NS . Moreover, to examine the relationship that exists
tween a0 and a1 and how it arises, plots forn50 and n
51 are drawn on the same scale. In Figs. 10~a! and 10~b! the
k-dependent Rashba parametersak

0 andak
1 are plotted as line

graphs, whilea0 and a1 are represented by symbols. On
obviously notices that in both subbandsak

n is maximal atk
50 but ask increases this parameter decreases very stron
Furthermore, at a fixed wave vectork, ak

n increases withNS ,
and if we compareak

n in the ground and first excited subban
we clearly see that for the samek andNS this parameter is
higher in the ground subband. Note, however, that if
compare these parameters for the sameNS but at differentk
values in both subbands, this is no longer true and depen
on the values of these wave vectors we may have all th
possible cases. The data shown in figs. 10~a! in particular the
NS dependence ofa0 , deserve a few comments. Indeed w
see that as we increaseNS two aspects appear:~i! the whole
curve representingak

0 shifts upward~this simply means tha
ak

0 increases for allk! and ~ii ! the Fermi wave vector a
which a0 is computed increases, i.e., the symbols repres
ing the data points shift to the right. While process~i! tends
to increasea0 , process~ii !, on the other hand, tends to d
crease it. The overall trend ofa0 as a function ofNS there-
fore depends on the delicate balance of these two proce
When process~i! is dominant we have an increasing tren
on the contrary if process~ii ! is dominant we will have a
decreasing trend, finally if both are equal they cancel e
other and a constant value fora0 obtains. ForNA-ND
51.77531017 cm23 comparison between Figs. 9~a! and 9~b!
shows that although we always haveak

0sak
1 for the same

NS , at the Fermi level we may havea0<a1 for NS<2.75
31012 cm22 because the Fermi wave vectors in the first e

FIG. 10. Comparison between the experimental SdH trace
Ref. 13 and our own theoretical simulation in the present work
the legendBnodestands forB0 the value of the magnetic field wher
the node of the beating pattern occurs while ef1 and ef2 are our
fit values for the Fermi energy, as measured from the bottom of
subband, for magnetic fieldsB smaller and larger thanB0 , respec-
tively.
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cited subband are smaller than their homologues in
ground subband. This argument is also behind the cros
shown on Fig. 8 forNA-ND51.831017 cm23.

Finally, for NA-ND51.77531017 cm23 and 0.433
31017 cm23 we show on Fig. 6 as dashed curves the infl
ence of the first excited subband ona0 . For this purpose, in
addition to our calculations already discussed in the text
both cases we also compute the electronic structure assu
a fake situation where for allNS only one subband is occu
pied,a0 is then deduced under this constraint. One can ea
notice that in this artificial scenario,a0 is simply a decreas-
ing and smooth function of densityNS with no discontinui-
ties in its derivative with respect toNS anywhere. Note also
that for the same electron densityNS , because occupation o
the first excited subband in the real situation reduces
Fermi wave vectors in the ground subband~because the firs
excited subband competes with it!, this fact alone yields
larger values fora0 than if the ground subband were the on
one occupied. As a consequence, forNA-ND51.775
31017 cm23 a0 stops decreasing and becomes nearly c
stant for NS>1.9531012 cm22, on the other hand for
NA-ND50.43331017 cm23 occupation of the first excited
subband leads to an increasing trend fora0 for NS>1.1
31012 cm22.

V. SIMULATION AND ANALYSIS OF EXPERIMENTAL
SdH SPECTRA

To bridge the gap between experiment and our pres
theoretical work, in this section we simulate the SdH spec
using the very recent theory of Tarasenko and Averkie25

which has the merit of simplicity. In addition within the pre
mises of the model adopted by these authors we also ana
the experimental data of Ref. 13 where we should recall t
only one beating node was observed. Furthermore, as c
pared to other similar experiments,8–12,14,16,17in Ref. 13 the
magnetic field strengths at which this unique node was s
are rather moderate despite the smaller effective mas
InAs. This could hint to the lower quality for transport whic
may be inherent to the MOSFET geometry. This may be d
to interface imperfections, for instance, as well as impur
scattering because of the high doping concentration and
random bulk distribution of dopants in the sample as o
posed to the much better interface quality and modulat
doping in quantum wells.

The theory of Ref. 25 gives the position of thel th order
node as

Bl5
2dm*

~2l 11!e\
, ~4!

whered andm* are the zero-field spin splitting and effectiv
mass at the Fermi level whilel 50,1,..., is a non-negative
integer. In our analysis we use our theoretical values of S
III for d. In addition we read the node position graphica
from the reported experimental traces.13 Next using Eq.~4!
we infer m* which we compare with the experimental c
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EFFECT OF THE DOPING CONCENTRATION ON THE . . . PHYSICAL REVIEW B 67, 165329 ~2003!
clotron mass and our own zero-field density of state~DOS!
mass. Furthermore we deduce the values of the Fermi en
using the relation

EF85
\e

m* TB
, ~5!

whereTB is the period of SdH oscillations when plotted as
function of 1/B while EF8 is the Fermi energy in the presenc
of the magnetic field measured from the bottom of t
subband.25 After the appropriate modifications related to t
origin of the energy scale are made, the values obtained
EF8 are compared to our zero-field Fermi energies discus
in Sec. II. Finally the number of observed nodes as well
the heights of the various maxima are used to choose
adequate scattering timet. In this regard, it should be men
tioned thatt is a measure of the Dingle temperatureTD and
is different from the transport relaxation time;26 moreover, it
basically has no influence on the position of the node or
period of oscillations.

For our fit we choose to reproduce the uppermost cu
corresponding toVg530 V in Fig. 1 of Ref. 13 because it
node is more easily identified compared to lower gate v
ages. Its fast Fourier transform shown on panel~b! of the
same figure yields straightforwardly the occupation numb
N6 which are found to be 0.93531012 and 0.74
31012 cm22 while our zero-field theory predicts 0.880
31012 and 0.79431012 cm22, respectively, i.e., an accurac
better than;6%. Considering the high magnetic fields us
in experiment and the limitations27 of the SdH method to
predictN6 we consider the agreement to be very good. T
contributionsN1 and N2 of the two branches add up t
NS51.67431012 cm22 in excellent agreement with th
value 1.60231012 cm22 obtained from the experimenta
SdH oscillations’ period.

In Fig. 10 we compare the experimental SdH oscillatio
of Matsuyamaet al.13 with our own simulation using for the
conductivity tensor Eqs.~5! and ~6! of Ref. 25. Note that in
Fig. 10 our theoretical curve is slightly shifted upward
purpose for clarity. Note also that only the 0th node is
solved and is located atB055.828 T. Using the theoretica
valued59.93 meV, the value ofB0 above, and Eq.~4! with
l 50 yield m* 50.034me . For comparison for the sam
electron density, our zero field DOS mass is 0.042me while
estimation13 of the experimental cyclotron mass would giv
0.029me . It is clear that the value ofm* obtained in our bes
fit is smaller than the theoretical DOS mass and larger t
the cyclotron mass. This can easily be understood if we
call that theB field lowers the Fermi energy due to the lar
degeneracy of the Landau levels. Since the mass is en
dependent due to nonparabolicity one expects a sm
mass28 than in theB50 case, which is confirmed here. T
explain the slightly smaller cyclotron mass, we should ha
in mind that SdH oscillations are magnetotransport prop
ties and as such should only involve levels around the Fe
energy whereas the cyclotron resonance process cou
Landau levels that differ from each other by a finite quant
that is equal to the laser photon energyhn. Unfortunately,
the resonant magnetic field and the photon energy used in
16532
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CR experiment were not given by the authors in Ref. 13, a
we know that nonparabolicity makes the cyclotron ma
magnetic field, Landau index, and electron density dep
dent, strict quantitative comparison here is therefore not p
sible. We should, however, point out that our results are c
sistent with older SdH and CR experiments on electrons
the inversion layer of the Si MOSFET where SdH masses
found to be slightly larger than CR masses.29 Furthermore, it
would be desirable if the temperature dependence of the
spectrum be investigated experimentally by the authors
Ref. 13 in order to deduce the effective mass of the electr
at the Fermi level and see how it would compare to their o
cyclotron mass. Next, usingm* from our fit we further find
EF85109.92 meV forB,B0 and 103.26 meV forB.B0 in
contrast toEF85113.22 meV obtained from our zero-fiel
theory. The agreement is therefore excellent, and we sh
emphasize that these values are consistent with the argu
given above regarding the lowering of the Fermi ener
Subsequently, usingt>2.2310214 s we reproduce very
properly all the features displayed by the experimental S
trace. The rather small value oft can be attributed to the
increase of scattering chances due to~i! the high doping con-
centration of ionized impurities and~ii ! interface roughness
whose effect is expected to be felt more strongly when d
ing is higher because the electrons are more tightly boun
the interface and therefore feel the latter much more. Mo
over, we should stress in this regard that scattering by ac
tic phonons also should not be overlooked since the exp
ment of Ref. 13 was carried atT52 K as opposed to 0.4 K in
Refs. 9 and 12, 0.3 K in Ref. 8, and 0.05 K in Ref. 10.

Using the theoretical values of the spin-splittingd as pre-
dicted here, we display in Fig. 11 the position of the 0th no
as a function of the effective massm* taken as an unknown

FIG. 11. Effective massm* ~as would be measured by an Sd
experiment! as a function of the zeroth order node magnetic fieldB0

for two 2D electron densitiesNS and several doping concentration
NA-ND .
9-7
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SAADI LAMARI PHYSICAL REVIEW B 67, 165329 ~2003!
parameter to be determined by further experimental wo
Moreover Eq.~5! above coupled with Fig. 11 should allow
for the determination ofEF8 which must have as an uppe
bound our zero-field value of the same parameter which
plot separately in Fig. 12 for completeness. The only rema
ing parametert depends on the quality of the sample and c
be deduced phenomenologically by trial and error using
experimental SdH traces to be reproduced.

VI. CONCLUSIONS

To summarize, using the envelope function scheme
the 838 Kanek•p Hamiltonian24 we studied theoretically
within the self-consistent Hartree approximation the infl
ence of the doping concentration on the electronic struc
and particularly on the zero-field spin splitting and cor
sponding Rashba parameter of electrons bound within
inversion layer onp-InAs in a MOSFET. We computed man
physical quantities of interest such as the spin split subb
occupancies, the spin splitting at the Fermi level, the Ras
spin-orbit parameter, and investigated in detail the dep
dence of these on the 2D electron density and doping c
centration.

By varying the doping concentration in the range 0.4
31017– 1.831017 cm23, at the Fermi level, for the Rashb
parameter we discover newNS dependencies. Moreover fo
InAs MOSFETs, we infer from our calculations that fo
NA-ND.1.77531017 cm23 the ground subband Rashba p
rametera0 should be a decreasing function ofNS , whereas
for NA-ND,0.43331017 cm23 it should be increasing with
NS instead.

Furthermore, although the spin splitting in the grou
subband is always larger than in the first excited subba

*Email address: s–lamari@yahoo.fr
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3E. A. de Andrada e Silva, G. C. La Rocca, and F. Bassani, P

FIG. 12. Fermi energyEF8 ~measured from the bottom of th
ground subband!, for several doping concentrationsNA-ND , as a
function of the 2D electron densityNS .
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which is also true for the Rashba parameter at a given w
vector k, at the Fermi level we show that at high dopin
concentrations and forNS in a given interval the Rashb
parameter in the first excited subband actually exceeds
counterpart in the ground subband because the latter is ev
ated at much larger Fermi wave vectors. AsNS is increased,
both become equal and then this coefficient becomes la
in the ground subband. For low-doping concentrations ho
ever, we always have smaller Rashba parameters in hi
subbands. These behaviors are naturally explained in the
as arising from the strongk dependence ofak

n .
We expect the dependencies found in our work to also

present in asymmetric/symmetric gated and/or doped qu
tum wells and could in principle be observable for wid
wells where the low-lying eigenstates are expected to beh
as in our case. In Ref. 3 the authors find that the depende
of the spin splittingdk

n on subband indexn is tied to the
shape of the confining potential. However, only two types
potential wells were considered there. For instance, these
thors did not consider a square well with a gate which wh
the well is wide and the electric field is strong enough wou
on physical grounds be expected to behave as a hetero
tion because the probability for an electron to reach the
terface farthest from the gate is negligible. Furthermore
Ref. 12 the authors suggest that the Rashba parameter i
first excited subband could be larger or smaller than tha
the ground subband. This statement is, however, true only
the Rashba parameter measured by transport experimen
the Fermi level. In addition, our present work stresses
importance of thek dependence ofak

n which turns out to be
of paramount importance. In our opinion, at present we
lieve that more theoretical work is still needed to assess m
quantitatively the relative roles of the confining potenti
tunneling into the barriers, and nonparabolicity in order
reach a unified picture.

Furthermore, we hope that the present theoretical st
will stimulate more experimental investigations both
MOSFET’s and wider quantum wells as suggested ab
using SdH techniques as well as other alternative means
as Raman scattering,7 electron-spin resonance,30 far-infrared
magneto-optical absorption,31 and interband tunneling
spectroscopy32 to gain a thorough understanding of this e
citing subject.
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