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Modeling distributed kinetics in isolated semiconductor quantum dots
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A detailed modeling of recently observed nonexponential fluorescence intermittency in colloidal semicon-
ductor quantum dots~QDs! is presented. In particular, experiments have shown that both ‘‘on’’-time and
‘‘off’’-time probability densities generated from single-QD fluorescence trajectories follow an inverse power
law, P(ton/off)}1/ton/off

11a , over multiple decades in time, where the exponent 11a can, in general, differ for
‘‘on’’ versus ‘‘off’’ episodes. Several models are considered and tested against their ability to predict inverse
power law behavior in bothP(ton) andP(toff). A physical picture involving electron tunneling to, and return
from, traps located several nanometers away from the QD is found to be consistent with the observedP(toff)
but does not yield the inverse power-law behavior seen inP(ton). However, a simple phenomenological model
based on exponentially distributed and randomly switched on and off decay rates is analyzed in detail and
shown to yield an inverse power-law behavior in bothP(ton) andP(toff). Monte Carlo calculations are used
to simulate the resulting blinking behavior, and are subsequently compared with experimental observations.
Most relevantly, these comparisons indicate that the experimental on→off blinking kinetics are independent of
excitation intensity, in contradiction with previous multiphoton models of on/off intermittency based on an
Auger-assisted ionization of the QD by recombination of a second electron-hole pair.

DOI: 10.1103/PhysRevB.67.125304 PACS number~s!: 78.55.Et, 78.67.Hc
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I. INTRODUCTION

The recent observation of fluorescence intermittency
colloidal semiconductor quantum dots~QDs! is one example
of phenomena revealed by observations of photophysic
the single fluorophore level. Since the inception of sin
molecule spectroscopy in 1989, many such light-induc
processes have been seen including the observation of
ton bunching/antibunching1 and spectral wandering,2 as well
as time varying intersystem crossing rates3 and triplet life-
times of single molecules.4 In this respect, single molecul
measurements offer the exciting possibility of peeling ba
the ensemble averaging that obscures these effects, w
have thus far been unobservable in traditional ensemble m
surements. New opportunities arise for learning about su
yet fundamental interactions between a single fluoroph
and its local molecular environment, which has spawn
growing interest in applying single molecule techniques
complex biophysical problems.

‘‘Blinking,’’ or fluorescence intermittency, refers to abrup
transitions in the fluorescence ‘‘trajectory’’ of a single flu
rophore between finite episodes of~i! absorption/laser in-
duced fluorescence, and~ii ! periods of darkness where n
light is emitted despite continuous laser illumination. Th
form of emission intermittency has been seen in virtua
all systems studied at the single molecule level and inclu
colloidal semiconductor QDs,5–14 self assembled QDs,15

porous silicon,16 light harvesting complexes,17 fluorescent
proteins,18–20single polymer segments,21 single ions,22,23and
single dye molecules.24–26 Apart from universal agreemen
for the existence of blinking, there appears to be little co
sensus as to the mechanism or origin behind the effect.
0163-1829/2003/67~12!/125304~15!/$20.00 67 1253
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Historically, fluorescence intermittency has been attr
uted to a number of causes. A natural explanation for bli
ing is an effect known as quantum jumps, first described
Bohr in 1913 and later by Cook and Kimble in the m
1980s.27 Quantum jumps refer to interruptions of a fluore
cence cycling transition by infrequent ‘‘jumps’’ to a non
emissive metastable shelf state of an ion or atom~or in the
case of molecules, a triplet state!. This effect has been ex
perimentally verified by a number of groups for single io
confined to radio frequency traps28 and more recently in
single molecules at cryogenic temperatures.29 In practice,
these fluorescence trajectories show discrete jumps betw
two emission intensity levels, ‘‘on/off,’’ and this behavior
often referred to as random telegraph signal~or noise!. The
qualitative appearance of the trajectories gives direct in
mation about the quantum state of the system. Periods w
the molecule is ‘‘on’’ refers to episodes of fluorescence c
cling between ‘‘bright’’ states and periods where the m
ecule is ‘‘off’’ refers to time spent in the nonemissive tripl
~or metastable shelf! state.

A direct application of a quantum jump analysis
room temperature studies has not been straightforward. P
lems arise because many systems studied to date do
show the single exponential on-time and off-time probabil
densities @P(ton),P(toff)# expected for a quantum-jum
picture.5–13,20,21,26Rather, it is often the case that bothP(ton)
and P(toff) exhibit significant nonexponential characteri
tics, making any quantum jump analysis suspect. To circu
vent this problem, other mechanisms have been propose
explaining the origin of fluorescence intermittency. Some
guments invoke the physical rotation of a molecule’s tran
tion dipole relative to the polarization of the incoming exc
©2003 The American Physical Society04-1
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FIG. 1. ~a!–~e! Experimental
fluorescence trajectories of fiv
isolated 22-Å-radius ~ZnS-
overcoated! CdSe QDs dispersed
onto a fused silica microscop
coverslip. Fluorescence intermit
tency can be seen by brief period
of uninterrupted emission fol-
lowed by periods of negligible
count rates. In all cases, the exc
tation intensity is 0.64 kW/cm2,
and the integration time of the
multichannel scaler is 10 ms. Ex
perimental trajectories typically
last 20 min, only a small sample
~80 s! of which is shown.
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tation, or require dramatic shifts in the molecular absorpt
in order to account for abrupt ‘‘on’’ to ‘‘off’’ transitions.
Other arguments posit metastable molecular conformati
consisting of local twists in a conjugated molecule’s ba
bone, enhancing nonradiative rates to the ground s
thereby accounting for dark periods in the emission.26 How-
ever, many studies have shown no direct correlation betw
blinking episodes and polarization rotation or spectral sh
in the fluorophore.30–33 The origin of fluorescence intermit
tency in isolated systems such as fluorescent proteins
semiconductor quantum dots therefore remains an open
intriguing question.

The fluorescence intermittency observed in colloid
semiconductor QDs is a particularly interesting example
blinking, since long fluorescence trajectories can be follow
~frequently.108 emitted photons! that offer unprecedente
statistics on the underlying kinetic phenomena. As an
ample, previous experiments on ZnS overcoated CdSe
have yielded sufficient data to generate event distributi
spanning greater than seven decades in probability den
and five decades in time.12 In contrast, many fluorescing ob
jects, such as single molecules and fluorescent proteins,
fer from fast ‘‘photobleaching,’’ which typically limits room
temperature fluorescence measurements to approxim
12530
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106 emitted photons. Although the exact mechanism beh
photobleaching is not known, it is generally thought to ar
from photochemistry that renders the single fluoroph
nonfluorescent.34 The much lower propensity for QDs t
photobleach is one reason for keen interest in using th
particles in biological fluorescence-tagging applications.35

The statistics of fluorescence intermittency in individu
semiconductor QDs has recently revealed fascinating ki
ics in the on/off blinking phenomenon.5–14 Of particular in-
terest is thatP(ton) andP(toff), from fluorescence trajecto
ries of individual InP, CdTe, and CdSe QDs, show an inve
power-law behavior over many decades in probability d
sity and in time.9–14This inverse power law is common toall
QDs we have studied, suggesting a general mechanism
hind the on/off fluorescence intermittency, irrespective of
size or composition of the QD. As a key focus of this wor
we study possible origins of these distributed kinetics, a
other issues related to the blinking phenomenon.

The organization of this paper is as follows. Sample e
perimental blinking data are briefly presented in Sec. II.
qualitative discussion of various possible mechanisms
lows in Sec. III, where the successes and failings of e
model are noted in yielding inverse power law kinetics
4-2
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FIG. 2. ~a! 80-s segment from
the fluorescence trajectory of a
isolated 22-Å-radius ~ZnS-
overcoated! CdSe QD. The
dashed line is the intensity thresh
old defining ‘‘on’’ from ‘‘off.’’ ~b!
P(ton) plotted on a log-log plot.
~c! P(toff) plotted on a log-log
plot. In both cases, the line is
linear fit to the data~extracted
slopes and errors shown! indicat-
ing power law behavior inP(ton)
andP(toff).
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either or bothP(ton) andP(toff). In Sec. IV a discussion o
a phenomenological charging-tunneling model is presen
which in conjunction with Monte Carlo simulations indicat
that exponentially distributed and randomly selected on
decay rates are in best agreement with the data. These
dictions are compared with experimental results and use
interpret previously suggested Auger-assisted ioniza
models for QD blinking. Section V summarizes and co
cludes the main results.

II. EXPERIMENT

The II-VI CdSe quantum dots used in our experiments
made by the pyrolysis of organometallic precursors in a
coordinating solvent. The resulting CdSe QDs have si
tunable between a 10 and 50 Å radius, with surfaces pa
vated by organic ligands, tri-n-octylphosphine oxide
~TOPO!, and trioctylphosphine. The CdSe QDs are sub
quently overcoated with a few monolayers of ZnS to pas
vate surface sites that suppress the luminescence. Fu
details about the QDs and their characterization can be fo
in Refs. 36–40. Fluorescence measurements are perfo
with a confocal microscope where QDs are illuminated w
the 488-nm line of an Ar1 laser, using a typical focal spo
size of'300 nm and an intensity of'0.1–100 kW/cm2. The
resulting fluorescence is imaged onto an avalanche pho
ode~APD!, with ‘‘trajectories’’ ~i.e., fluorescence count rate
versus time! obtained with a commercial multichannel scal
Details can be found in Refs. 11–13.

To clarify the nature of the fluorescence intermitten
Fig. 1 shows several intervals~' 80 s each! randomly se-
lected from the fluorescence trajectories of five differe
22-Å radius, ZnS-overcoated, CdSe QDs on a flame-clea
fused silica microscope coverslip. In all cases, the QDs
continuously illuminated at an intensity of I L
50.64 kW/cm2. Fluorescence intermittency is clearly ev
denced by discrete ‘‘on’’ episodes of bright fluorescence
12530
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ternating with ‘‘off’’ periods of negligible emission, as firs
reported for colloidal CdSe QDs by Nirmalet al.5 in 1996.
The collected fluorescence trajectories generally span
min, although some have exceeded two hours (.109 ab-
sorbed photons and.108 emitted photons for these excita
tion intensities!, showing the robustness of the QDs again
photobleaching.

Analysis of the fluorescence intermittency begins by d
fining an intensity threshold above or below which the flu
rescence is considered ‘‘on’’ or ‘‘off,’’11–13 typically chosen
to be~2–3!s greater than background APD noise levels. T
dashed line in Fig. 2~a! illustrates the procedure for a samp
fluorescence trajectory. Histograms of number of events
suston andtoff binned in integral units of a minimum time
interval (tmin), are generated with this criterion and weight
by the local density of events to generate the on/off proba
ity densitiesP(ton) and P(toff). Figures 2~b! and 2~c! are
log-log plots ofP(ton) andP(toff) for the CdSe QD shown
in Fig. 2~a!, using a bin timetmin510 ms; note that both
P(ton) andP(toff) exhibit a linear log-log relationship char
acteristic of an inverse power law with an exponent~i.e.,
slope! of mon or moff . An explicit demonstration of this
power-law behavior down to even shorter times~200ms/bin!
was shown in Ref. 12 for both on and off distributions.

Fluorescence trajectories truncated to encompass
100, 1000, and 10000 off events out of the full ensemble a
yield the same inverse-power-law behavior and slope wit
experimental uncertainty.12 This indicates that gradua
changes in the QD or its local environment, for examp
causing some elementary rate process to slowly change
many switching episodes, are not responsible for the
served power-law behavior. Indeed, we observe no corr
tion between the duration of a given ‘‘on’’~‘‘off’’ ! episode
and the next on/off episodes,12,13 which implies an absence
of memory even for adjacent events. Finally, we have fou
neither a temperature nor laser intensity dependence to
4-3
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slopes (mon/off) of P(ton) and P(toff) for ZnS-overcoated
CdSe QDs, tested by varying temperatures and intens
between 300 and 400 K and 0.1 and 100 kW/cm2,
respectively.12 Other experiments have established t
mon/off temperature insensitivity over the much larger ran
from 300 down to 10 K, unambiguously verifying that on
off switching events are not thermally activated.9 The analy-
sis presented herein represents an attempt to formula
physical picture consistent with all these observations,
thereby further elucidate the fluorescence intermittency
isolated semiconductor QDs.

III. PHYSICAL MODELS FOR QD BLINKING

A. Background

It is commonly suggested that blinking or fluorescen
intermittency in semiconductor QDs arises from low pro
ability photoionization events that eject a carrier from t
particle.5–13,41 This carrier is presumably an electron rath
than a hole due to its smaller effective mass. The QD tha
left behind is positively charged and nonfluorescent due
efficient quenching of subsequent electron-hole pairs by
unpaired carrier.41 Why this additional carrier is not immedi
ately ejected after absorbing the energy from subseq
electron-hole pair recombinations is not established,
though a large barrier to hole escape may be respons
Recovery of the fluorescence occurs when the ejected ca
returns to the nanoparticle through either a thermally a
vated or barrier tunneling event. Preliminary charge blink
studies of~ZnS-overcoated! CdSe QDs support this hypoth
esis, showing evidence that the nanoparticles become p
tively charged under continuous laser excitation.42 In this
manner one can qualitatively rationalize on/off episodes
isolated QDs as arising from ionization and subsequent n
tralization events. Other plausible causes, such as the ap
ance and disappearance of~highly nonradiative! QD surface
traps due to atomic or chemical changes, do not alter
basic complications inherent in explanations of no
exponential on/off switching behavior. Thus, in the inter
of simplicity, we cast our discussion in the context of
charging model as the most probable cause of on/off
switching.

The major challenge for a model of fluorescence interm
tency is to rationalizehowthe carrier is~i! ejected from a QD
and~ii ! induced to return to it. Furthermore, the origin of th
extremely broad range of switching times needs to be
plained. In what follows, we discuss various ways throu
which an electron can leave and return to the QD. Princ
mechanisms include classically allowed ‘‘over the barrie
processes such as a thermal/Auger-assisted ionization
the lowest excited state5,8 by recombination of a secon
electron-hole pair. Alternatively, barrier tunneling events c
provide a path by which the carrier leaves the particle.9,11–13

The importance of quantum tunneling is evident from t
observed redshift of the QD band edge absorption upon o
coating, indicating extensive delocalization of carrier wa
functions into the outer semiconductor cladding.36–38

Figure 3 shows a band-energy diagram for a 27-Å rad
~ZnS-overcoated! CdSe QD on a FS surface, with electro
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and hole traps present in the surrounding substrate. As il
trated, a relatively large.3-eV barrier is expected betwee
the conduction bands of CdSe (EC QD) and the substrate
(EC FS), which immediately impacts the role of direct the
mal ionization versus either direct~Fig. 3, process No. 2! or
Auger-assisted tunneling~Fig. 3, process No. 1!. Specifically,
the rates of thermally activated processes would be gove
by g thermal'A exp(2DE/kT), whereDE is the barrier height
andA the pre-exponential electron attempt frequency. Fo
simple one-dimensional tunneling model, on the other ha
g tunnel(DE)5A exp(2A8mDE/\2l ), where the exponen
takes on the numerical value ofADE(eV) l (Å)/1 Å for a
free-electron mass, barrier width~l, in Å! and barrier height
(DE, in eV!. Note that in three-dimensional tunneling fro
r 1 to r 2 , the exact tunneling expressiong tunnel(DE) for a
constant barrier is essentially equivalent to replacing thel of
one-dimensional tunneling withDr . In addition, there are
slowly varying prefactors, which contribute negligibly to th
r dependence and can be ignored in a first approximat
This square root versus linear tunneling exponent dep
dence onDE has important consequences; specifically,
barrier heights of order 1 eV and comparable preexponen

FIG. 3. Band energy diagram of a positively charged 27-
radius~ZnS-overcoated! CdSe QD. Relevant positive ion~neutral or
positively charged! or negative ion~neutral or negatively charged!
‘‘trap’’ sites in or on the fused silica are denoted by Tr1 and Tr2
respectively. Energies are assigned relative to the top of the C
valence band (Evb QD). Possible electron/hole transitions are d
picted by the numbered arrows. Process No. 1: Auger-assisted
tron ejection. Process No. 2: Direct electron tunneling to a t
state. Process No. 3: Hole ejection or alternatively, electron in
tion into the valence band.
4-4
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A factors, tunneling will dominate over room temperatu
thermal processes for traps up to'5 nm from the QD. This
is consistent with the experimentally confirmed lack of te
perature dependence by the blinking kinetics. Based o
tunneling model, therefore, the experimentally observ
timescales for blinking must arise from a relatively narro
range of trap distances. For example, for a typical prefa
of A;1014/s; a free-electron mass in the fused silica a
barrier heights with respect to vacuum of'4 eV, the fastest
('104/s) and slowest ('1022/s) blinking rates would cor-
respond to tunneling distances'1 and'2 nm away from the
QD. This dramatically underscores two points:~1! a small
range of tunneling distance can map into a large dyna
range of kinetic time scales for blinking, and~2! the charging
dynamics necessarily involve sampling regionsexterior to
the QD.

A commonly invoked model for QD charging is based
double electron-hole pair formation, followed by single p
recombination and QD ionization via an ‘‘Auger-assiste
tunneling of either the remaining electron or hole. If we co
sider the energy dependence of this process, the rate of
ger ionization per conduction band electron would be prop
tional to g* g tunnel(DEC2Eg), where g* is the
photostationary fractional population in the excited sta
DEC5EC FS2EC QD is the tunneling barrier, andEg is the
CdSe QD band-gap energy provided by carrier recomb
tion. Hole tunneling, i.e., electron transfer from the fus
silica to the QD~process No. 3 in Fig. 3! is also possible and
will be discussed below. The maximum available energy
Auger-assisted photoejection via one photon plus a sec
electron-hole pair recombination isEg1hn'4.57 eV, with
as little as 2Eg('4.06 eV) if relaxation toEC QD takes place
prior to the Auger event. If this exceeds the conduction ba
barrier (DEC), direct Auger ionization of a conduction-ban
electron can occur at a rateg* gexc wheregexc is the rate of
laser excited electron-hole generation. Sincegexc andg* are
typically .106/s and.1022, respectively, the QD will rap-
idly ionize, becoming dark according to the charging mod
Indeed, little or no QD fluorescence is observed on conv
tional ~borosilicate glass! cover slips, which is attributed to
sufficiently small DEC to allow direct ‘‘over-the-barrier’’
ionization. Conversely, the fact that little or no QD chargi
occurs on fused silica cover slips at low light intensities42

thus permitting strong QD fluorescence to be observed
long periods, impliesDEC to be larger than'4.57 eV. This
observation rules out any direct Auger charge ejection o
the barrier, though Auger-assisted carriertunneling would
still be feasible.

Since comparable reverse barrier heights exist for elec
return to the QD, this process must also be dominated
tunneling. A photon-assisted QD neutralization is unlikely,
it has generally been observed that the off-time distribut
is essentially independent of laser intensity.5,8,9,11–13From
Fig. 3 it is evident that trap depths relative to the barr
(EC FS) must be.1.5 eV to energetically allow electron tun
neling from the QD. Likewise, to obtain the necessary d
namic range of electron-return rates requires vacuum tun
ing distances l;1 – 2 nm, as described earlier, wit
negligible contributions from lower barrier tunneling throug
12530
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the ZnS cladding and the TOPO ligands. One central con
sion is that both the on→off and off→on switching times
thus require traps extrinsic to the QD, essentially in or on
surface of the fused silica substrate.

In principle, transient heating due to the absorption
incident 488-nm photons could influence the distribution
‘‘on’’/‘‘off’’ rates. However, based on the bulk CdSe hea
capacity43 (CP;52 J/mol °C), the temperature of a 27-Å ra
dius QD ~mass;5310219 g) will only experience a;2 K
increase for the complete nonradiative relaxation of
488-nm photon. Furthermore, using the bulk conductiv
@kFused Silica;0.0138 J/s cm °C~Ref. 43!#, this heat dissipates
to the underlying fused silica substrate on a timescale of;10
picoseconds. This is four orders of magnitude faster than
average time between absorption events~'100 ns! for typi-
cal excitation intensities (I L;1 kW/cm2) and experimentally
measured QD absorption cross sections@s488;4
310215 cm2 ~Ref. 12!#. It is therefore reasonable to assum
that thermal variations due to the absorption of incident p
tons are not responsible for an ‘‘on’’/‘‘off’’ inverse-power
law behavior. Similar conclusions regarding the absence
substantive heating effects have been obtained in spe
diffusion studies of single semiconductor QDs.44

To summarize relevant conclusions, the observed rang
‘‘on’’ to ‘‘off’’ blinking timescales (1024– 102 s) necessarily
involves trap statesexternalto the QD. This should be con
trasted withsurface traps on the QD, where much faste
tunneling rates can compete more effectively with t
1027– 1028 s fluorescence lifetime and thereby influen
emission quantum yields. While tunneling of conductio
band electrons to external trap sites is the only signific
pathway available at low light intensities~e.g., process No
2!, an Auger-assisted tunneling process~e.g., process No. 1!
could in principle also play an important role at th
.0.1-kW/cm2 intensities more typical of single-QD exper
ments.

B. Activated Arrhenius model

Given possible ionization pathways and likely sites
which the electron localizes, we consider several mod
One can immediately reject a quantum jump picture, whi
as described earlier, refers to random interruptions of a fl
rescence cycling transition by infrequent jumps to a sing
nonemissive ‘‘dark’’ state.27–29As noted previously, this pre
dicts exponential probability densities for bothP(ton) and
P(toff), i.e., qualitatively inconsistent with what is observe
for isolated semiconductor QDs. Furthermore, the long
mescale of the intermittency would be inconsistent with c
culated lifetimes of such nonemissive QD electronic state41

The mechanism that at first most simply rationalizes
distributed kinetics inP(ton) and P(toff) is an Arrhenius
model. Historical precedence for this approach lies in
model of Randall and Wilkins,45 developed to explain in-
verse power-law behavior in the phosphorescence deca
amorphous semiconductors. This model assumes the e
tence of~i! an exponentially distributed density of trap stat
versus trap depth (ET), i.e., r(ET)}exp(2aET); ~ii ! an ex-
ponential dependence of trap-phosphorescence decay
4-5
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versus depth, i.e.,g(ET)}exp(2ET /kT); and ~iii ! a distribu-
tion of photoexcited carriers ‘‘trapped’’ within the materia
These assumptions lead analytically to anI (t)}t2m phos-
phorescence decay withm511akT, where 1/a reflects the
1/e depth of the exponential trap distribution. It is importa
to recognize that this power law behavior results from
static ensemble of trapped carriers, each decaying expo
tially in time. Thus, when applied to a single QD with man
static trap states, this correctly predicts an inverse power
off→on recovery. However, the rate for electron ejection
such an ensemble of static trap states would go as thesum
over all individual transitions, thus incorrectly predicting e
ponential kinetics for on→off blinking. An additional prob-
lem with the QD Arrhenius model is the lack of any observ
temperature dependence; temperature measurements
300–400 K show no changes inm for on→off or off→on
switching, whereas the predictedm511akT behavior
yields variation significantly greater than experimen
uncertainty.11–13 More conclusively, cryogenic studies con
ducted over a much larger dynamic range between 10
300 K also revealm to be temperature insensitive, effective
ruling out any thermally activated mechanism.9

C. Charging-tunneling model

Following previous suggestions,41 we assume that a neu
tral QD fluoresces and a charged QD is dark. An elect
tunnels out of the QD through an external barrier to a tra
distancel from the QD surface. Auger assisted ionization v
tunneling~process No. 1, Fig. 3! may dominate QD charging
at typical I L values used in single QD fluorescence expe
ments; however, the following model applies equally well
tunneling electron loss from the conduction band~process
No. 2, Fig. 3! by simply making the tunneling prefactor in
dependent ofI L . Replacing electron loss/return with ho
loss/return, i.e., electron transfer to and from neutral/posi
trap states~process No. 3, Fig. 3!, yields equivalent results in
the following model, but for simplicity we assume only co
duction band electron transfer to and return from trap sta
that are either neutral or negatively charged~process No. 2!.
We also assume that electrons leave and return to the Q
tunneling to relatively deep traps in the fused silica band
with attachment energies.1.5 eV for which FS surface
states or impurities are probably responsible. Cooling ra
are on the order of;1012/s, so that tunneling escape bas
on energy pooling from two pair electron-hole annihilati
events can be limited to'1 ps. Note that in the absence
phonon assisted tunneling~ruled out by temperature indepen
dence!, the trap state must be deep enough to place it be
4.06 eV in Fig. 3.

We now consider a neutral~fluorescing! QD surrounded
by an array of trap sites on the FS surface that are ener
cally accessible to tunneling at Auger levels of excitati
~'4.06 eV!. The average QD charge,Q, will follow a rate
equation

dQ

dt
52(

i
g~ l i !Q, ~1a!
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where

g~ l i !5A exp~2 l i / l 0! ~1b!

is the tunneling rate to sitei, l 051 Å (1 eV/DE)1/2 is the
characteristic electron tunneling distance from the QD to
trap through an average barrierDE, andA;1014/s is a typi-
cal electron escape attempt frequency. Replacing the
subscript~i! with its location l and assuming a distribution
r( l ), of trap sites, Eq.~1! yields

Q~t!/Q05exp~2t/t0!, ~2a!

where

to
215(

i
g~ l i !5E r~ l !g~ l !dl. ~2b!

Furthermore, the fractional probability that an ionizatio
event fills a trap at distancel is

f ~ l !5r~ l !g~ l !/E r~ l !g~ l !dl. ~3!

yielding anexponentiallydecaying distribution of distance
to neighboring trap sites.

We next consider the electron recovery process. If
carrier can only return to the QD from the initially filled tra
~i.e., no trap-to-trap transfer!, the average time dependenc
of a charge localized atl is

Q~ l ,t!/Qo5exp@2g8~ l !t#, ~4!

whereg8( l )5A exp(2l/lo8) and primes distinguish the elec
tron return versus ejection direction. An important point he
is that l o851 Å (1eV/DE8)1/2 can in principle differ froml o

by virtue of different barrier heights for carrier ejection ve
sus carrier return to the QD. For example, electron recov
can be toEC QD ~or nonradiatively toEV QD), whereas Auger
assisted ionization can occur from higher energies~'4.1–
4.6 eV! and will often be inelastic, as shown in Fig. 3. Th
translates into a smaller~or larger! average barrier for QD
charging vs neutralization, and provides a plausible mec
nism for deviations inl o8/ l o from unity.

The probability density for a trapping time of lengtht is

P~ l ,t!52
dQ/dt

Q
5g8~ l !exp@2g8~ l !t#, ~5!

from which the overall off-time probability distribution fo
an ensemble of switching events is

P~toff!5E f ~ l !P~ l ,t!dl

5E r~ l !g~ l !g8~ l !exp@2g8~ l !t#dl/r0Al0 . ~6!

Here, for simplicity, the density of trap states is assum
constant to be consistent with the previous one-dimensio
treatment of tunneling rates. Integrating Eq.~6! for constant
r( l ) and taking the limit (At)@1 leads to
4-6
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P~t!5
~ l o8/ l o!AG~11 l o8/ l o!

~At!11 l o8/ l o
, ~7!

where G(11 l o8/ l o) is the gamma function. Thus, th
charging-tunneling model quite naturally yields a power l
distribution inP(toff) for a single QD. Furthermore, the pre
dicted power law exponent, 11a511 l o8/ l o , can now differ
from unity in a way that is physically motivated by the e
ergetics in Fig. 3.

Of course, fundamental problems arise when this sa
model is applied to theP(ton) distribution; this is propor-
tional to dQ(t)/dt with Q(t) given by Eq.~2a!, which in-
correctly yields an exponential decay. Furthermore, the t
constant for this decay is short sincet0 is given by the sum
in Eq. ~2b! and is dominated by the largest tunneling ra
associated with the closest trap sites. Such a prediction
tradicts two aspects of the experimental data; namely,
P(ton) is ~i! well described by an inverse power law, and~ii !
includes many long on times. It is worth stressing that t
problem is fundamental to any static model where the
→off rate is obtained by summing over multiple kinet
paths to many static trap sites.

It is tempting to fix this exponentialP(ton) problem by
proposing that the QD is initially turned off, by electro
tunneling from a valence-band trap (Tr1) impurity site to the
QD ~process No. 3, Fig. 3!. The QD could then becom
fluorescent by electron transfer to an external conduc
band trap site, (Tr2), and switched back off when the ejecte
electron returns. The abovet2(11a) dependence for electro
return from Tr2 would then describeP(ton), whereas
P(toff) now decays exponentially. Transferring this ex
charge back and forth might then provide alternate interv
of inverse power-lawton

2(11a) andtoff
2(11a) behaviors. How-

ever, several problems exist with this scenario. First, suc
model would suggest negative charging of the QD, wher
positive charging is what is experimentally detected. Seco
this model would incorrectly predict an exponential series
ton ~or toff) episodes with short average lifetimes, inte
spersed between a power law distribution oftoff ~or ton)
dominated by many long episodes, a scenario that is
observed. More fundamentally, this model implies multip
parallel paths to QD charging. If the second electron tran
event occurs independent of the first, then geminate rec
bination of the electron from the initially populated trap s
is not necessary to switch the QD back on. With the fas
switching events dominating this kinetic sum over multip
parallel paths, inverse power-law behavior is subseque
lost. The existence of multiple parallel paths also makes
probability of long ton and toff episodes negligible, as de
scribed earlier.

This failure to predict power-law distributions in bot
P(ton) and P(ton) is explicitly linked to any scenario tha
involves a static environment of trap sites and tunneling b
riers. In contrast, it is entirely possible that atom migrati
and bonding rearrangements open and close trap sites or
barrier heights/widths. This is particularly likely in the pre
ence of the.2-eV incident laser radiation, and is also co
sistent with observed spectral changes in the QD emissio46
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Other changes responsible for the on/off switching co
arise from different bonding or atomic arrangements on
QD surface, including irreversible oxidation,5,47 that produce
nonradiative decay sites. However, regardless of origin,
number of such pathways available at any given time m
be one~or a few at most! in order to prevent the summing
statistical averaging over multiple parallel rate processes
inevitably degrades the power law into simple exponen
kinetic behavior.

This discussion leads to the following criteria for an
physical model consistent with inverse power-laws in bo
P(ton) andP(toff). First, this behavior requires sampling a
exponential distribution of QD decay rates for electr
ejection/recombination@i.e., g( l ) or g8( l )], each time the
QD switches on or off. Second, there can be only one pa
way ~or at most a few! for charging/recombination processe
at any given time, in order to prevent a summing/statisti
averaging over multiple routes and regression to exponen
behavior. Finally, the lack of any correlation between succ
sive on/off events requires the QD and environment to
dynamically fluctuating, with tunneling barriers changin
randomly after each on/off event. Indeed, the absence of
relation between successive on/off events requires th
changes in on/off rate constants to occur on the same tim
cale as the fluorescence intermittency, specificallysynchro-
nizedwith carrier ejection/recombination events.

D. Multiple surface charge model

At this point, a scenario that must be discussed is a ‘‘m
tiple surface charge’’ model. In this respect, it has been p
posed that a number of charges decorate the surface of
QD.46,48 The origin, type~electron or hole!, number, and lo-
cation of these multiple charges are not specified; howe
such a situation could arise from the surface localization
one or both carriers upon photoexcitation of the QD. In t
manner, the observation of single QD spectral diffusion~ex-
plained as originating from fluctuating local electric field!
as well as measurements of a large ground state dipole
ment for either wurtzite or zinc-blende QDs in dielectric d
persion measurements can simultaneously be rationali
Direct evidence of such surface localized charges can
seen in recent ensemble electron paramagnetic resonanc
optically detected magnetic resonance experiments, wh
long-lived (1026 sec to tens of minutes! signals associated
with electrons and holes are observed, some li
enhanced.49,50However, explaining on/off fluorescence inte
mittency within the context of such a multiple surface char
model is not necessarily obvious and in what follows w
describe where such a model might succeed and whe
appears to fail.

To start, a dynamic~fluctuating! tunnel barrier responsible
for the on/off fluorescence intermittency can be reca
within the context of a multiple surface charge model, as
movement of QD surface charges that alters the effec
~local! electric field experienced by the QD. In turn, su
fluctuating electric fields and corresponding Coulomb pot
tials change both conduction band (Ec QD, Fig. 3! and va-
lence band energies (Ev QD, Fig. 3!, affecting the tunneling
barrier height for carriers trying to leave~ionize! or return to
4-7
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~neutralize! the QD. In this respect, we have previous
shown that neither a static nor dynamic configuration of s
face trap states can be solely responsible, for the long
time/off-time intermittency. Rather, statesextrinsicto the QD
are needed to account for the 1026– 102 sec to minutes on
off times seen experimentally. To explain the lack of te
perature dependence to the blinking kinetics, the movem
of surface charges occurs, not as a consequence of therm
activated events~possibly due to ‘‘deep’’ surface traps!, but
rather through hopping/tunneling motion among availa
surface states. Consequently, an exponential distributio
QD on/off decay rates can explicitly be linked to an exp
nential tunneling probability~or waiting time distribution! of
surface localized carriers between different trap sites, in t
causing a fluctuating tunneling barrier for carriers leaving
QD or returning to it from extrinsic trap sites. Note that w
have implicitly assumed theabsenceof any communication
between internal core carriers and external surface cha
As it turns out, this is an unrealistic assumption whose pr
lems and consequences will be discussed in more detai
low. Finally, the lack of correlation between subsequent
off events can additionally be rationalized by th
synchronized reorganization of surface charges, assoc
electric field, and effective tunneling barrier upon ionizin
neutralizing the QD.

One challenging problem with the above scenario ari
from the efficient communication between internal core c
riers and trapped surface charges. Simple calculations s
that core carriers sample the surface frequently, leading
to speculate that internal carriers and trapped surface cha
would undergo frequent electron-hole recombination~QD
neutralization! events on sufficiently fast timescales to pr
vent long time on/off intermittency and power-law behavi
It takes onlyoneof possiblymanysurface localized carrier
to neutralize an ionized QD, turning it back on. To illustra
given a 4-eV barrier, free-electron mass, and separations
tween 1 and 5 Å, resulting tunneling probabilities within
simple one-dimensional scenario are high, ranging fr
1021 to 1025. To sustain a 10-s off-time where one has
hole inside the QD and multiple electrons and/or holes de
rating the surface of the QD, the internal hole must be
mune to.1012 possible recombination attempts with not ju
one nearby surface electron but many. Furthermore, the
munity possessed by the hole toward recombination or n
tralization must occur not just once but many times durin
given experiment, as witnessed by the abundance of long
times seen in experimental single QD fluorescence traje
ries. For a multiple surface charge model to account for s
long ~ms to min! on/off times, internal/surface charge recom
bination events must therefore be exceedingly rare, and e
more infrequent than tunneling events between a QD and
extrinsic trap site. The simultaneous presence of mult
surface charges and a requirement that they remain inac
sible to internal core carriers is therefore a paradox and
resents the main conceptual difficulty in a multiple surfa
charge model. Indeed, in any model where independent
tion of each carrier is invoked, thefastestcharge transfer
events between internal~core! and external~surface local-
12530
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ized! charges will dominate any on/off intermittency kine
ics, preventing long on-times and off-times as well as inve
power law behavior.

IV. PHENOMENOLOGICAL CHARGING-
TUNNELING MODEL

A. Model description

Although further efforts will be required to unambigu
ously characterize the explicit chemical/physical pathway
QD blinking, we can nevertheless make progress by ex
ining predictions of simple mathematical models for th
phenomenon and, where appropriate, by making comp
sons with experimental data. One such model, based o
three-level system with a QD ground state,u1&, radiating
~neutral! excited state,u2&, and nonradiating~ionized! state,
u3&, is explicitly illustrated in Fig. 4. Transitions fromu1&
→u2& and u2&→u1& occur with ratesg12 and g21, respec-
tively. Ionization and neutralization stepsu2&↔u3& occur
with a range of rates that are exponentially distribute
switching randomly after each transition. The rates for le
ing the ‘‘on’’ ( u2&→u3&) and ‘‘off’’ ( u3&→u2&) states, re-
spectively, are expressed as

gon~x!5g23exp~2x!, ~8a!

goff~x8!5g32exp~2x8!, ~8b!

where for an Auger-assisted ionization model the preex
nential factorg23 can, in general, depend on excitation inte
sity g12, andx andx8 are stochastic variables. The norma
ized distributions ofx, andx8 are given by

L~x!on5aonexp~2aonx!, ~8c!

L~x8!off5aoff exp~2aoffx8!, ~8d!

i.e., larger values ofx, andx8 are exponentially less likely to
occur. One should note that the choice of carrier return fr
u3& to u2& instead ofu1& implies no loss of generality, sinc
any measurable ‘‘on’’ event requires manyu1&↔u2& cycles.
In essence, this model is equivalent to applying the equat
of the previous section, which only had significance to
→on switching, to both on→off and off→on events.

FIG. 4. Fluctuating barrier kinetic model. The ground state
denoted byu1& and the first excited state byu2&. Ground-state/first-
excited-state transitions are governed by the excitation rateg12 and
the QD radiative rateg21. Transitions to an ionized state,u3&, are
modeled by exponentially distributedgon andgoff rates representing
fluctuations in the QD and its local environment.
4-8
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We first consider the stochastic switching of a single Q
If the nanocrystal is initially ‘‘off,’’ with population only in
u3&, the rate of off→on transfer is given by

dn3

dt
52g32e

2x8n3 , ~9!

wherex8 is selected from Eq.~8d!. Integrating Eq.~9! yields
n3(t)5exp(2g32e

2x8t) and a probability density for
switching ‘‘on’’ at time t :

P~t,x8!off52dn3~t!/dt5g32e
2x8 exp~2g32e

2x8t!.
~10!

Weighted by the probabilityL(x8)off , the average ensembl
result is

P~toff!5E
0

`

dx8L~x8!offP~t,x8!off5
aoffG~11aoff ,g32t!

t11aoffg32
aoff

,

~11!

where G is the incomplete gamma function. Forg32t!1,
P(toff)>aoff(11aoff)

21g32, whereas forg32t@1, P(t)off

>aoffg32
2aoffG(11aoff)t

2(11aoff). By way of example,
P(toff) from Eq. ~11! is explicitly plotted versust in Fig. 5
for aoff50.5 and several values ofg32 varying from 109/s to
1012/s. Note that the transition from time independent
power law behavior (g32t'1) may or may not be within the
window of experimentally accessible bin times, denoted
the region between the dashed lines in Fig. 5.

Similarly, if the population is initially ‘‘on,’’ ~i.e., cycling
betweenu1& and u2&!, then after an initial transient perio
;1/(g211g12), (n11n2) decays exponentially tou3& as
exp@2geff(x)t#, where

geff~x!5g12g23e
2x/~g121g21!5 f gon~x!, ~12a!

and

f 5g12/~g121g21! ~12b!

FIG. 5. Plot of Eq.~14! @or Eq.~11!# for P(ton) @P(toff)#, when
aon @aoff#50.5. The prefactorg23 @g32# is varied from 109/s to
1012/s ~top to bottom, left side of graph!. Regions between the
dashed lines represent experimentally accessible time scales,
ciding with theP(ton) @P(toff)# power-law behavior.
12530
.

y

is the photoexcited fraction,n2 /(n11n2), in the upper state
Thus

P~t,x!on5geff~x!exp@2geff~x!t#, ~13!

which when combined withL(x)on from Eq. 8~c! yields

P~ton!5E dxL~x!onP~t,x!on>
aonG~11aon,g23t!

t11aong23
aon

.

~14!

The three-level model in Fig. 4, with randomly switche
exponentially weighted off→on and on→off rates, thus has
sufficient flexibility to predict the observed on/off power-la
distributions, as well as absence of correlation between s
cessive on and off events.

B. Monte Carlo simulations

In an effort to compare more directly with experimen
Monte-Carlo simulations have been used to investigate
stochastic on/off blinking model discussed in the previo
section. Emission is assumed to occur duringu2&→u1& transi-
tions, with these radiative events stored in bins. In the sim
lations, the excitation rate,g12, is varied between 53105/s
and 53108/s, consistent with the absorption cross sect
and excitation intensities~;0.1–1 kW/cm2! typically en-
countered in single-QD experiments.5–13 The radiative rate
g21 is fixed at 13107/s, i.e., consistent with the value ob
tained from these studies~vide infra!. The choice of trapping/
recovery rate prefactors,g23 andg32, is motivated by experi-
mental studies suggesting that relevant time scales for th
prefactors may lie in a region between 105/s and
108/s.12,14,51Since more than 103 emitted photons are neede
to unambiguously determine on vs. off, bin times (tmin) are
much larger than the characteristic times associated withg12
and g21. Typically tmin51 ms, with 0.5-ns time steps be
tween computational evaluations. Exponential distributio
of x and x8 are obtained from (1/aon/off) ln(12y), with ran-
dom selection of 0,y,1. New x and x8 values are ran-
domly selected each time a transition is made fromu3&→u2&
or u2&→u3&.

Figure 6 provides examples of such Monte Carlo simu
tions, holding g32513105/s constant and independent
varying g12 andg23. Figures 6~a! and 6~b! correspond to a
g12 constant at 53106/s, with g23 varied from 53106/s to
13107/s. Figures 6~c! and 6~d! depict Monte Carlo simula-
tions with g12513107/s andg23 varied from 13107/s to
13108/s. Note that sinceg23 and g32 determine the maxi-
mum ionization and return rate, the rate constant ratioR
[g23/g32, and more specifically the product ofR times f,
the fractional population in the upper state, controls the
erage on versus off character of the trajectory. For exam
as the productfR increases from 2.5 to 500 in Figs. 6~a!–
6~d!, the trajectories experience more frequent off episod
Note that the range of predicted fluorescence trajectorie
Fig. 6 encompass the dynamic range of experimentally
served behaviors in Figs. 1 and 2, in terms of fractional ‘‘o
times, frequency, and duration of blinking events, etc.

in-
4-9
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The Monte Carlo data are subsequently analyzed in
same manner as experimental fluorescence trajectories t
tain P(ton/off). An intensity threshold is defined, with even
above~below! it signaling ‘‘on’’ ~‘‘off’’ ! transitions. Histo-
grams of on and off times are constructed and their proba
ity densities generated, employing the same algorithm u
to analyze experimental trajectories.11–13 Figures 7~a! and
7~b! showP(ton) andP(toff) from an analysis of Fig. 6~b!,
based on a threshold at 20% maximum intensity and an
total trajectory. The power-law behavior inP(ton/off) is
clearly reproduced, with fitted power-law exponents@mon
52.21(7),moff51.96(4)# close to what is predicted (1
1aon/off'2). Worth noting are the slight but systematic d
viations from pure power law behavior in bothP(ton) and
P(toff) at short times, where the number of events are su
ciently large to expect good statistics. This is due to the fin
bin size and choice of threshold, which undercount multi
on/off blinking events occurring during a singletmin . This
illustrates that additional information about blinking o
faster time scales should be encoded within the inten
fluctuations and represents another potential avenue of in
tigation in the analysis of fluorescence intermittency,

C. Analysis: steady-state results and average values

The average result from a single QD that repeate
cycles on-off should be equivalent to an average over
ensemble of QDs. Such ensembles can be modeled by
ploying transitions betweenu2&→u3& and u3&→u2& with aver-
age rateŝgon& and^goff&. Using^gon/off& in steady-state rate
equations for the ensemble-average populationsn1 , n2 , and
n3 yields

FIG. 6. Monte Carlo simulations, emphasizing the stocha
nature of the ‘‘on’’/‘‘off’’ fluorescence intermittency. In all cases
tmin51 ms,g215107/s, g325105/s, and full trajectories span 80 s
Between~a! and ~d!, the product,fR, is varied from 2.5 to 500,
showing corresponding changes in the on/off character of the
jectories. ~a! g12553105/s, f 50.05 and R550. ~b! g1255
3105/s, f 50.05, and R5100. ~c! g125107/s, f 50.5, and R
5100. ~d! g125107/s, f 50.5, andR51000.
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dn1

dt
52g12n11g21n250, ~15a!

dn2

dt
5g12n12~g211^gon&!n21^goff&n350, ~15b!

dn3

dt
5^gon&n22^goff&n350. ~15c!

After a brief induction period@(g121g21)
21'25 ns,n1 and

n2 achieve a steady state population ratio off 5n2 /(n1
1n2)5g12/(g121g21). If we neglect blinking, the fluores
cence intensity is

I on5 f g215g12g21/~g121g21!, ~16!

which is the maximum experimental intensity that can
observed for a giventmin . If we include blinking, the aver-
age intensity per QD decreases to

c

a-

FIG. 7. Log-log plots of~a! P(ton) and ~b! P(toff) generated
from the Monte Carlo trajectory shown in Fig. 6~b!. In all cases the
threshold defining ‘‘on’’ from ‘‘off’’ is 100 counts/1 ms and the
solid line is a linear fit to the data, suggesting a power-law behav
Extracted slopes and standard errors are shown.
4-10
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^I Fl&5n2g215
g12g21

g211g12S 11
^gon&

^goff&
D

5
g21

S 11g21/g121
^gon&

^goff&
D . ~17!

The average fraction of time a single QD is in the on st
~i.e., in either state 1 or 2! can now be defined as

^Fon&5S 11 f
^gon&

^goff&
D 21

. ~18!

Equations~16!–~18! constitute the three experimental o
servables that we wish to predict from the model paramet
For a sum over sequential single particle events, the ave
steady state rate is given by

^gon/off&51/̂ ton/off&, ~19!

where^ton/off& is the average time spent in and^gon/off& is the
average rate for decaying out of the on or off state.^ton/off&
can be obtained from the known power-law distribution

^ton/off&5E
0

$ton/off%max
dtP~ton/off!t, ~20!

with P(ton/off) given by Eqs.~11! and ~14! and $ton/off%max
obtained from the maximumton/off observed in a given dat
set. However, since the average time for a single ‘‘on’’↔
‘‘off’’ event is ton/off(x)51/gon/off(x)51/(g23/32e

2x),
^ton/off& can be evaluated most directly as the average
ton/off(x) weighted byL(x)on/off ,

^ton/off&5E
0

Xon/off
dxL~x!on/offt~x!on/off , ~21!

whereXon/off is the maximum value ofx corresponding to the
$ton/off% upper limit in Eq.~20!. For present purposes, it su
fices to require thatL(Xon/off)3N'1, or equivalently that
$ton/off%max51/gon/off(aon/offN)1/aon/off where N is the maxi-
mum number of observed on/off switching events. Thus
the same limit of (gt)@1, one finds (0,aon/off,1)

^t&5
a1/a

12a
N~12a!/ag21 ~22!

for both ‘‘on’’ and ‘‘off’’ subscripts. Repeated application
also yields

^gon&

^goff&
5

^toff&

^ton&
5

aoff
1/aoff

aon
1/aon S 12aon

12aoff
DN~1/aoff!2~1/aon!S gon

goff
D ,

~23!

which for a givenN can be used to estimate the experimen
observables in Eqs.~17! and ~18!.

In order to test these predictions against Monte Carlo
sults, average fluorescence intensities,^I Fl&/g21, are plotted
in Figs. 8~a! and 8~b! versus the excitation rate ratiog12/g21
for a series ofR5g23/g32 values. Sinceg125I Ls/hn, this is
12530
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essentially equivalent to plotting the fractional population
u2& against excitation intensityI L . In Fig. 8~a!, we first take
g23 to be independent ofI L . Within this ‘‘direct tunneling’’
model, ^I Fl&/g21 rises linearly with laser intensity and the
saturates at 1/(11R), whereR5g23/g32. Good agreemen
is obtained with the corresponding^I Fl&/g21 values from the
Monte Carlo simulations~open circles!, for g23 andg32 pre-
exponential factors corresponding toR'10– 100. Dark
circles indicate the corresponding maximum fluoresce
rates, ^I Fl&max5Ion, again in excellent agreement with th
steady state results of Eq.~16!. To help assess the validity o

FIG. 8. Plot of the average fluorescence intensity,^I FL&/g21, vs
the excitation rate ratiog12/g21 @Eq. ~17! in the text#. ~a! Direct
tunneling model, whereg23 is independent ofI L and where differ-
ent lines represent variations inR5g23/g32. ~b! Auger-assisted
tunneling model whereg235fg12. Different lines represent varia
tions in f. In both ~a! and~b! the closed~open! symbols are maxi-
mum ~average! data taken from an analysis of Monte Carlo traje
tories. ~c! Comparison to experiment where the closed~open!
symbols are maximum~average! normalized intensities taken from
an analysis of experimental data. Lines represent predictions f
direct tunneling model.
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an alternative ‘‘Auger-assisted’’ mechanism for QD ioniz
tion, we have also performed Monte Carlo calculations fo
multiple photon model, where the ionization rateg23, in-
creases linearly with laser intensity. Analytic predictions
this g235fg12 model are plotted in Fig. 8~b! for several
values off, and they are compared with the Monte Ca
results. Note that for any finite ionization rate~i.e., fÞ0!,
the average fluorescence rate first increases but event
decreases withI L , due to more efficient two-photon ioniza
tion of the QD. This is in good agreement with the resu
from Monte Carlo simulations of̂I Fl&/g21 for f'1 ~open
circles! and maximum fluorescence rates^I Fl&max/g21 when
f'0 ~closed circles!. However, these ‘‘Auger-assisted’’ tun
neling predictions prove to be in poor agreement with exp
mental data@Fig. 8~c!#, as will be discussed in more detail i
Sec. V.

Next we turn tô Fon&, the fractional time spent in the o
state. The results from Monte Carlo simulations are plot
in Figs. 9~a! and 9~b! vs the excitation rate ratio (g12/g21)
for a series of~a! R and ~b! f values for the ‘‘direct’’ and
‘‘Auger assisted’’ tunneling models, respectively. For t
‘‘direct’’ tunneling model,^Fon& falls from unity at low ex-
citation intensity down to an asymptotic limit of 1/R at high
intensity. By way of contrast, the Auger-assisted model p
dicts no such saturation effect, continuing to decrease
formly with higher excitation rates due to the increasing
efficient two-photon ionization of the QD. Monte Carlo r
sults for the direct tunneling model are presented in Fig. 9~a!
~closed circles! for aon5aoff51 and indicate good agree
ment with the correspondingR5g23/g32'100 curve. Simi-
larly, Monte Carlo data for the ‘‘Auger-assisted’’ tunnelin
mechanism are shown in Fig. 9~b! ~dark circles!, and are
consistent with corresponding model predictions from E
~18! for f510. However, such Auger model predictions o
uniform decrease in̂Fon& with increasing excitation inten
sity appear unsupported by experimental measurements
viewed in Fig. 9~c!. Though details of this analysis are d
ferred to the next section, the data in Fig. 9~c! show a more
nearly saturated dependence of^Fon& with increasing laser
excitation, once again in better agreement with predicti
from a direct tunneling vs ‘‘Auger-assisted’’ tunnelin
model.

V. DISCUSSION AND COMPARISON WITH EXPERIMENT

The mathematical analysis presented in Sec. IV C ide
fies several key observables that can be used to critic
evaluate the models presented herein. The three most a
sible experimental quantities are~i! I on, the maximum fluo-
rescence intensity;~ii ! ^I Fl&, the average fluorescence inte
sity, and~iii ! ^Fon&, the fractional on time. We consider the
in turn.

The maximum fluorescence intensity, given by Eq.~16!,
is simply the photostationery fractional population~f ! in n2
times the intrinsic radiative rate (g21). This fluorescence in-
tensity can be related to the maximum experimentally
served fluorescence count rates byI max5bIon, whereb is the
photon collection efficiency of the confocal microscope a
12530
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I on is the actual maximum emission rate of the QD. Insert
this into Eq.~16!, one obtains

b/I max51/g1211/g21. ~24!

The excitation rate can be obtained from the measured l
intensity at the focus of the microscope, which is conver
to g12 using the measured QD absorption cross section12 at
488 nm,s488;4310215 cm2. Equation~24! therefore pre-
dicts a linear relationship between 1/I max and 1/g12, with a
slope 1/b and an intercept corresponding to the radiat
lifetime t2151/g21. The data presented in Fig. 10 clear
support the expected linear trend and can be subject

FIG. 9. Plot of the average fractional on time,^Fon&, vs the
excitation rate ratiog12/g21 @Eq. ~18! in the text#. ~a! Direct tun-
neling model whereg23 is independent ofI L . Lines represent dif-
ferentR5g23/g32 ratios.~b! Auger-assisted tunneling model whe
g235fg12. Different lines represent variations inf. In both~a! and
~b! closed symbols represent data extracted from an analysi
Monte Carlo data.~c! Comparison to experiment where the clos
symbols represent data taken from an analysis of experimenta
jectories. Lines are predictions of a direct tunneling model.
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weighted least squares analysis. The fitted slope yie
b51.2~1!%, which is consistent with the reported micr
scope collection efficiency12 of 0.87 ~1!%. Of more funda-
mental interest is the QD radiative rate, which fromb and
the fitted intercept isg21>23107/s or t rad>50 ns. This
value is comparable to recent ensemble and single
lifetime measurements, indicatingt rad to be between 20 and
30 ns.14,51–54

Calibration of photon collection efficiency and radiativ
lifetime permits us to extend this analysis one step furth
Specifically, the average fluorescence rate,^I Fl&, expressed
in Eq. ~17! can now be evaluated from the averages m
sured experimentally. Additionally, this average fluoresce
rate can be scaled by the experimentally measuredg21 to
yield the ~unitless! fractional population in the upper radia
ing state, i.e.,̂ n2&. Of special relevance, this can now b
compared with Monte Carlo predictions for both the ‘‘direc
and ‘‘Auger-assisted’’ tunneling models. The quantitati
comparison for maximum fluorescence (I on/g21; solid
circles! and average fluorescence (^I Fl /g21&, open circles!
intensities is demonstrated in Fig. 8~c!. As expected from
Eq. ~16!, the experimentalI on/g21 data show a clear satura
tion of the maximum emission rate at high excitation rat
There is also quite good agreement with the intensity on
where saturation occurs, which is sensitive to the appropr
choice ofg12/g21. Most interesting, though, is the behavi
of ^I Fl /g21& ~open symbols!, which also shows clear evi
dence of saturation at high excitation rates. This is in
cellent agreement with Eq.~17! and suggests an on→off
and off→on rate constant ratio ofR5g23/g32;10. Further-
more, this is clearly inconsistent with any nonlinear tw
photon mechanism for electron ejection. By way of examp
for ‘‘Auger-assisted’’ tunneling whereg23 varies linearly
with g12, the Monte Carlo simulations in Fig. 8~b! predict

FIG. 10. Plot of the inverse maximum emission rate (1/I max)
from 27-Å radius CdSe QDs vs inverse the excitation rate (1/g12),
assumings488;4310215 cm2 @Eq. ~24! in the text#. The line is a
weighted least squares fit to the data, yielding an effective col
tion efficiency of b51.2~1!% and a radiative rate ofg21'2
3107/s (t rad'50 ns).
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the average emission rate to drop by nearly two ord
of magnitude over the range of excitation intensities inv
tigated.

As a final note of comparison, experimental^Fon& values
are plotted against excitation intensity in Fig. 9~c!. There
does not appear to be any significant change in the ave
fractional on time over theg12/g21 range studied, though
more subtle trends may be obscured by statistical un
tainties in the measurements. This is only marginally co
sistent with theg23/g32;10 predictions from Eq.~18!,
but is clearly in qualitative disagreement with the Auge
assisted tunneling predictions~i.e., g23}g12) depicted in
Fig. 9~b!.

VI. SUMMARY AND CONCLUSION

The experimental comparisons in Figs. 8–10, as well
the corresponding Monte Carlo simulations, suggest that
proposed phenomenological QD switching model accou
for much of the fluorescence blinking behavior observed
isolated semiconductor QDs. Monte Carlo simulations of
model agree well with experimental on/off fluorescence t
jectories and explain their intensity-dependent behavior. S
cifically, at low excitation rates there are long periods
fluorescence with a relatively well-defined single ‘‘on’’ inten
sity. At high intensities, however, wheref R@1, both model
and data reveal that on episodes are typically brief and
fluorescence intensity fluctuates severely.

Analytic solutions to the model, based on exponentia
distributed tunneling rates for turning the QD on or off, b
gin to elucidate why inverse power laws are seen inboth
P(ton) andP(toff). This is because tunneling rates vary e
ponentially with both distance and barrier height, thus p
mitting a small dynamic range in either parameter to tra
late into large on↔off rate variations. Furthermore, th
model successfully corroborates the behavior of^I on/g21&,
^I Fl /g21&, and ^Fon& in both experimental and Monte Carl
data. Specifically, the much improved agreement betw
experiment and predictions of a direct tunneling model are
strong support of conduction band carrier tunneling rat
than Auger-assisted tunneling as the dominant mechan
for QD charging and blinking kinetics.

If tunneling-induced QD charging and reneutralization a
responsible for the fluorescence intermittency, the identity
the states to which the carrier tunnels is of crucial imp
tance. Based on physical barrier heights and character
times for the longest and shortest on/off events, states
nm away from the QD are likely to be responsible. Fus
silica surface defects or impurity states may therefore be
volved, suggesting that altering the substrate or increasin
cleanliness and/or homogeneity could have a major impac
better understanding and/or controlling fluorescence in
mittency. These conclusions may also have broader impl
tions for other systems, since the simple assertion tha
single fluorophore interacts strongly with the local enviro
ment~through tunneling or otherwise! is likely to be a com-
mon feature underlying single molecule photophysics.

c-
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