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A detailed modeling of recently observed nonexponential fluorescence intermittency in colloidal semicon-
ductor quantum dot$QDs) is presented. In particular, experiments have shown that both “on”-time and
“off”-time probability densities generated from single-QD fluorescence trajectories follow an inverse power
law, P(7onjor) < 1/7o5%, over multiple decades in time, where the exponeftalcan, in general, differ for
“on” versus “off” episodes. Several models are considered and tested against their ability to predict inverse
power law behavior in botf(7,,) andP (7). A physical picture involving electron tunneling to, and return
from, traps located several nanometers away from the QD is found to be consistent with the oBgefyed
but does not yield the inverse power-law behavior sed?(in,,). However, a simple phenomenological model
based on exponentially distributed and randomly switched on and off decay rates is analyzed in detail and
shown to yield an inverse power-law behavior in b&thr,,) andP(7.4). Monte Carlo calculations are used
to simulate the resulting blinking behavior, and are subsequently compared with experimental observations.
Most relevantly, these comparisons indicate that the experimentabfirblinking kinetics are independent of
excitation intensity, in contradiction with previous multiphoton models of on/off intermittency based on an
Auger-assisted ionization of the QD by recombination of a second electron-hole pair.
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[. INTRODUCTION Historically, fluorescence intermittency has been attrib-
uted to a number of causes. A natural explanation for blink-
The recent observation of fluorescence intermittency iring is an effect known as quantum jumps, first described by
colloidal semiconductor quantum ddtdDs) is one example Bohr in 1913 and later by Cook and Kimble in the mid
of phenomena revealed by observations of photophysics d980s?” Quantum jumps refer to interruptions of a fluores-
the single fluorophore level. Since the inception of singlecence cycling transition by infrequent “jumps” to a non-
molecule spectroscopy in 1989, many such light-inducedemissive metastable shelf state of an ion or atomin the
processes have been seen including the observation of phease of molecules, a triplet stat&his effect has been ex-
ton bunching/antibunchirigand spectral wanderirfgas well ~ perimentally verified by a number of groups for single ions
as time varying intersystem crossing rdtesd triplet life-  confined to radio frequency treffsand more recently in
times of single moleculesin this respect, single molecule single molecules at cryogenic temperatiui$n practice,
measurements offer the exciting possibility of peeling backhese fluorescence trajectories show discrete jumps between
the ensemble averaging that obscures these effects, whitWwo emission intensity levels, “on/off,” and this behavior is
have thus far been unobservable in traditional ensemble meaften referred to as random telegraph sigfmal noisg. The
surements. New opportunities arise for learning about subtlgualitative appearance of the trajectories gives direct infor-
yet fundamental interactions between a single fluorophorenation about the quantum state of the system. Periods where
and its local molecular environment, which has spawnedhe molecule is “on” refers to episodes of fluorescence cy-
growing interest in applying single molecule techniques tocling between “bright” states and periods where the mol-
complex biophysical problems. ecule is “off” refers to time spent in the nonemissive triplet
“Blinking,” or fluorescence intermittency, refers to abrupt (or metastable shelftate.
transitions in the fluorescence “trajectory” of a single fluo- A direct application of a quantum jump analysis to
rophore between finite episodes @f absorption/laser in- room temperature studies has not been straightforward. Prob-
duced fluorescence, ard) periods of darkness where no lems arise because many systems studied to date do not
light is emitted despite continuous laser illumination. Thisshow the single exponential on-time and off-time probability
form of emission intermittency has been seen in virtuallydensities [ P(7,.),P(7ox)] expected for a quantum-jump
all systems studied at the single molecule level and includepicture®1320-212Rather, it is often the case that bd¥ir,,)
colloidal semiconductor QD% self assembled QDS, and P(7.) exhibit significant nonexponential characteris-
porous silicon'® light harvesting complexe¥, fluorescent tics, making any quantum jump analysis suspect. To circum-
proteinst®~?single polymer segmentd single ions’>?®and  vent this problem, other mechanisms have been proposed for
single dye molecule¥'~2° Apart from universal agreement explaining the origin of fluorescence intermittency. Some ar-
for the existence of blinking, there appears to be little con-guments invoke the physical rotation of a molecule’s transi-
sensus as to the mechanism or origin behind the effect. tion dipole relative to the polarization of the incoming exci-
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tation, or require dramatic shifts in the molecular absorption.(® emitted photons. Although the exact mechanism behind
in order to account for abrupt “on” to “off” transitions. photobleaching is not known, it is generally thought to arise
Other arguments posit metastable molecular conformationgiom photochemistry that renders the single fluorophore
consisting of local twists in a conjugated molecule’s back-nonfluorescent* The much lower propensity for QDs to
bone, enhancing nonradiative rates to the ground stalghotobleach is one reason for keen interest in using these
thereby accounting for dark periods in the emissfohlow-  particles in biological fluorescence-tagging applicatidhs.
ever, many studies have shown no direct correlation between The statistics of fluorescence intermittency in individual
blinking episodes and polarization rotation or spectral shift§emiconductor QDs has recently revealed fascinating kinet-
in the fluorophore?~**The origin of fluorescence intermit- . in the on/off blinking phenomendi Of particular in-
tency in isolated systems such as fluorescgnt proteins and .« is thaP(r,) andP(7y), from fluorescence trajecto-
semiconductor quantum dots therefore remains an open antls of individual InP, CdTe, and CdSe QDs, show an inverse

intriguing question. . ; .
T%\e ?Il?orescence intermittency observed in colloidalPOWer-law behavior over many decades in probability den-

semiconductor QDs is a particularly interesting example ois'g and |rk1]t|me.t dThéjS mversetpower law is (iomm;)ngﬂ b
blinking, since long fluorescence trajectories can be followe S we have studied, suggesting a general mechanism be-

(frequently>10° emitted photonsthat offer unprecedented ind the on/off fluorescence intermittency, irrespective of the

statistics on the underlying kinetic phenomena. As an exSiZ€ Or composition of the QD. As a key focus of this work,

ample, previous experiments on ZnS overcoated CdSe QD¥€ stl_de possible origins of_thgse distributed kinetics, and
have yielded sufficient data to generate event distribution§ther issues related to the blinking phenomenon.

spanning greater than seven decades in probability density The organization of this paper is as follows. Sample ex-
and five decades in tinfé.In contrast, many fluorescing ob- Perimental blinking data are briefly presented in Sec. IIl. A
jects, such as single molecules and fluorescent proteins, sugualitative discussion of various possible mechanisms fol-
fer from fast “photobleaching,” which typically limits room lows in Sec. Ill, where the successes and failings of each
temperature fluorescence measurements to approximatetyodel are noted in yielding inverse power law kinetics in
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either or bothP(7,,) andP (o). In Sec. IV a discussion of ternating with “off” periods of negligible emission, as first

a phenomenological charging-tunneling model is presentedeported for colloidal CdSe QDs by Nirmat al” in 1996.
which in conjunction with Monte Carlo simulations indicates The collected fluorescence trajectories generally span 20
that exponentially distributed and randomly selected on/ofimin, although some have exceeded two hoursl@® ab-
decay rates are in best agreement with the data. These prserbed photons and 10° emitted photons for these excita-
dictions are compared with experimental results and used tgon intensitie$, showing the robustness of the QDs against
interpret previously suggested Auger-assisted ionizatiophotobleaching.

models for QD blinking. Section V summarizes and con-  Analysis of the fluorescence intermittency begins by de-

cludes the main results. fining an intensity threshold above or below which the fluo-
rescence is considered “on” or “off, '~ 3typically chosen
Il. EXPERIMENT to be(2—3 o greater than background APD noise levels. The

The 11-VI CdSe quantum dots used in our experiments ardlashed line in Fi_g. @) iIIus_trates the procedure for a sample
made by the pyrolysis of organometallic precursors in a hofluorescence trajectory. Histograms of number of events ver-
coordinating solvent. The resulting CdSe QDs have size§US7on @nd 7o binned in integral units of a minimum time
tunable between a 10 and 50 A radius, with surfaces passioterval (tmin), are generated with this criterion and weighted
vated by organic ligands, tri-octylphosphine oxide by the local density of events to generate the on/off probabil-
(TOPO), and trioctylphosphine. The CdSe QDs are subseity densitiesP(7,,) and P(7q). Figures 2b) and Zc) are
guently overcoated with a few monolayers of ZnS to passi{og-log plots ofP(7,,) andP(7) for the CdSe QD shown
vate surface sites that suppress the luminescence. Furthier Fig. 2(a), using a bin timer,;,=10 ms; note that both
details about the QDs and their characterization can be founB(7,, andP(7,) exhibit a linear log-log relationship char-
in Refs. 36—40. Fluorescence measurements are performedteristic of an inverse power law with an exponég.,
with a confocal microscope where QDs are illuminated withslope of m,, or my:. An explicit demonstration of this
the 488-nm line of an Af laser, using a typical focal spot power-law behavior down to even shorter ting260 us/bin)
size of~300 nm and an intensity 6£0.1-100 kW/cri. The  was shown in Ref. 12 for both on and off distributions.
resulting fluorescence is imaged onto an avalanche photodi- Fluorescence trajectories truncated to encompass only
ode(APD), with “trajectories” (i.e., fluorescence count rates 100, 1000, and 10000 off events out of the full ensemble also
versus timgobtained with a commercial multichannel scaler. yield the same inverse-power-law behavior and slope within
Details can be found in Refs. 11-13. experimental uncertainfy. This indicates that gradual

To clarify the nature of the fluorescence intermittency,changes in the QD or its local environment, for example
Fig. 1 shows several intervals= 80 s eachrandomly se- causing some elementary rate process to slowly change over
lected from the fluorescence trajectories of five differentmany switching episodes, are not responsible for the ob-
22-A radius, ZnS-overcoated, CdSe QDs on a flame-cleanederved power-law behavior. Indeed, we observe no correla-
fused silica microscope coverslip. In all cases, the QDs aréon between the duration of a given “on™off” ) episode
continuously illuminated at an intensity ofl,  and the next on/off episodé$’® which implies an absence
=0.64 kW/cn?. Fluorescence intermittency is clearly evi- of memory even for adjacent events. Finally, we have found
denced by discrete “on” episodes of bright fluorescence alneither a temperature nor laser intensity dependence to the

125304-3



KUNO, FROMM, JOHNSON, GALLAGHER, AND NESBITT PHYSICAL REVIEW B57, 125304 (2003

slopes (Mgpof) OF P(7on) and P(7y) for ZnS-overcoated eV Vacuum  hv=254eV
CdSe QDs, tested by varying temperatures and intensitie: 6-62
between 300 and 400 K and 0.1 and 100 kWicm
respectively> Other experiments have established this
Moo t€MPerature insensitivity over the much larger range ~5-50 = U U Ecrs

from 300 down to 10 K, unambiguously verifying that on or CdSe ZnS
off switching events are not thermally activate@ihe analy- 457
sis presented herein represents an attempt to formulate , . _|
physical picture consistent with all these observations, anc © T (0,-)
thereby further elucidate the fluorescence intermittency of
isolated semiconductor QDs.
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IIl. PHYSICAL MODELS FOR QD BLINKING 503 Ecan 2 © .

A. Background

, L E .
It is commonly suggested that blinking or fluorescence 2 TOPO & Fused Silica

intermittency in semiconductor QDs arises from low prob- @)
ability photoionization events that eject a carrier from the 0
particle®> ***1 This carrier is presumably an electron rather
than a hole due to its smaller effective mass. The QD thatis _5g9 —
left behind is positively charged and nonfluorescent due to Try (0,4)
efficient quenching of subsequent electron-hole pairs by the
unpaired carriet* Why this additional carrier is not immedi- ﬁ
ately ejected after absorbing the energy from subsequen. 5gp —
electron-hole pair recombinations is not established, al-
though a large barrier to hole escape may be responsible.
Recovery of the fluorescence occurs when the ejected carrier FIG. 3. Band energy diagram of a positively charged 27-A-
returns to the nanoparticle through either a thermally actifadius(ZnS-overcoatedCdSe QD. Relevant positive idneutral or
vated or barrier tunneling event. Preliminary charge blinkingPositively chargegior negative ion(neutral or negatively charggd
studies of(ZnS-overcoatedCdSe QDs support this hypoth- “trap” s!tes in or on the fused _S|I|ca are qlenoted by, Tand Tr_
esis, showing evidence that the nanoparticles become poégspectlvely. Energies are a_SS|gned relative to the '_[c_)p of the CdSe
tively charged under continuous laser excitafldrin this vglence band §,, op). Possible electron/hole transitions are de-
manner one can qualitatively rationalize on/off episodes of!ct€d by the numbered arrows. Process No. 1. Auger-assisted elec-
isolated QDs as arising from ionization and subsequent ne fon ejection. Proces.s No. 2: Direct electron _tunnellng to a trap
o . state. Process No. 3: Hole ejection or alternatively, electron injec-
tralization events. Other plausible causes, such as the appear. . the valence band
ance and disappearance(bfghly nonradiativge QD surface '
traps due to atomic or chemical changes, do not alter the ) _ )
exponential on/off switching behavior. Thus, in the interestirated, a relatively large-3-eV barrier is expected between
of simplicity, we cast our discussion in the context of athe conduction bands of CdSé&{ op) and the substrate
charging model as the most probable cause of on/off QIEc rg), which immediately impacts the role of direct ther-
switching. mal ionization versus either dire@tig. 3, process No.)2or
The major challenge for a model of fluorescence intermitAuger-assisted tunnelingrig. 3, process No.)1Specifically,
tency is to rationalizéowthe carrier ig(i) ejected from a QD the rates of thermally activated processes would be governed
and(ii) induced to return to it. Furthermore, the origin of the PY ¥therma™ A eXp(—AE/KT), whereAE is the barrier height
extremely broad range of switching times needs to be exandA the pre-exponential electron attempt frequency. For a
plained. In what follows, we discuss various ways throughsimple one-dimensional tunneling model, on the other hand,
which an electron can leave and return to the QD. Principalwnne(AE) =Aexp(—y8mAE/%7), where the exponent
mechanisms include classically allowed “over the barrier” takes on the numerical value afAE(eV)I(A)/1 A for a
processes such as a thermal/Auger-assisted ionization frofree-electron mass, barrier width in A) and barrier height
the lowest excited staté by recombination of a second (AE, in eV). Note that in three-dimensional tunneling from
electron-hole pair. Alternatively, barrier tunneling events carr, to r,, the exact tunneling expressiof,nn(AE) for a
provide a path by which the carrier leaves the partidfel®  constant barrier is essentially equivalent to replacing thie
The importance of quantum tunneling is evident from theone-dimensional tunneling witAr. In addition, there are
observed redshift of the QD band edge absorption upon oveslowly varying prefactors, which contribute negligibly to the
coating, indicating extensive delocalization of carrier waver dependence and can be ignored in a first approximation.
functions into the outer semiconductor claddifig®® This square root versus linear tunneling exponent depen-
Figure 3 shows a band-energy diagram for a 27-A radiuslence onAE has important consequences; specifically, for
(ZnS-overcoatedCdSe QD on a FS surface, with electron barrier heights of order 1 eV and comparable preexponential
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A factors, tunneling will dominate over room temperaturethe ZnS cladding and the TOPO ligands. One central conclu-
thermal processes for traps up#é nm from the QD. This sion is that both the oroff and off—on switching times
is consistent with the experimentally confirmed lack of tem-thus require traps extrinsic to the QD, essentially in or on the
perature dependence by the blinking kinetics. Based on aurface of the fused silica substrate.
tunneling model, therefore, the experimentally observed In principle, transient heating due to the absorption of
timescales for blinking must arise from a relatively narrowincident 488-nm photons could influence the distribution of
range of trap distances. For example, for a typical prefactofon’/“off” rates. However, based on the bulk CdSe heat
of A~10%s: a free-electron mass in the fused silica andcapacity® (Cp~52 J/mol °C), the temperature of a 27-A ra-
barrier heights with respect to vacuum-e# eV, the fastest dius QD (mass~5x 10" g) will only experience a-2 K
(=~10%s) and slowest£ 10 ?/s) blinking rates would cor- increase for the complete nonradiative relaxation of a
respond to tunneling distancesl and~2 nm away from the 488-nm photon. Furthermore, using the bulk conductivity
QD. This dramatically underscores two point$) a small  [Krysed siica~0-0138 J/s cm °QRef. 43], this heat dissipates
range of tunneling distance can map into a large dynami¢o the underlying fused silica substrate on a timescate 19
range of kinetic time scales for blinking, af@) the charging  picoseconds. This is four orders of magnitude faster than the
dynamics necessarily involve sampling regiomderiorto ~ average time between absorption eveptd00 ns for typi-
the QD. cal excitation intensitiesl ( ~ 1 kW/cn?) and experimentally

A commonly invoked model for QD charging is based onmeasured QD absorption cross sectior{srgg~4
double electron-hole pair formation, followed by single pair X 10 15 cn? (Ref. 12]. It is therefore reasonable to assume
recombination and QD ionization via an “Auger-assisted” that thermal variations due to the absorption of incident pho-
tunneling of either the remaining electron or hole. If we con-tons are not responsible for an “on”/“off” inverse-power-
sider the energy dependence of this process, the rate of Alaw behavior. Similar conclusions regarding the absence of
ger ionization per conduction band electron would be proporsubstantive heating effects have been obtained in spectral
tional to g* yunelAEc—Eg), where g* is the diffusion studies of single semiconductor Qbs.
photostationary fractional population in the excited state, To summarize relevant conclusions, the observed range of
AEc=Ec rs—Ec op is the tunneling barrier, anfl, is the ~ “on” to “off” blinking timescales (10~*- 10" s) necessarily
CdSe QD band-gap energy provided by carrier recombinainvolves trap statesxternalto the QD. This should be con-
tion. Hole tunneling, i.e., electron transfer from the fusedtrasted withsurfacetraps on the QD, where much faster
silica to the QD(process No. 3 in Fig.)3ds also possible and tunneling rates can compete more effectively with the
will be discussed below. The maximum available energy forl0 ’'—10 8 s fluorescence lifetime and thereby influence
Auger-assisted photoejection via one photon plus a secongmission quantum yields. While tunneling of conduction-
electron-hole pair recombination &;,+hv~4.57 eV, with  band electrons to external trap sites is the only significant
as little as ZE4(~4.06 eV) if relaxation tdE op takes place  pathway available at low light intensitigs.g., process No.
prior to the Auger event. If this exceeds the conduction ban@®), an Auger-assisted tunneling procéssy., process No.)1
barrier (AEc), direct Auger ionization of a conduction-band could in principle also play an important role at the
electron can occur at a ratff ye.. Where yq,. is the rate of >0.1-kWi/cnt intensities more typical of single-QD experi-
laser excited electron-hole generation. Singg. andg* are ~ ments.
typically >10°/s and>10"2, respectively, the QD will rap-
idly ionize, becoming dark according to the charging model.
Indeed, little or no QD fluorescence is observed on conven-
tional (borosilicate glagscover slips, which is attributed to a Given possible ionization pathways and likely sites to
sufficiently small AE to allow direct “over-the-barrier” which the electron localizes, we consider several models.
ionization. Conversely, the fact that little or no QD chargingOne can immediately reject a quantum jump picture, which,
occurs on fused silica cover slips at low light intensifies, as described earlier, refers to random interruptions of a fluo-
thus permitting strong QD fluorescence to be observed forescence cycling transition by infrequent jumps to a single,
long periods, implie\E to be larger thar~4.57 eV. This nonemissive “dark” staté’~>°As noted previously, this pre-
observation rules out any direct Auger charge ejection ovedicts exponential probability densities for bofh( 7., and
the barrier, though Auger-assisted carrtannelingwould  P(7.g), i.e., qualitatively inconsistent with what is observed
still be feasible. for isolated semiconductor QDs. Furthermore, the long ti-

Since comparable reverse barrier heights exist for electromescale of the intermittency would be inconsistent with cal-
return to the QD, this process must also be dominated byulated lifetimes of such nonemissive QD electronic stétes.
tunneling. A photon-assisted QD neutralization is unlikely, as The mechanism that at first most simply rationalizes the
it has generally been observed that the off-time distributiordistributed kinetics inP(7,,) and P(7.4) is an Arrhenius
is essentially independent of laser intendity'**"**From  model. Historical precedence for this approach lies in the
Fig. 3 it is evident that trap depths relative to the barriermodel of Randall and Wilkin& developed to explain in-
(Ec g9 must bex>1.5 eV to energetically allow electron tun- verse power-law behavior in the phosphorescence decay of
neling from the QD. Likewise, to obtain the necessary dy-amorphous semiconductors. This model assumes the exis-
namic range of electron-return rates requires vacuum tunnetence of(i) an exponentially distributed density of trap states
ing distances |~1-2nm, as described earlier, with versus trap depthHy), i.e., p(Et)xexp(—aEy); (i) an ex-
negligible contributions from lower barrier tunneling through ponential dependence of trap-phosphorescence decay rates

B. Activated Arrhenius model
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versus depth, i.ey(Er)xexp(—E/kT); and (i) a distribu- ~ where

tion of photoexcited carriers “trapped” within the material.

These assumptions lead analytically to lgm)o7~™ phos- y(h)=Aexp(—li/lo) (1b)
phorescence decay with=1+ akT, where 1k reflects the g the tunneling rate to sitg ;=1 A (1 eV/AE)¥2 is the

1/e depth of the exponential trap distribution. It is important characteristic electron tunneling distance from the QD to the
to recognize that this power law behavior results from ayap through an average barrigE, andA~ 104/s is a typi-
static ensemble of trapped carriers, each decaying exponegs| electron escape attempt frequency. Replacing the trap

tially in time. Thus, when applied to a single QD with many gypscript(i) with its locationl and assuming a distribution,
static trap states, this correctly predicts an inverse power Iav,g(|)’ of trap sites, Eq(1) yields

off —on recovery. However, the rate for electron ejection to

such an ensemble of static trap states would go asuhe Q(7)/Qo=exp— 7/ 7y), (2a)
over all individual transitions, thus incorrectly predicting ex-

ponential kinetics for ons off blinking. An additional prob-  Where

lem with the QD Arrhenius model is the lack of any observed

temperature dependence; temperature measurements from 7'81:2 Wi):J’ p()y(1)dl. (2b)
300-400 K show no changes in for on— off or off—on i

switching, whereas the predicteth=1+ akT behavior
yields variation significantly greater than experimental
uncertainty:' =13 More conclusively, cryogenic studies con-
ducted over a much larger dynamic range between 10 and

300 K also reveainto be temperature insensitive, effectively f(1)=p(l )y(l)/f p(D)y(hHdl. 3)
ruling out any thermally activated mechanigm.

Furthermore, the fractional probability that an ionization
event fills a trap at distandeis

yielding anexponentiallydecaying distribution of distances
to neighboring trap sites.

We next consider the electron recovery process. If the

Following previous suggestiort§we assume that a neu- carrier can only return to the QD from the initially filled trap
tral QD fluoresces and a charged QD is dark. An electrorii.e., no trap-to-trap transfgrthe average time dependence
tunnels out of the QD through an external barrier to a trap a@f a charge localized dtis
distancd from the QD surface. Auger assisted ionization via
tunneling(process No. 1, Fig.)3nay dominate QD charging Q(l,")/Qo=exd —v'(I)7], (4)
at typicall, values used in single QD fluorescence experi- Do , : o
ments; however, the following model applies equally well towherey (l)_AEXp(._I/I.O) an_d primes d|§t|ngU|sh the. elec-
tunneling electron loss from the conduction bapidocess f[ron ““&”” Versus eject|,o r11/2d|rect!on. _An _|mpor_tant point here
No. 2, Fig. 3 by simply making the tunneling prefactor in- 1S thatlg=1 A_ (1eV/AE')™* can in principle differ froml,
dependent of, . Replacing electron loss/return with hole by wrtug of different barrier heights for carrier ejection ver-
loss/return, i.e., electron transfer to and from neutral/positiv&yS Carrier return to the QD. For example, electron recovery
trap stategprocess No. 3, Fig.)3yields equivalent results in ¢&n be tEc op (or nonradiatively tdy op), whereas Auger
the following model, but for simplicity we assume only con- 2SSisted ionization can occur from higher enerdieg.1—
duction band electron transfer to and return from trap state-6 V) and will often be inelastic, as shown in Fig. 3. This
that are either neutral or negatively chargptbcess No. 2 translates into a smalleor large) average barrier for QD
We also assume that electrons leave and return to the QD I§'&r9ing vs neutralization, and provides a plausible mecha-
tunneling to relatively deep traps in the fused silica bandgaVism for deviations irl o/l from unity. _
with attachment energies-1.5 eV for which FS surface  The probability density for a trapping time of lengttis
states or impurities are probably responsible. Cooling rates
are on the order of-10'¥s, so that tunneling escape based P(l,7)=— dQ/dr
on energy pooling from two pair electron-hole annihilation ’ Q
events can be limited te-1 ps. Note that in the absence of
phonon assisted tunneliiguled out by temperature indepen-
dence, the trap state must be deep enough to place it belo
4.06 eV in Fig. 3.

We now consider a neutrafluorescing QD surrounded P(Toﬁ)zf f(HP(,ndl
by an array of trap sites on the FS surface that are energeti-

C. Charging-tunneling model

=7y (Dexd —»' ()], ©)

from which the overall off-time probability distribution for
AN ensemble of switching events is

cally accessible to tunneling at Auger levels of excitation
(~4.06 e\). The average QD charg®), will follow a rate If p()y()y' (Hexd —y' (1) 7]dl/poAly. (6)
equation

Here, for simplicity, the density of trap states is assumed
constant to be consistent with the previous one-dimensional
dQ treatment of tunneling rates. Integrating E6). f tant
== 4)Q, (1a) reatment of tunneling rates. Integrating 6) for constan
dr i p(1) and taking the limit A7)>1 leads to
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(ILT)AT (L+10/14) Ot_her changes responsiple for thelon/off switching could
= I : (7) arise from different bonding or atomic arrangements on the
(AT)= oo QD surface, including irreversible oxidatidf! that produce

nonradiative decay sites. However, regardless of origin, the

where I'(1+15/1,) is the gamma function. Thus, the number of such pathways available at any given time must
charging-tunneling model quite naturally yields a power lawbe one(or a few at mostin order to prevent the summing/
distribution inP(74) for a single QD. Furthermore, the pre- statistical averaging over multiple parallel rate processes that
dicted power law exponent,da=1+1//l,, can now differ  inevitably degrades the power law into simple exponential
from unity in a way that is physically motivated by the en- kinetic behavior.
ergetics in Fig. 3. This discussion leads to the following criteria for any

Of course, fundamental problems arise when this samphysical model consistent with inverse power-laws in both
model is applied to thd>(7,,) distribution; this is propor- P(r,,) andP(7.4). First, this behavior requires sampling an
tional to dQ(7)/dr with Q(7) given by Eq.(2a), which in-  exponential distribution of QD decay rates for electron
correctly yields an exponential decay. Furthermore, the timejection/recombinatiori.e., y(I) or y'(l)], each time the
constant for this decay is short sinegis given by the sum QD switches on or off. Second, there can be only one path-
in Eq. (2b) and is dominated by the largest tunneling ratesway (or at most a fewfor charging/recombination processes
associated with the closest trap sites. Such a prediction comt any given time, in order to prevent a summing/statistical
tradicts two aspects of the experimental data; namely, thaveraging over multiple routes and regression to exponential
P(7on is (i) well described by an inverse power law, aiid  behavior. Finally, the lack of any correlation between succes-
includes many long on times. It is worth stressing that thissive on/off events requires the QD and environment to be
problem is fundamental to any static model where the ordynamically fluctuating, with tunneling barriers changing
—off rate is obtained by summing over multiple kinetic randomly after each on/off event. Indeed, the absence of cor-
paths to many static trap sites. relation between successive on/off events requires these

It is tempting to fix this exponentidP(7,, problem by changes in on/off rate constants to occur on the same times-
proposing that the QD is initially turned off, by electron cale as the fluorescence intermittency, specificajiyichro-
tunneling from a valence-band trap (Jrimpurity site to the  nizedwith carrier ejection/recombination events.
QD (process No. 3, Fig.)3 The QD could then become
fluorescent by electron transfer to an external conduction D. Multiple surface charge model
band trap site, (Tr), and switched back off when the ejected At this point, a scenario that must be discussed is a “mul-
electron returns. The abowe (***) dependence for electron tiple surface charge” model. In this respect, it has been pro-
return from Tr would then describeP(r,), whereas posed that a number of charges decorate the surface of each
P(7o1) now decays exponentially. Transferring this extraQD*¢*8 The origin, type(electron or holg number, and lo-
charge back and forth might then provide alternate intervalgation of these multiple charges are not specified; however,
of inverse power-lawrg (***) and r{*** behaviors. How-  such a situation could arise from the surface localization of
ever, several problems exist with this scenario. First, such ane or both carriers upon photoexcitation of the QD. In this
model would suggest negative charging of the QD, whereamanner, the observation of single QD spectral diffusiex-
positive charging is what is experimentally detected. Secondplained as originating from fluctuating local electric fields
this model would incorrectly predict an exponential series ofas well as measurements of a large ground state dipole mo-
Ton (OF 7o) episodes with short average lifetimes, inter- ment for either wurtzite or zinc-blende QDs in dielectric dis-
spersed between a power law distribution f (or 7,,) persion measurements can simultaneously be rationalized.
dominated by many long episodes, a scenario that is ndDirect evidence of such surface localized charges can be
observed. More fundamentally, this model implies multipleseen in recent ensemble electron paramagnetic resonance and
parallel paths to QD charging. If the second electron transfeoptically detected magnetic resonance experiments, where
event occurs independent of the first, then geminate reconeng-lived (10  sec to tens of minutessignals associated
bination of the electron from the initially populated trap site with electrons and holes are observed, some light
is not necessary to switch the QD back on. With the fastestnhanced®*°However, explaining on/off fluorescence inter-
switching events dominating this kinetic sum over multiple mittency within the context of such a multiple surface charge
parallel paths, inverse power-law behavior is subsequentlynodel is not necessarily obvious and in what follows we
lost. The existence of multiple parallel paths also makes thelescribe where such a model might succeed and where it
probability of long 7., and 7. episodes negligible, as de- appears to fail.
scribed earlier. To start, a dynami¢fluctuating tunnel barrier responsible

This failure to predict power-law distributions in both for the on/off fluorescence intermittency can be recast,
P(r,) and P(7,,) is explicitly linked to any scenario that within the context of a multiple surface charge model, as the
involves a static environment of trap sites and tunneling barmovement of QD surface charges that alters the effective
riers. In contrast, it is entirely possible that atom migration(local) electric field experienced by the QD. In turn, such
and bonding rearrangements open and close trap sites or vaiyctuating electric fields and corresponding Coulomb poten-
barrier heights/widths. This is particularly likely in the pres- tials change both conduction banB(qp, Fig. 3 and va-
ence of the>2-eV incident laser radiation, and is also con-lence band energie€( op, Fig. 3), affecting the tunneling
sistent with observed spectral changes in the QD emid8ion. barrier height for carriers trying to lea®nize) or return to
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(neutralize the QD. In this respect, we have previously 2> Distributed Rat

shown that neither a static nor dynamic configuration of sur- 0 istribute ae;

face trap states can be solely responsible, for the long on- Yon > Y23 €

time/off-time intermittency. Rather, statestrinsicto the QD T Y ———>
; 12 21 ¢——— —  Charged [3>

are needed to account for the 16-10” sec to minutes on/ ' 9

off times seen experimentally. To explain the lack of tem- Yoff > Y32 ©

perature dependence to the blinking kinetics, the movement v

of surface charges occurs, not as a consequence of thermally [1>

activated eventgpossibly due to “deep” surface trapsbut ) o ]

rather through hopping/tunneling motion among available FIG. 4. Fluctuating _barrler _klnetlc model. The ground s_tate is
. S noted by|1) and the first excited state H8). Ground-state/first-

surface states. Consequently, an exponential distribution

. . excited-state transitions are governed by the excitationygtand
QD on/off decay rates can explicitly be linked to an EXPO-the QD radiative ratey,,. Transitions to an ionized stati), are

nential tunne'ling prob'abilitY(or Waiting time distribqtiom qf modeled by exponentially distributed,, and y,q rates representing

causing a fluctuating tunneling barrier for carriers leaving the

QD or returning to it from extrinsic trap sites. Note that we jzed) charges will dominate any on/off intermittency kinet-

have implicitly assumed thabsenceof any communication ics, preventing long on-times and off-times as well as inverse

between internal core carriers and external surface chargesower law behavior.

As it turns out, this is an unrealistic assumption whose prob-

lems and consequences will be discussed in more detail be- IV. PHENOMENOLOGICAL CHARGING-

low. Finally, the lack of correlation between subsequent on/ TUNNELING MODEL

off events can additionally be rationalized by the

synchronized reorganization of surface charges, associated

electric field, and effective tunneling barrier upon ionizing/  Although further efforts will be required to unambigu-

neutralizing the QD. ously characterize the explicit chemical/physical pathway for
One challenging problem with the above scenario arise®D blinking, we can nevertheless make progress by exam-

from the efficient communication between internal core carining predictions of simple mathematical models for this

riers and trapped surface charges. Simple calculations Shoghenomenon aqd, where appropriate, by making compari-

that core carriers sample the surface frequently, leading ongPns With experimental data. One such model, based on a

to speculate that internal carriers and trapped surface chargi¥€e-level system with a QD ground state), radiating

would undergo frequent electron-hole recombinati@D  (1eutra) excited state|2), and nonradiatingionized state,

neutralization events on sufficiently fast timescales to pre- [3), is explicitly illustrated in Fig. 4. Transitions frorttl)

vent long time on/off intermittency and power-law behavior, —*2) @nd |2)—[1) occur with ratesyy, and y,;, respec-

It takes onlyone of possiblymanysurface localized carriers tiVely. lonization and neutralization step&)«|3) occur

to neutralize an ionized QD, turning it back on. To illustrate, With @ range of rates that are exponentially distributed,

given a 4-eV barrier, free-electron mass, and separations bé\_/wtchmg randomly after each transition. The rates for leav-

tween 1 and 5 A, resulting tunneling probabilities within aind the “on” (12)—13)) and “off" (|3)—|2)) states, re-

simple one-dimensional scenario are high, ranging fronsPectively, are expressed as

10! to 10°°. To sustain a 10-s off-time where one has a

A. Model description

hole inside the QD and multiple electrons and/or holes deco- Yor(X) = Y23€XA( —X), (8a)
rating the surface of the QD, the internal hole must be im- L , 8b
mune to> 10" possible recombination attempts with not just Yor(X') = yz2€Xp(—X"), (8D)

one nearby surface electron but many. Furthermore, the iMyhere for an Auger-assisted ionization model the preexpo-
munity possessed by the hole toward recombination or netential factory,; can, in general, depend on excitation inten-

tr_alization must occur not just once but many times during &ity y,,, andx andx’ are stochastic variables. The normal-
given experiment, as witnessed by the abundance of long offeq distributions ok andx’ are given by

times seen in experimental single QD fluorescence trajecto-

ries. For a multiple surface charge model to account for such L(X) on= on €XP( — atgrX), (80)
long (us to min on/off times, internal/surface charge recom-
bination events must therefore be exceedingly rare, and even L(X") oft= ot €XP( — oiX'), (8d)

more infrequent than tunneling events between a QD and an

extrinsic trap site. The simultaneous presence of multiplé.e., larger values of, andx’ are exponentially less likely to
surface charges and a requirement that they remain inaccegecur. One should note that the choice of carrier return from
sible to internal core carriers is therefore a paradox and reg3) to |2) instead of|1) implies no loss of generality, since
resents the main conceptual difficulty in a multiple surfaceany measurable “on” event requires mafi)—|2) cycles.
charge model. Indeed, in any model where independent mdn essence, this model is equivalent to applying the equations
tion of each carrier is invoked, thiastestcharge transfer of the previous section, which only had significance to off
events between interndtore and external(surface local- —on switching, to both or:off and off—on events.
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| ' | is the photoexcited fractiom,/(n;+n,), in the upper state.
ol — | oot = 05 | Thus
s |
10° | : P(7,X) on= Yer(X)€XH — Yer(X) 71, (13
Fl% 0 i which when combined witlw.(x),,, from Eq. §c) yields
§ 10 i
5| ' aonl (1+ agn, Y237)
0 P(7on) = J AXLOO) P (7, X) o= — e
ol T a3
10 (14)

The three-level model in Fig. 4, with randomly switched,
exponentially weighted off:on and or-off rates, thus has
sufficient flexibility to predict the observed on/off power-law
FIG. 5. Plot of Eq(14) [or Eq.(11)] for P(7.) [P(7o)], when  distributions, as well as absence of correlation between suc-
@on [ o] =0.5. The prefactory,; [ ys,] is varied from 18/s to  cessive on and off events.
10'%/s (top to bottom, left side of graph Regions between the
dashed lines represent experimentally accessible time scales, coin-
ciding with theP(7,,) [P(7.%)] power-law behavior.

107 10°® 10° 10°
Time (s)

B. Monte Carlo simulations

In an effort to compare more directly with experiment,
We first consider the stochastic switching of a single QD.Monte-Carlo simulations have been used to investigate the
If the nanocrystal is initially “off,” with population only in  stochastic on/off blinking model discussed in the previous

[3), the rate of off-on transfer is given by section. Emission is assumed to occur dufyg-|1) transi-
tions, with these radiative events stored in bins. In the simu-

dng ' lations, the excitation ratey,,, is varied between 510°/s
ar Y€ TN ©  and 5x10%s, consistent with the absorption cross section

. _ ) and excitation intensitie$~0.1-1 kW/cnd) typically en-
wherex" is selected from Eq8d). Integrating Eq(9) yields  countered in single-QD experimertts The radiative rate
ny(7)=exp(—yse * 7) and a probability density for y,, is fixed at Ix10'/s, i.e., consistent with the value ob-

switching “on” at time 7: tained from these studidgide infra). The choice of trapping/
) ) recovery rate prefactorgys; andys,, is motivated by experi-
P(7,X" ) og=—dng(7)/d7=y36"* exp(— yse * 7). mental studies suggesting that relevant time scales for these

(100 prefactors may lie in a region between %19 and

10%/s.1214515ince more than foemitted photons are needed

to unambiguously determine on vs. off, bin times,{,) are

much larger than the characteristic times associated with

ol (1+ avgyr , Y307) and y,;. Typically 7,,=1 ms, with 0.5-ns time steps be-

) tween computational evaluations. Exponential distributions
of x andx’ are obtained from (/g0 IN(1—Y), with ran-

(11 dom selection of &£y<1. New x and x’ values are ran-
whereT is the incomplete gamma function. Fes,r<1, domly selected each time a transition is made fi@pm-(2)
P(7o) = aon(1+ o) “Ly32, Whereas foryg,r>1, (7)o OF [2—13). : .
anﬁ,},;zaoﬁl“(1+aoﬁ) 7 (ter) By way of example, . Figure 6_prOV|dEs exa(r)snples of such Mont_e Carlo simula-
P(7.%) from Eq.(11) is explicitly plotted versus in Fig. 5 tions, holding y;,=1x10°/s constant and independently
for ao=0.5 and several values ok, varying from 10/s to varying i, and y,3 .Oeljlgure;shﬁa) and Gdb)f correspoorgji toa
10'¥s. Note that the transition from time independent to”12 co7nstan.t at 5 10°s, with 3 varied from E><|1 's t?
power law behavior 5,7~ 1) may or may not be within the 1x10s. Figures &) and &d) depict Monte Carlo simula-

: ) — \/ H \/
window of experimentally accessible bin times, denoted b |on508W|th 12=1X107/s and yzs varied from 1x10'/s to
the region between the dashed lines in Fig. 5. 1x10°/s. Note that sincey,; and y3, determine the maxi-

Similarly, if the population is initiaIIy “on,” (i.e., Cycling mum ionization and return rate, the rate constant r&io

between|1) and |2)), then after an initial transient period = Y23/ ¥32, and more specifically the product 8ftimesf,

~1U(ya1+ 12, (n1+n,) decays exponentially t43) as the fractional population in the upper state, controls the av-

exﬂ:—;lff(x)lr] ’Whelre i erage on versus off character of the trajectory. For example,
e 1

as the productR increases from 2.5 to 500 in Figs(afh-
(129 6(d), the trajectories experience more frequent off episodes.
Note that the range of predicted fluorescence trajectories in
and Fig. 6 encompass the dynamic range of experimentally ob-
served behaviors in Figs. 1 and 2, in terms of fractional “on”
f=y12/ (y12F v20) (12b  times, frequency, and duration of blinking events, etc.

Weighted by the probability. (x') ¢, the average ensemble
result is

P( o) = f:dx'ux')oﬁP(r,x')oﬁ:

1+ @off Qoff
T V32

Yer(X) = Y12Y28 [ (v12+ Y21) = F Yor(X),
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600 [(a) fR=2.5(f=0.05; R = 50)

400 i i ‘ 1
I ! I Wl

200 | il 1

0 i n i 1, il 3

600 [(b) FR=5 (f=0.05; A =100) E

T

6000 F(c) fR =50 (f=0.5; R=100)

Counts/t ms

4000

2000

6000 [(d) fR =500 (f= 0.5; R = 1000}

4000 |

1

2000 ‘ E 104
i o o
0 1 2 3 4
Time (s) 102

FIG. 6. Monte Carlo simulations, emphasizing the stochastic En
nature of the “on”/“off” fluorescence intermittency. In all cases, % 10°
Tmin=1 MS, y,1= 107/, y3,=10°/s, and full trajectories span 80 s. W3
Between(a) and (d), the productfR, is varied from 2.5 to 500, a
showing corresponding changes in the on/off character of the tra- 102
jectories. (8) y;,=5x10/s, f=0.05 and R=50. (b) 7y;,=5
X 10°/s, £=0.05, andR=100. (c) v;,=10"/s, f=0.5, andR
=100. (d) y;,=10/s, f=0.5, andR=1000. 104 L

. 103 10 107 10° 10
The Monte Carlo data are subsequently analyzed in the
same manner as experimental fluorescence trajectories to ob- Ty ()

tain P(7on01) - An intensity threshold is defined, with events
FIG. 7. Log-log plots of(a) P(7,y) and (b) P(7.4) generated

above(below it signaling “on” (“off” ) transitions. Histo- trom the Monte Carlo traject h in Ei i all th
grams of on and off times are constructed and their probabilf®™ thé Monte Carlo trajectory shown in Figi. In all cases the
; o . . threshold defining “on” from “off” is 100 counts/1 ms and the
ity densities generated, employing the same algorithm used

. . 1113 solid line is a linear fit to the data, suggesting a power-law behavior.
to analyze experimental trajectori#s!® Figures Ta) and Extracted slopes and standard errors are shown
7(b) showP(7,,) andP(7.4) from an analysis of Fig. ®), '
based on a threshold at 20% maximum intensity and an 80-s
total trajectory. The power-law behavior IR(7gn0n) IS dn, _ _
clearly reproduced, with fitted power-law exponefts,, o Yt ran=0, (153
=2.21(7),my=1.96(4)] close to what is predicted (1
+ agno~2). Worth noting are the slight but systematic de-
viations from pure power law behavior in boB r,, and %7 B n + -0 (15b
P( 7o) at short times, where the number of events are suffi- ar - v (v (Yo )Nz +(yor)Na=0, ~ (15b)
ciently large to expect good statistics. This is due to the finite
bin size and choice of threshold, which undercount multiple
on/off blinking events occurring during a singte,,. This
illustrates that additional information about blinking on
faster time scales should be encoded within the intensity
fluctuations and represents another potential avenue of inve;\ﬂer a brief induction periog (y,o+ y,7) ~*
tigation in the analysis of fluorescence intermittency,

dng
W:<70n>n2_<70ﬁ>n3:o- (150

~25ns,n; and
n, achieve a steady state population ratio fefn,/(n;
+n5,)= y1o/(y12F v21). If we neglect blinking, the fluores-
cence intensity is

The average result from a single QD that repeatedly
cycles on-off should be equivalent to an average over an
ensemble of QDs. Such ensembles can be modeled by em- ton=Ty21= Y22y21/ (y12+ 720),
ploying transitions betweef2)—|3) and|3)—|2) with aver-
age rates yon and{yox). Using(yonof) in steady-state rate which is the maximum experimental intensity that can be
equations for the ensemble-average populatignsn,, and  observed for a givem,,,. If we include blinking, the aver-
ns yields age intensity per QD decreases to

C. Analysis: steady-state results and average values

(16)
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Y12Y21 10° (a) Direct tunneling 0
lgp=n = -
(ley=n2¥21 ., L Yor 1
Y211 Y12 <’Yoff> 101 ¢ — 10 — —
ra oo (17) SIRLE] T — R=100 ———
Yo =
( 1+ v/ y12t ﬁ) v
Yoff 109 | G R 1000 o
The average fraction of time a single QD is in the on state /o
(i.e., ineither state 1 or 2 can now be defined as 104 ¥
<70n>> -t 100
Fon= ( 1+f . (19
o = 11
Equations(16)—(18) constitute the three experimental ob- 102}
servables that we wish to predict from the model parameters. ~
For a sum over sequential single particle events, the average i/:‘\'
steady state rate is given by  1o*
v
<70n/off> = 1/< 7'on/off>a (19 105}
where( 7m0 IS the average time spent in a0 is the
average rate for decaying out of the on or off statgor) .
can be obtained from the known power-law distribution 100
10
{Ton/offf max
(Tonroft) = d7P(Tonsof) 7 (20) y
0 107 ¢
with P(7on01) given by Eqgs.(11) and (14) and { 7on/offf max S
obtained from the maximum,,.s observed in a given data A, 107
set. However, since the average time for a single “er” v
“‘off” event is Tontof{ X) = U Yonio(X) = U(y233£ ™), 10°%
(Toniof) Can be evaluated most directly as the average of
Toniof(X) Weighted byL (X) onoft, 10
Konloff -4 2 0 2 4
T = dxL(x 7(X , 21
< on/off> JO ( )on/off ( )on/off ( ) |0g('y12/’~{21)
whereX,nor is the maximum value of corresponding to the FIG. 8. Plot of the average fluorescence intengity, )/ y,1, Vs

{Tonort Upper limit in Eq.(20). For present purposes, it suf- the excitation rate ratioy;,/y,; [Eq. (17) in the texi. (a) Direct

fices to require that (X,n0n) X N~1, or equivalently that tunneling model, where,; is independent of, and where differ-
{ Tonsofttmax= 1 Vorvof{ @omorN) Yo where N is the maxi-  ent lines represent variations R=y,3/y3,. (b) Auger-assisted
mum number of observed on/off switching events. Thus irfunneling model where/,3= ¢1,. Different lines represent varia-

the same limit of ¢7)>1, one finds (8 agper<1) tions in ¢. In both(a) and(b) the closedopen symbols are maxi-
mum (average data taken from an analysis of Monte Carlo trajec-
alle tories. (¢) Comparison to experiment where the clos@pen
(m)= 1a N(1- ey =1 (22 symbols are maximurtaverage normalized intensities taken from

an analysis of experimental data. Lines represent predictions for a
for both “on” and “off” subscripts. Repeated application direct tunneling model.
also yields
" essentially equivalent to plotting the fractional population in
(Yo (Tof) ok off 9 _ Fon| Vo)~ (anrs| Yon |2) againsF excitation intensity,T. _In Fi.g. 8(;;\), we first _take
) = (Tor) = al/aon( )N off on (%) v23 10 be mdependent_ df, . Wlthm this “d_|rect t_unnellng"
on 23) model, (I )/ y,, rises linearly with laser intensity and then
( saturates at 1/(R), whereR= y,3/y3,. Good agreement
which for a givenN can be used to estimate the experimentalis obtained with the correspondifg)/ v, values from the
observables in Eq$17) and (18). Monte Carlo simulationgopen circleg for y,3; and y5, pre-

In order to test these predictions against Monte Carlo reexponential factors corresponding t@~10-100. Dark
sults, average fluorescence intensitigg;)/y,,, are plotted circles indicate the corresponding maximum fluorescence
in Figs. 8a) and &b) versus the excitation rate ratig,/y,;  rates,{lg)max=lon, again in excellent agreement with the
for a series 0R= y,3/y3, values. Sincey,,=1,o/hv, thisis  steady state results of E(L6). To help assess the validity of

1_Cl/0ﬁ
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an alternative “Auger-assisted” mechanism for QD ioniza- (@) Direct tunneling
tion, we have also performed Monte Carlo calculations for a 10° ==

multiple photon model, where the ionization ragg;, in-
creases linearly with laser intensity. Analytic predictions of
this y,3= ¢y, model are plotted in Fig. (8) for several
values of¢, and they are compared with the Monte Carlo
results. Note that for any finite ionization ratee., ¢#0), 102k \ \\.\_ R=100 — ——1
the average fluorescence rate first increases but eventually ‘\
decreases with, , due to more efficient two-photon ioniza- N
tion of the QD. This is in good agreement with the results 103 L T =~1000 ——- =
from Monte Carlo simulations ofl )/ y,, for ¢~1 (open
circles and maximum fluorescence rat@s) max/ y21 when

107 | \ .\\ e 4O e E

<F, >
e

(b) Auger assisted

¢~0 (closed circles However, these “Auger-assisted” tun- 100
neling predictions prove to be in poor agreement with experi-
mental datdFig. 8(c)], as will be discussed in more detail in 102}
Sec. V. . N 0
Next we turn to{F,,,), the fractional time spent in the on Lﬁg 104} \\\ 1
v

state. The results from Monte Carlo simulations are plotted N 10

in Figs. 9a) and 9b) vs the excitation rate ratioy,/ v»1) 106] ~N 100 \
for a series of(a) R and (b) ¢ values for the “direct” and ~
“Auger assisted” tunneling models, respectively. For the
“direct” tunneling model,{F ) falls from unity at low ex-
citation intensity down to an asymptotic limit ofRL/at high
intensity. By way of contrast, the Auger-assisted model pre- 100
dicts no such saturation effect, continuing to decrease uni-

formly with higher excitation rates due to the increasingly

efficient two-photon ionization of the QD. Monte Carlo re- 100 }
sults for the direct tunneling model are presented in Fig). 9
(closed circles for a.y=a.s=1 and indicate good agree- .
ment with the correspondinB= y,3/y3,~100 curve. Simi- 102 | N T~- R=100 ———]
larly, Monte Carlo data for the “Auger-assisted” tunneling \

mechanism are shown in Fig(l® (dark circle$, and are N
consistent with corresponding model predictions from Eq. 102 | e — 1000 — —- =
(18) for ¢=10. However, such Auger model predictions of a . :
uniform decrease ifF ., with increasing excitation inten-
sity appear unsupported by experimental measurements pre- log(¥;,/7,)
viewed in Fig. 9c). Though details of this analysis are de-
ferred to the next section, the data in Figc)Sshow a more ... " . ratioy1s/ v,y [EQ. (18) in the tex]. (a) Direct tun-

nea_rly_saturated depen_degce(ﬁf,),]) with Incregf]lng I3§e_r neling model wherey,; is independent of_. Lines represent dif-
excitation, once again in belter agreement with pre 'Ct'on?erentR=723/y32 ratios.(b) Auger-assisted tunneling model where

from a direct tunneling vs “Auger-assisted” tunneling , _ ;. "pifferent lines represent variations i In both(a) and
model. (b) closed symbols represent data extracted from an analysis of
Monte Carlo data(c) Comparison to experiment where the closed
symbols represent data taken from an analysis of experimental tra-
V. DISCUSSION AND COMPARISON WITH EXPERIMENT jectories. Lines are predictions of a direct tunneling model.

10-8 L

<F,.>

FIG. 9. Plot of the average fractional on timg,y, vs the

The mathematical analysis presented in Sec. IV C identi- . . L .
i .~ lonis the actual maximum emission rate of the QD. Inserting
fies several key observables that can be used to cr|t|call}ﬁ. . .

: is into Eq.(16), one obtains

evaluate the models presented herein. The three most acces-
sible experimental quantities afg |,,, the maximum fluo- N =1yt 1) 24
rescence intensity(i) (1), the average fluorescence inten- e 24
sity, and(iii ) (F,,, the fractional on time. We consider these The excitation rate can be obtained from the measured laser
in turn. intensity at the focus of the microscope, which is converted

The maximum fluorescence intensity, given by Etf),  to y;, using the measured QD absorption cross settian
is simply the photostationery fractional populatién in n, 488 nm, o ,55~4X 10 cn?. Equation(24) therefore pre-
times the intrinsic radiative rateyg,). This fluorescence in- dicts a linear relationship between 14, and 1,,, with a
tensity can be related to the maximum experimentally obslope 18 and an intercept corresponding to the radiative
served fluorescence count ratesl py,=Blon, Wheregis the  lifetime 75,=1/v,,. The data presented in Fig. 10 clearly
photon collection efficiency of the confocal microscope andsupport the expected linear trend and can be subject to a
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Intensity (kW/cm?) the average emission rate to drop by nearly two orders
10.0 20 1.0 0.7 of magnitude over the range of excitation intensities inves-
3x10°® - - tigated.
As a final note of comparison, experiment&l,., values
3x107t

are plotted against excitation intensity in Figc@ There
does not appear to be any significant change in the average
fractional on time over they;,/v,, range studied, though
more subtle trends may be obscured by statistical uncer-
tainties in the measurements. This is only marginally con-
sistent with the y,3/y3,~10 predictions from Eq.(18),

2x107°

)
<2x107%
-E

1/

X107 but is clearly in qualitative disagreement with the Auger-
- assisted tunneling prediction@.e., y,3<v,,) depicted in
5x10 )
Fig. 9b).
0 , . .
0.0 5.0x10° 1.0x107 1.5x107
15, (s VI. SUMMARY AND CONCLUSION
FIG. 10. Plot of the inverse maximum emission ratel (1) The experimental comparisons in Figs. 8-10, as well as

from 27-A radius CdSe QDs vs inverse the excitation rate£)/  he corresponding Monte Carlo simulations, suggest that the
assumingo 4gs—4x 107 1% c? [Eq. (24) in the texi. The line is a  Proposed phenomenological QD switching model accounts
weighted least squares fit to the data, yielding an effective collecfor much of the fluorescence blinking behavior observed in
tion efficiency of B=1.21)% and a radiative rate ofy,;~2 isolated semiconductor QDs. Monte Carlo simulations of the
X 10'/s (715~50 ns). model agree well with experimental on/off fluorescence tra-

jectories and explain their intensity-dependent behavior. Spe-

weighted least squares analysis. The fitted slope yieldifically, at low excitation rates there are long periods of
B=1.2(1)%, which is consistent with the reported micro- fluorescence with a relatively well-defined single “on” inten-
scope collection efficiend§ of 0.87 (1)%. Of more funda- Sity- At high intensities, however, whef&k> 1, both model
mental interest is the QD radiative rate, which frgrand ~ @nd data reveal that on episodes are typically brief and the
the fitted intercept isy,;=2Xx107/s or r,&=50ns. This fluorescence intensity fluctuates severely.
value is comparable to recent ensemble and single QD Analytic solutions to the model, based on exponentially
lifetime measurements, indicating,y to be between 20 and distributed tunneling rates for turning the QD on or off, be-
30 nst451-54 gin to elucidate why inverse power laws are seerbath
Calibration of photon collection efficiency and radiative P( 7., andP(7y). This is because tunneling rates vary ex-
lifetime permits us to extend this analysis one step furthemponentially with both distance and barrier height, thus per-
Specifically, the average fluorescence rdte;), expressed mitting a small dynamic range in either parameter to trans-
in Eqg. (17) can now be evaluated from the averages meatate into large om-off rate variations. Furthermore, the
sured experimentally. Additionally, this average fluorescencenodel successfully corroborates the behaviok Igf,/ ,1),
rate can be scaled by the experimentally measurgdto  (1/+,,), and(F, in both experimental and Monte Carlo
yield the (unitless fractional population in the upper radiat- data. Specifically, the much improved agreement between
ing state, i.e.{n,). Of special relevance, this can now be experiment and predictions of a direct tunneling model are in
compared with Monte Carlo predictions for both the “direct” strong support of conduction band carrier tunneling rather
and “Auger-assisted” tunneling models. The quantitativethan Auger-assisted tunneling as the dominant mechanism
comparison for maximum fluorescencd,{/y,;; solid  for QD charging and blinking kinetics.
circles and average fluorescencel §/vy,;), open circles If tunneling-induced QD charging and reneutralization are
intensities is demonstrated in Fig(cR As expected from responsible for the fluorescence intermittency, the identity of
Eg. (16), the experimental,,/v,, data show a clear satura- the states to which the carrier tunnels is of crucial impor-
tion of the maximum emission rate at high excitation ratestance. Based on physical barrier heights and characteristic
There is also quite good agreement with the intensity onsaimes for the longest and shortest on/off events, states 1-2
where saturation occurs, which is sensitive to the appropriatam away from the QD are likely to be responsible. Fused
choice ofy,,/y,;. Most interesting, though, is the behavior silica surface defects or impurity states may therefore be in-
of (Ig/y21) (open symbols which also shows clear evi- volved, suggesting that altering the substrate or increasing its
dence of saturation at high excitation rates. This is in excleanliness and/or homogeneity could have a major impact in
cellent agreement with Eq17) and suggests an ewoff better understanding and/or controlling fluorescence inter-
and off—on rate constant ratio dR= y,3/v3,~10. Further-  mittency. These conclusions may also have broader implica-
more, this is clearly inconsistent with any nonlinear two-tions for other systems, since the simple assertion that a
photon mechanism for electron ejection. By way of examplesingle fluorophore interacts strongly with the local environ-
for “Auger-assisted” tunneling wherey,; varies linearly  ment(through tunneling or otherwiseés likely to be a com-
with y1,, the Monte Carlo simulations in Fig.(l® predict mon feature underlying single molecule photophysics.
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