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A theoretical criterion for the origin of high-frequency current oscillations in double-barrier quantum well
structures(DBQWS's) is presented. The origin of the current oscillations is traced to the development of a
dynamic emitter quantum we(EQW) and the coupling of that EQW to the main quantum well, which is
defined by the double-barrier quantum well system. The relationship between the oscillation frequency and the
energy-level structure of the system is demonstrated to@-bA&Ey/h. Insight into DBQWS's as potential
devices for very high-frequency oscillators is facilitated through two simulation studies. First, a self-consistent,
time-dependent Wigner-Poisson numerical investigation is used to reveal sustained current oscillations in an
isolated DBQWS-based device. Furthermore, these terahertz-frequency oscillations are shown to be intrinsic.
Second a multisubband-based procedure for calculatifg, which is the energy separation of the quantum
states in the system that are responsible for the instability mechanism, is also presented. Together, these studies
establish the fundamental principals and basic design criteria for the future development and implementation of
DBQWS-based oscillators. Furthermore, this paper provides physical interpretations of the instability mecha-
nisms and explicit guidance for defining structures that will admit enhanced oscillation characteristics.
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[. INTRODUCTION double-barrier heterostructure. The lack of knowledge re-
lated to the origin of the intrinsic instabilities in double-
The search for compact solid-state based, high-frequendyarrier quantum well structure®©BQWS’s) directly ham-
power sources has been an important research subject fpers realizing an optimal desigievice and circujt of a
many years. Since the end of 1980s, resonant tunneling di-RTD-based oscillatof Thus, it is extremely important to un-
odes(RTD’s) have been treated as possible high-frequencylerstand the creation mechanism of the intrinsic instability in
power source$.However, as is well known, the traditional DBQWS's.
implementation of a RTD has not been successful as a power Historically, Ricco and Azbel suggested in their qualita-
source at terahertfTHz) frequency’® Indeed, the output tive arguments that intrinsic oscillation exists in a double-
power of a RTD is on the order gf watts at operation barrier structure for the case of one-dimensional trandport.
frequencies near 1 TH2This failing is related to the extrin- Their theory attributed the instability to a process that cycled
sic design manner of the oscillator that utilizes external cirin and out of resonance. Specifically, when the energy of the
cuit elements to induce the oscillation. This failing of the incoming electrons matched the resonance energy, the tun-
“traditional” RTD-based oscillator is tied directly to the neling current then charged the potential well and lifted its
physical principles associated with its implementations. Inbottom, thus driving the system away from resonance. The
fact, thef ~2 law points out that it is impossible to get higher ensuing current decreasie., that associated with the off
output power at terahertz frequencies for a single device utiresonancethen reduced the charge in the well, bringing the
lized in an extrinsic design manrfeln contrast to the extrin- system back to resonance, and a new cycle of oscillation
sic design of RTD oscillators, the intrinsic design of RTD commenced. According to such a theory, there should have
oscillators makes use of the microscope instability of RTD’sbeen current oscillation at the resonance bias. However, nu-
directly>® This type of approach will avoid the drawbacks merical simulation results contradict this simple thebry.
associated with the extrinsic implementation of RTD’s. It isIn another paper, it was theorized that the nonlinear feed-
believed that if the dynamics surrounding of the intrinsicback, caused by stored charges in the quantum well, was
oscillation can be understood and controlled, RTD sourcesgesponsible for the creation of the current oscillatidhiow-
based on the self-oscillation process should yield milliwattever, their phenomenological theory could not explain why
levels of power in the THz regimeHowever, the exact ori- the nonlinear feedback caused by stored charge in the quan-
gin of the intrinsic high-frequency current oscillation has nottum well at bias voltages lower than those associated with
yet been fully established. The transport dynamics in RTD'sesonance does not lead to current oscillatfom subse-
is governed by the quantum-mechanical tunneling procesguent studies of RTD’s, Jensen and Buot observed intrinsic
that occurs through a quantum well that is formed by aoscillations in their numerical simulations of DBQWS's.
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However, this initial work did not provide underlying expla- work, the oscillations were recognized to arise primarily
nations of the oscillation mechanism. Recently, Woolardfrom two interrelated processes. The first step is the creation
et al. suggested that the current oscillation might be causedf an EQW by quantum interference between the injected
by the charge fluctuation near the emitter barrier of theand the reflected electron waves. This process dynamically
RTD.'* However, the cause of the charge oscillation and howsccurs just as the device is being biased into the negative
the charge oscillation affects the electronic resonant tunneyjifferential resistancéNDR) regime. The intrinsic oscilla-

ing were not made clear._ Hence, the origin of intrinsic oscil-tjons are then induced as a secondary result of the coupling
lation has eluded revelation for more than a decade. Furthefenveen the EQW and the MQW that is defined by the
more, very high-frequency electron dynamics in tunnelinghpws. Here, the creation, time-dependent fluctuation, and
structures is of fundamental importance to nanoelectronicssubSequent dis1appearance é)f the EQW are key process’es that
Experimental investigations of similar time-dependent P'O-yetermine the formation of the-V characteristics and the

cesses are also receiving more attentibit. However, to intrinsic high-frequency current oscillation. As first revealed
date, there has not been a completely conclusive demonstrir 9 9 y curre T S
in another papef® the intrinsic current-density oscillations

tion of intrinsic oscillations in RTD’s. Hence, the develop- It 1 1 based fl . .
ment of an accurate fundamental theory that provides insigH€Su't from very small quantum-based fluctuations in poten-

into the catalyst of the intrinsic oscillation is a key first step U@l @nd are not driven by charge exchange between the EQW
for the successful design of an RTD-based oscillator. and MQW. Here the potential variations within the EQW and
In earlier work, a theory was presented that provided dMQW are completely in phase, and this indicates that the
basic idea for the origin of the intrinsic oscillation in a oscillation is purely of a quantum-mechanical origin.
DBQWS! This theory revealed that the current oscillation, It should be noted that the time-dependent tunneling
hysteresis, and plateaulike structure in th& curve are transport which occurs within the DBQWS is strictly a mul-
closely related to the quantum-mechanical wave/particle dudisubband transport process once the EQW is created. It is
nature of the electrons. In addition, these effects were showalso very important to note that the electron transport under
to be a direct consequence of the development and evolutiostudy is occurring within a time-dependent quantum system
of a dynamical emitter quantum welEQW), and the ensu- with dissipation and that this system is subject to open
ing coupling of the quasidiscrete energy levels that aréhoundary conditions. In this type of situation, strictly speak-
shared between the EQW and the main quantum well MQWhng, one must consider quasidiscrete electron transport where
formed by the DBQWS. Through this understanding of thea density of available tunneling states exist across a continu-
dynamical behavior of the RTD, it was possible to qualita-ous energy space. A rigorous analysis would require that a
tl\{ely pred|ct the_ existence of an oscillation. I_-|0wever, whll_efu"y time-dependent quantum-mechanical description be ap-
this initial description was able to self-consistently explam{HGd to derive the peaks of the time-dependent tunneling

all the physical phenomena related to the intrinsic oscillatio robability, which could then be used to predict the most

it could not provide quantitative design rules. This paperW|I_I robable energy states of the electron dynamics. In other

extend the earlier theory through the application of a basi ; :
guantum-mechanical model. A multisubband model for de- ords, the energy levels that we seek to identify cannot be

scribing the electron dynamics in DBQWS'’s will be devel- rigorously derived as energy eigenvalues S".“’e this is. not a
oped. The multisubband-based theory will provide a relationP"OPEr eigenvalue problem, i.e., the system is open, dissipa-

ship between the oscillation frequency and the energy—levetive’ and subject to instability. H_owever, the quaS|d|screte_
structure of the system. This subband model will be comEnergy-level structure can be estimated through an approxi-

bined with time-dependent Wigner-Poisson simulation remate analysis based upon the time-independent 8ehro
sults to providei) a quantitative explanation for the origin of iNger’s equation. The justification of this approach can be
the intrinsic oscillations in RTD’s, anli) a detailed design derived as follows. As already stated, the transport problem
methodology for future implementation and optimization ofunder study will contain time-dependent potential-energy
DBQWS-based THz oscillators. profiles under some conditior(e., when intrinsic oscilla-
This paper is organized as the follows. In Sec. Il, thetions are presentind this profile may be written generally as
fundamental theory for the origin of the intrinsic instability U(z,t)=Uq(z)+AU(z,t), where the last term contains all
in DBQWS'’s is developed. Section Il is devoted to verify the time dependency. As just noted, in this situation most of
the theory of the origin of intrinsic current oscillation in the electron transport will occur through a set of quasibound
DBQWS's presented in Sec. Il. Numerical experiment resultgesonant energy levels, i.e., defined by the peaks in the trans-
based on the Wigner-Poisson model of quantum devices wilhission function. The wave function associated with each of
be performed. The energy subband structure of the systefhese subbands may be modeled as
will be determined by solving a Schdimger equation. From
both numerical calculations, the instability behavior of the P (z,t)=e MRy (z,1), (1)
system is analyzed, and the underlying mechanisms influenc-
ing the intrinsic oscillations are established. In Sec. IV, genWhere Fy(t)=[odt'E(t’), Ei(t) has been defined as the

eral conclusions and design rules are given. real part of the time-dependent quasibound energy state, and
P (z,t) is the wave-function amplitude. Note that the previ-
Il. GENERAL INSTABILITY THEORY FOR ous model has been postulated through a modification of the

. . o t ’ ’
MULTISUBBAND SYSTEMS more rigorous relatlon//k(z,t)ze( i/h)[; At H(zt )l/fk(Z,to),

Previously!! a qualitative explanation was given for the whereH(z,t) is the system Hamiltonian. Note that the time
creation of intrinsic oscillations in a DBQWS. In this prior dependency inj, from Eq. (1) is introduced through dissi-
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pation effectdi.e., imaginary energy-state effect¥he qua- between the bands and no intrinsic oscillations. This is analo-

sibound system is now described by gous to the more typical transport problem where interband
coupling can be ignored and only the first terms in €.
Azt P(zt) =it IV (z,t) are necessary. In fact, it is this type of situation where the
KRS at concept of band transport is most often applied and most
useful. However, instability does occur when the system has
_ IR Vo (z0)+ih Vi(z,t) du(t) nonzero coupling and the difference of the subband energies
ot ke h(zt) gt satisfies the following criteria:

() Maximum subband coherence. The energy difference

In the limit of very small time-dependent potential varia- between subbands are equivalent, that is,

tions, ie., A'U(z,t)fo, we must havedi(z,t)/dt—0, AE(t)=AE(t)=|E () —E¢(t)| =const, le{l}hke k),
which leads immediately to 7)
N B where the set$l;} and{k;} are of equal number and
H(Zz )W (z,t) = B Vi(z1) (3) assume all possible values from the number sequences
since [aF(t)]/at=E,(t). Specifically, when the potential  1,2,..n, such as that withI{<k;).
variations in time are sufficiently weak then the model coef-(ii) ~ Partial subband coherence. A finite and countable
ficients[i.e., ¥, (z,t)] are slowly varying. This allows one to number of energy differences are equivalent, that is,

approximate the quasibound energy levels using the time-
independent Schainger’s equation and the time-dependent
wave function using Eq(1). Thus, in this multiple energy-
state semiconductor system, the wave function for the elec-
trons can be written generally as

AE(t):AE”((t): |E| - Ek| =const, | E{Ii},kE {k]},
®

where the setgl;} and{k;} of equal number, with
(I;<k;), assume some of the values from the number
sequences 1,2,n.,

N (i)  Minimum subband coherence. The intrinsic oscilla-
Wzt)= 2 Vi(z1). 4 tions are characterized by the condition where only a
k=t single set of subbands contributes to the instability,
Here, the wave function,(z,t) is assumed to be indepen- that is, AE(t)=|E,— E,|, wherel andk can assume
dent of theE,(t). In fact, 4 (z,t) can be viewed as thieth only one set of values from the energy-level index
subband energy-level coefficient for the total wave function 1,2,..n, andl <Kk.

that incorporates effects of dissipative or energy gains in-

duced either by scattering.g., electron phonoror the ap- Under these conditions, the carrier density can be written as

plied bias source, respectively. For these studies, time varia-

tions in ¢ (z,t) due to either internal dissipation or external

energy gains are not on the order of those under consider- p(t)=|y|2= >, (¥ (t)| (1)) +2 Refe  IAFO/AIG (1)},

ation (i.e., 102 Hz). Specifically, dissipation effects will not K

lead to oscillatory behavior that persists and the externally 9

applied biases are time independent. The carrier densities can

be easily derived from the subband wave functions as whereAF(t)zf})thE(t). The functionG, which denotes
the coupling between subbands, are slowly varying functions

p(t)=|y(t)|?. (5 of time and G#0, accounting for the nonzero coupling.

Here, we have suppressed the spatial variables in the expreég€r®: the incoherent subband terms in E@). have been

sions of density and wave functions. Substituting E@s. excluded. Also while the first terms have been retained, it
into (5) yields should be noted that they only contribute to short-term tran-

sients and to the final static components of current density
and electron densifyThe expression defined in E() re-
p(O=[9?=2 | (D)]? veals that intrinsic high-frequency oscillations can arise in
s any quantum system from the wave-function coupling be-
, tween multisubbands. The instability is specifically achieved
+2Re X i (Dyy(He  TROFA] once the subband structure satisfies one of the criteria given
kld<k) above and G+0. Further analysis of the equations can pro-
(6)  vide a clear physical picture regarding the creation of the
oscillation, the main key being the energy-dependent phase
factors. It should be noted that prior simulations have shown
that the self-consistent potential varies in a periodic férm.
Thus, it is reasonable to express the energy difference as

The oscillation terms in the above equation will usually be
smeared out by the cancellation effect induced by variation
in phase(e.g., unequal subband structures leading to condi
tions such thaE|1— Ex,#Ei,— Ekz). When these conditions

apply the transport can be described simply as an individual
summation over single subbands. Hence, there is no coupling AE(t)=AEy+ f(w,t), (10
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wheref(w,t) is a periodic function ana is the oscillation above and will be used to predict structural modifications
frequency.AE, is defined as the average energy differencethat lead to enhanced instabilities in arbitrary quantum well
between two energy levels for a system subject to intrinsicsystems.

oscillations, or the energy difference at the balance point.

Obviously, the phase differences in E§) between time

andt, can be written as IIl. NUMERICAL EXPERIMENT AND INSTABILITY

ANALYSIS
Ad(ty ty) = %[AF(tz)—AF(tl)] It should be noted that, up to date, there are no experi-
mental results regarding the intrinsic instability in

AE, 1 [t DBQWS's, to the best of our knowledge. Thus, it is crucial
= ——(t,—t;)+ _f dt’f(w,t’). (11 to employ well-accepted numerical techniques to verify the
h iy above-stated instability theory. The above-stated multisub-
band theory for the origin of current oscillations within
PBQWS's shows that the oscillation frequency of the current
and energy structure of the system are related in terms of Eq.
(12). Thus, this equation can be treated as a criterion for
1 AE, verifying the correctness of the theory. In order to verify the
T Th (12)  theory, we first did a numerical experiment. The Wigner-
Poisson model for quantum devices has been used to de-
whereT is the period of the intrinsic oscillation. The previ- scribe the transport behavior of carriers in a DBQWS. As
ous derivation allows us to establish a physics-based descriprill be shown, the results obtained from the Wigner-Poisson
tion for the creation of the intrinsic oscillation. An accurate transport simulations yield intrinsic current-density oscilla-
physical model for this instability process will be able to tions and time-dependent potential-energy profiles. This im-
describe the time-dependent variations in electron densitplies that the energy-level structure must change with the
and potential energy. Consider, for example, an arbitrary osime variation of the double-barrier tunneling structure. Fur-
cillation process and assume that the density of electrons attaermore, if one energy subband exists to conduct the current
particular real-space point reaches its maximum valug.at before the creation of the EQW, there will be at least two
The corresponding potential energy at this same space poienergy levels available for passing the current after the cre-
will also assume its maximum value at timgsince we are  ation of the EQW. According to our basic theory, the key to
considering the Poisson-equation-based interaction potentiahderstanding the intrinsic oscillation process is contained
(i.e., the Hartree approximation to electron-electron interacwithin the dynamics of the subband structure after the EQW
tion). Assuming an oscillation condition exists, this variationis created. Hence, direct information regarding the energy
in both electron density and electron potential energy willstructure must be generated to reveal the underlying mecha-
cycle periodically as the phase varies over. The model nisms. Thus, numerically solving the Sctiager’s equation
equation[Eq. (9)] for electron density directly exhibits this in terms of the potential profiles obtained from the numerical
type of behavior through the energy-dependent phase factorsxperiment, we can get the energy structure of the system at
In turn, this model would impose variations in the potentialgiven bias voltages. Comparing the current oscillation fre-
energy through the application of Poisson’s equation. Mostjuency obtained from the numerical experiment and that
importantly, the feedback influence of potential-energy variafrom Eq. (12), the correctness of the theory can be verified.
tions on the energy-dependent phase fafiter, defined in  The numerical technique for doing the numerical experiment
Egs.(10)—(12)] has been incorporated into the analysis.  and solving the Schainger’s equation for an open system
This gquantum-based model allows one to investigate thare mature techniques that will not be presented here. Read-
intrinsic oscillation process to determine the underlyingers can get information about the numerical techniques from
physical mechanisms responsible for the instability. Specifiour papers and other references!!18
cally, if detailed simulations are utilized to derive values for Intrinsic current oscillations have been numerically found
the subband structure and the appropriaté, under the by several research groups previousi¥: In this paper, for
condition of intrinsic oscillation then insight into the funda- convenience in determining the device structure able to cre-
mental catalysts can be obtained. Furthermore, as will bate intrinsic current oscillation, we employ the resonant tun-
shown later in this paper, this information can be used toeling structure extensively studied in the literature to verify
predict methods for enhancing the oscillation strength irour instability theory for multiband subband systeM8The
quantum well systems. The next section of this paper willdevice parameters used in our simulation are the following.
present simulation tools and studies that allow for a completdMomentum and position space is broken into 72 and 86
analysis of the intrinsic oscillations in DBQWS's. In particu- points, respectively. The donor density is 2
lar, the Wigner-Poisson-equation-based numerical experix 10'® particles/cm; the compensation ration for scattering
ment and the numerical solution of the Sdflirger equation calculations is 0.3; the barrier and well widths are 30 and 50
will be used together to derive current-density oscillations A, respectively; the simulation box is 550 A, the barrier po-
the subband structure, and the subband wave-function ampliential is 0.3 eV, corresponding to AGa, -As; the device
tudes. This information will be used to verify the fundamen-temperature is 77 K, except that we point out that the effec-
tal theory of the origin of intrinsic oscillations presented tive mass of electrons is assumed to be a constant and equals

Recognizing that the phase variation in one periodristBe
oscillation frequency of electron current, due to the subban
structure, is given by
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FIG. 1. The current-voltagd {V) characteristics of the double-
barrier quantum well structur®BQWS) considered in this study.

0.0667T,; the doping extends to 30 A before the emitter
barrier and after the collector barrier; and the quantum well
region is undoped. Bulk GaAs parameters are used to calcu-
late the relaxation time and the chemical potential. The
chemical potential is determined U&E\/Ef(e)de=2/3M(T
=0)%2, wheref(¢) is the Fermi distribution function.

Let us first consider simulation results generated from the
Wigner-Poisson model of quantum devices. Figure 1 shows
the averagd-V characteristics for the DBQWS. THeV
characteristic exhibits the plateaulike structure, which has
been observed in experimental measuremthitsshould be
noted that instability in the current densities is present within
the bias region 0.240 to 0.248 V. Figure 2 plots the current
density as a function of time for several values of applied
bias. These simulation results exhibit the following important
features. First, there is bias voltage wind@VW), defined

intrinsic oscillations. Second, in the vicinity of the bias volt-
age point 0.248 V, the current oscillations are stafle.,

Self-consistent Potential (eV)

Electron Density/(1018/cm3)
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FIG. 3. The time evolution ofa) the electron-density distribu-

tion, and(b) the self-consistent potential energy, at a bias voltage of
from 0.240 to 0.248 V, in which the current demonstratesn.208 V.

they are oscillatory and nondecay)nén our simulation, we
have chosen the total simulation time to be 4000 fs. Com-
pletely stable oscillations were only observed within a small

—— 0232V neighborhood around the bias point 0.248 V. Figures 3-5
7 ooy show time-dependent self-consistent potential and electron

Current Density (1 0° A/cm2)

500

1500
Time (fs)

2500

3000

densities at the bias voltages 0.208, 0.248, and 0.296 V, re-
spectively. Collectively, these figures give the potential pro-
files and electron-density distributions in the BVW and out-
side the BVW. From these figures it is apparent that the
current oscillation in the BVW is concurrent with oscillations
of potential and electron densities in the whole region of the
device. The oscillations have the following noteworthy fea-
tures. Before the bias reaches the BVW regifam example,

at 0.208 Vj, the potential and electron densities oscillate for
a very short time before settling into a stable state. This
feature, which spans a significant region of bias, offers
strong evidence against Ricco and Azbel's théap the
origin of current oscillation in double-barrier systems. In the

FIG. 2. Current density as a function of time for the DBQWS BVW (at 0.248 Vj, all the nonperiodic transients of the po-

over the bias voltage window of 0.240-0.248 V. The current oscil-tential and the electron densities cease after 100 fs. Further-
lation period at 0.248 V is 360 fs.

more, all oscillations are significantly damped outside the
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FIG. 5. The time evolution ofa) the electron-density distribu-
FIG. 4. The time evolution ofa) the electron-density distribu- tion, and(b) the self-consistent potential energy, at a bias voltage of

tion, and(b) the self-consistent potential energy, at a bias voltage oP'Z% V.
0.248 V.

thermore, the interaction between the energy léweluding

the conduction-band edge in the emittar the EQW and
BVW (for example, at 0.296 )/ The time-dependent results that in the MQW will greatly influence the transport of elec-

for potential profile and electron density can be used to retrons through the DBQWS. Several factors jointly influence
veal some of the underlying causes of the intrinsic oscillathe tunneling process. The coupling between the conduction-
tions in DBQWS's. band edge in the EQW and the lowest-energy level in the
The simulation results show that upon entering the BVWMQW plays a key role and tends to lift the energy level in
an EQW is observed to form in front of the first barrier the MQW, while at the same time it depresses the
structure. According to our qualitative and time-dependentonduction-band edge in the EQW. On the other hand, the
quantum energy-level-coupling model, previously given inapplied bias has exactly the opposite effect on the energy
Ref. 11, the fundamental origin of the intrinsic oscillation level in the MQW. The interplay of these two opposite forces
can be understood on the following basis. After the bias voltdetermines the existence of the EQW and thereby the major
age passes the resonant point, the sudden increase in tfeatures of the current-time and current-voltage characteris-
electron reflection coefficient associated with the DBQWStics. These prior arguments, based upon coupling mecha-
leads to a dramatic increase in the amplitude of the reflectedisms between EQW and MQW, provide a qualitative expla-
electron wave. The interference between the injected and theation for the origin of the instability. However, a more
reflected electron waves causes a large spatial depletion detailed and indepth investigation is required to establish a
electron density in the emitter regiéh.The depletion of robust and quantitative description of the oscillation physics.
electrons induces a drop in the potential and forms an EQW. As stated in Sec. Il, the energy-level structure of the
Also, the depth of the EQW increases with the increase oDBQWS and the spatial distribution of the wave function are
the bias voltage, and the energy level of the EQW separatasucial in determining the origin of the intrinsic current os-
from the three-dimensional states in the emitter region. Fureillation. Furthermore, Eq12) is a criterion in verifying our
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FIG.‘ 6. (@ The _energy-subband structure_ referenced to the FIG. 7. (a) The energy-subband structure referenced to the
potential-energy profilglb) the square of normalized electron wave

. . : ._potential-ener rofil the square of normalized electron wave
functions referenced to the potential-energy profile, both at a b|a$ gy profileb) d

. : ) unctions referenced to the potential-energy profile, both at a bias
voltage of 0.208 V_and_ a time of 2.500 fs.. Since the eIe_ctrorElln_ voltage of 0.296 V and a time of 2500 fs. These figures show that
andE, are located in different spatial regions, the coupling function

G~0. Furth iNCE.>0. the lifeti f the state | there too many energy subbands in the system. The contributions of
h t. T;:r etrkr]nore, s:pc t3) i » 'he 'Zléne 0 ? N ade IS VETY the subbands lead to a cancellation effect. Thus, no oscillation can
short. Thus, the coupling be wedty andE5 cannot produce cur- be observed even though the coupling between some subband pairs

rent oscillation. exists

guantum coupling theory of the origin of the intrinsic oscil-
lation in DBQWS’s. Thus, we numerically solved the Schro different spatial regions. This leads to the fact that the
dinger equatioEq. (3)]. energy-subband coupling functi@in Eq. (9) approximates

In solving the Schrdinger equation, the time-dependent to zero. Thus, the coupling between these two energy levels
potential-energy profiles that were generated by the numeris neglected. Hence, this subband structure does not meet any
cal experiment were utilized. These time-dependent potentiaf the oscillation criteria as stated in Sec. Il. In addition,
profiles can be used to generate time-dependent subband libese results are consistent with the results of Fig. 2 that
havior that is approximately consistelite., except for show no oscillations at a bias voltage of 0.208 V.
energy-state broadenipgvith the observed current-density ~ Consider next results that correspond to applied biases
oscillations. above the BVW where oscillations are also not predicted by

Consider results that correspond to applied biases belothe Wigner-Poisson model. Figure 7 shows the time-
the BVW where oscillations are not present. Figui@ 6 independent energy-level structuf@gain referenced to the
shows the time-independent energy-level structure referenadevice CB profil¢ and the square of the wave functions
to the device conduction-ban@CB) profile and Fig. @)  within the DBQWS at a bias voltage 0.296 V and simulation
gives the square of the wave functions within the DBQWS atime 2500 fs. Here, we see that an EQW has formed due to
bias voltage 0.208 V and at a simulation time where steadythe presence of significant reflection from the first barrier,
state conditions have been reachied., 2500 f$. Here the and there are six energy levels in the system with negative
subband energy levels are referenced to the energy at tlemergies. From Fig. 7 we can see that all energy levels except
emitter boundary. Though there are two energy levels witiE; may contribute to the oscillation. However, because of
negative energies, they do not contribute to the current. Figthe difference ofAE;;=|E;—E;|, the oscillations will be
ure 6b) shows that these two energy states are localized ismeared out. Hence, the subband instability criteria are not
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0.00 8(b) gives the energy-level structutagain referenced to the
@ Bias Voltage: 0.248V device CB profile and Fig. §c) gives the square of the wave
001 T e e T T S e functions of the DBQWS. Results in Figs(b8 and 8c) are
----- e __ for a bias voltage of 0.248 V and a simulation time of 2500
-0.02 T fs. From Figs. &) and 8c) one can see that there are only

two energy levels E, and E;) that are strongly coupled.

.................................................................

Energy (eV)

-0.03 | - These two energy levels contribute to the current oscillation.
............... £, This case corresponds to that of minimum subband coher-

0.04 | |=mmmmm- E, ence discussed in Sec. Il. It is easy to calculate that the
e B4 average of the energy difference between these two energy

-0.05 - \/\ levels is 11.07 meV. Thus, E€¢L2) now predicts an intrinsic
/ oscillation frequency of

-0.06 : : : ; . -
1000 1100 1200 1300 1400 1500 1600 1700 1
Time (s) v=g= 2.68 THz. (13
2 ] Numerical experiment shows that the oscillation frequency
(b) m $;;se?’ggggg 0.248V for the current density is 2.8 THisee Fig. 2 Hence, the
B2 ' quantum energy-level-coupling theory of the origin of intrin-
h sic current oscillation agrees well with the numerical experi-
o B ment result, with only 4% error of that obtained from nu-
\“;’: merical experiment, which is based on a compl@nd
S R o A physically completesimulation model.
5 ; ) KJ """""""""""""""""""""" The above statements and figures clearly show that there
R | De— P?tem'a' is a BVW in which the current oscillates. For the resonant
------ E, tunneling structure used in this paper, the BVW is very nar-
Nl o) | —— Ea k row. This is traced to the creation mechanism of the EQW.
o3 ¢ With the increase of the bias voltage, the EQW is created

— T T after the bias passes the resonance bias voltage. It becomes
450 50 100 150 200 250 300 350 400 450 500 550  geeper and deeper with the increase of the bias voltage. In
this process, the bias voltage moves into the NDR region and
the criteria for creating current oscillation in the device struc-
ture are satisfied in a certain bias voltage region, that is, the
BVW. Before the bias voltage moves into the BVW, there are
not enough subbands within which the electrons in the sub-
bands can sit in a same spatial region and provide the nec-
essary coupling for the creation of the oscillati@mee Fig.
6(b)]. After the bias voltage passes the BVW, there are too
many subbands that may contribute to the oscillation, result-
ing in the cancellation effect described in Sec. Il. Thus, cur-
rent oscillations exist only in the BVW. It should be noted
s B B that for the device structure used in this paper the BVW sits
0 50 100 150 200 250 300 350 400 450 500 550 in the NDR region. This is not appropriate for device appli-
cation. Our recent research shows that the BVW can be
moved to a positive differential resistance region in terms of

FIG. 8. (a) The time evolution of the energy-subband structure @ careful design of the em't_ter of the device.

at a bias voltage of 0.248 Vb) The energy-subband structure ref- 1 ne above analyses verify that the energy-subband cou-
erenced to the potential-energy profile) the square of normalized Pling and the subband electron distribution in the DBQWS
electron wave functions referenced to the potential-energy profile@re the key underlying mechanisms for inducing the instabil-
both at a bias voltage of 0.248 V and a time of 2500(é.shows  ity. Moreover, the subband energy-level-coupling model pro-
that only electrons irE; and E, are located in the same spatial Vides basic insight into the phenomenon and offers guidance
region thereby having effective coupling. Numerical calculationfor defining structures that will admit enhanced oscillation
shows that the widths d; andE, are on the order of 10 Thus,  characteristics. These observations will be summarized in the
they are the only subbands able to contribute to the oscillation. next section.

met, and the model predicts no oscillations in agreement, coNCLUSIONS AND DESIGN CRITERION SUMMARY
with the Wigner-Poisson simulations.

Finally, consider the structure subject to a bias that in- In summary, a theory describing the origin of the intrinsic
duces oscillations. Figure(® shows the time-dependent oscillations in a DBQWS has been presented. The relation-
energy-level structure at a bias voltage of 0.248 V. Figureship between the oscillation frequency and the energy-level

1.0 4

0.5

Normalized Square of Wavefunctions
o
o

-1.5

Distance (Angstrom)
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structure of the DBQWS has been established. The theorynderlying catalyst for the intrinsic instability immediately
shows that the guantum-mechanical coupling between thprovides guidance for alternative heterostructure systems
subbands is the root cause of the instability and selfthat should provide superior oscillation performance. For ex-
oscillations of the electron density and electron current. Furample, in the DBQWS under study the subband coupling
thermore, the intrinsic oscillations arise directly as a result ofevelops between the MQW, which always exists, and the
the coupling between the energy subbands. Here, the mafRQW that forms only at certain biases due to interference
drivers of the process are the in-phase fluctuations of potergffects arising out of quantum reflections from the first het-
tial energy within the EQW and MQW that arise out of the €rostructure b_arrler_. An alte_rnanve approach for realizing in-
subband coupling. Therefore, the instability is a purelytfinsic oscillations is to ut|_I|ze a double-well system con-
quantum-mechanical phenomenon with the frequency of osstructed from a triple-barrier heterostructure system. This
cillation determined by the average energy difference of théPProach will provide more latitude in biasing the device, in
quasidiscrete subband pairs that contribute to the oscillatiofhat oscillations should be produced over a wider range of
These studies establish the fundamental principles for th@Pplied bias. There is also the possibility that a multiple
intrinsic oscillation mechanisms. Most importantly, thesedouble-well system may be combined to realize larger oscil-
studies also provide explicit guidance for defining structured2tion amplitudes. Also, as the fundamental driver of the in-
that will admit enhanced oscillation characteristics at operastability is the subband coupling, it is certainly possible to
tion frequencies within the terahertz regime. envision single-well systems that yield coupled subbands
Any practical implementation of a quantum-mechanical-(€-., parabolic wellswith the potential for producing intrin-
based intrinsic oscillator device to implement a very high-Sic oscillations. Finally, as was directly demonstrated by the
frequency source will require an analysis of the basic devicstudies presented here, it is possible to utilize well engineer-
with the embedding circuit. However, these fundamentaind to modify the shape of the quantum wells and enhance
studies provide important information regarding the desigrin® amplitude of the observed current-density oscillation.
of the resonant tunneling structures that have the capacity for (i) Since the subband coupling has been shown to pro-
admitting the necessary instability properties. This paper haduce the instability, it should be possible to design structures
presented Wigner-Poisson simulation tools for identifyingthat yield enhanced oscillation amplitudes through engineer-
the occurrence of intrinsic oscillations and has developed 9 the energy-level separations and the associated phase of
simplified subband model for generating the energy-staté€ quantum-mechanical scattering-state functions. Specifi-
structure. A summary of the basic design criterion estabcally; the theory has demonstrated that the oscillation is a
lished by these studies include the following: product of individual subband-pair coupling. In particular,
(i) For certain applied biases the DBQWS develops arfesults from this study demonstrate(_j a case of minimum su_b-
EQW that couples to the MQW defined by the double-barrie?and coherence where only one pair of energy states contrib-
heterostructures of the resonant tunneling diode. The suitéd to the oscillation. Hence, if tunneling structures were
band coupling then induces quantum-based fluctuations ifl€Signed such that partial or maximum subband coherence
the potential-energy profile that lead to intrinsic oscillationsWas achieved then the amplitude of the current oscillation
in electron density and electron current. Since these oscillashould be enhanced. This would specifically entail the design
tions are critically dependent on the coupling of the quasi©f structures that resulted in equal energy-state spacing and
discrete energy levels, the intrinsic oscillations will only oc- coherent coupling of wave functions of the subbands. A gen-
cur at sufficiently low temperature®.g., 77 K that allow eral theoretical description of this procedure is given in Sec.
for the formation of a distinct subband structyreinimum-
energy broadening effegtsHence, depending on the opera-
tion temperature selected, an adequate level of resolvability ACKNOWLEDGEMENT
within the subband structure must be established to enable We are grateful to Kevin Jensen for providing the RTD
the instability mechanism. simulator for generating the Wigner-Poisson simulation re-
(i) The demonstration of the subband coupling as thesults used in this paper.
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