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Instability of the rhodium magnetic moment as the origin of the metamagnetic phase transition
in a@-FeRh
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Based onab initio total energy calculations we show that two magnetic states of rhodium atoms together
with competing ferromagnetic and antiferromagnetic exchange interactions are responsible for a temperature-
induced metamagnetic phase transition, which is experimentally observed for stoichiamEgRh. Taking
into account the results of previous and newly performed first-principles calculations we present a spin-based
model, which allows us to reproduce this first-order metamagnetic transition by means of Monte Carlo simu-
lations. Further inclusion of spacial variation of exchange parameters leads to a realistic description of the
experimental magnetovolume effectsdanFeRnh.
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[. INTRODUCTION the FM phase cannot be stabilized at low temperatures for
stoichiometric FeRh,yg, has been measured in slightly
In 1938 Fallot discovered that ordered bccdg@hsoun-  more iron-rich alloys. With respect to the strong sensitivity
dergoes a first-order metamagnetic transition from an antiferof the magnetic phase diagram to small departures from
romagnetid AF) ground state to a ferromagnetieM) phase syqichiometrylf’ one may doubt that the low temperature spe-
with increasing temperature. This transition occursTgt ~ Cific heat can be considered to be independent of
~320 K, and is accompanied by a volume increase of abod%or!centratlorJr. ' Afgrther drawback conS|der|ng the explg-
1% 34 The Curie temperatur. of the FM phase is of the nation of Tuet al. arises from the fact that adding 5% iri-

order of 670 K*5 In contradiction to the first hypothesis of dium | bOOSth 7AF_by almoksElanizc.){gg 0:] magnitude dto
Fallot and Horcart, x-ray diffraction measurements showed a value of y,-=101 mJkg K= T € compound
that the transition is isostructuriFrom Méssbauer and neu- &8RN dr's also undergoes a méetamagnetlc transition with
tron diffraction measurements one knows that the FM phase™ shifted to higher temperaturésSince the relation be-

: . ween yar and ygy is reversed in this material, the previ-
has collinear magnetic moments of g per Fe atom an_d ously sketched explanation cannot be applied to this case.
0.9u5 per Rh atond. At low temperatures an AF-Il spin

is found with ¢ d with In 1992 Moruzzi and Marcus performezb initio calcu-
structure is found with Fe moments of &g and with van-  |54i0ng ysing spin polarized density functional theory in the

ishing Rh momentssee Fig. 1% Application of hydrostatic  framework of the local density approximatignDA ) and the
pressure suppresses the FM phase, i.e., for a critical pressUfigmented spherical wav@\SW) formalism82021 They
of 60 kbar the system immediately transforms from the AFca|cylated the total energy of FeRh as a function of volume
to the paramagneti®M) phase. _ for different magnetic structures. They found that the AF-II
An early explanation for this behavior was based on theypin structure is the ground state, whereas the FM structure is
phenomenologicalexchange inversion mo_d@l by Kittel  another stable solution with higher energy and a larger vol-
(which originally was designed to explain metamagnetic,me. For the moments they obtaingd.—2.98us, irn
transitions in other materials like Cr-modified M®b with a —=1.02up (AF phas¢ and pp.=3.15%s (FM phasg, in
layered magnetic structureln this model the exchange pa- agreement with experimental results.
rameter varies linearly with the lattice constant and changes™ | this work, we present furtheab initio total energy
sign for a critical valuea.. However, experimental findings
like the rather large entropy charide!~‘3at T,, which is
of the order ofAS(T,)~12.5-19.7 Jkg ' K1, as well as
elastic properties could not correctly be describedu
et al}* used a different approach by considering the large
difference of the low-temperature specific heat constants,
of the AF and FM phases: Measurements suggest ypat
~59-62.5 mJkg K 2 is about four to six times larger
than yar~10.5-16 mJkg K ~2.141% Based on these ob-
servations, Tiet al. explained the transition by a change in
entropy of the band electrons between the AF and FM
phases. An estimation of the free energy shows that these piG. 1. Left: type-Il antiferromagnetic ground state structure
contributions have the right order of magnitude to explainwith a nonmagnetic Rh atom at the center and Fe atoms with mo-
the AF-FM transition, if one assumes that the electronic denments of 3.3 at the corner site. Right: ferromagnetic structure
sities of states at the Fermi level do not vary considerablywith Fe moments of 3,25 at the corners and Rh moment of 2,9
from low temperatures up to the transition. However, sinceat the center site.
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TABLE |. Comparison ofab initio results. HereV, is the equilibrium volume of AF and FM phases,
AE=Egy—Ejr is the energy difference per atomg, is the Fe magnetic momerB, is the bulk modulus,
andN(Eg) the density of states per formula unit at the Fermi level. The moment on the Rh siteg jsin.0
the FM phase and zero in the AF phase in all calculations.

Vo AE Mee B N(Ep)
a.u./atom mRy Mmg GPa states/Ry
AF FM AF FM AF FM AF FM
Ref. 18 90.2 91.8 1.9 2.98 3.15 214 202 37 32
Ref. 25 91.9 92.9 2.2 3.13 3.20 227 244 13 32
This work 914 93.0 2.5 3.18 3.23 197 193 13 29

calculations of stoichiometrie-FeRh using the ASW for- ment in the FM phase we have also used the fixed spin mo-
malism and the generalized gradient approximationment methof to restrictmgy, to zero. Table | contains the
(GGA).?2 The corresponding code also allows to evaluatecalculated equilibrium properties for AF-Il and FM phases
noncollinear alignment of spinsee Ref. 23 and references which are in fair agreement with previous calculations. Com-
therein. For many cases the LDA gives a reasonable descriprared to previous non-relativistic ASW LDA calculations
tion of the ground state properties of solids. However, in(Moruzzi et al*®), we obtain equilibrium volumes which are
some cases it predicts the wrong ground state as, e.g., f@bout 1-2 % larger, being typical for the GGA. In contrast to
iron.2* For Fe, the hcp structure is found to be 10 mRy lowerthe cases of pure iréhand FeNi Invar alloys? the magnetic

in energy than the bcc phase. Because FeRh has also a bprergy differences are only slightly influenced by the gradi-
ground state lattice structufanlike pure R, it is necessary ent corrections. Also, no evidence was found that a noncol-
to go beyond the LDA by using the GGA. We have consid-linear structure could be lower in energy than the previously
ered different possible magnetic ground state structures préound collinear AF and FM spin arrangements. With respect
sented in Sec. Il. Based, then, on the specific energetic ordé® the density of states at the Fermi level our results compare
of resulting energy versus volume curves, we discuss &etter with results of Szajest al*® than with results of Ref.
mechanism for the temperature-driven metamagnetic transi8. Since the latter results were obtained by using the LDA
tion in FeRh. In contrast to prior explanations, our modelASW (with a spd basig, we conclude that the density of
does not rely on ground state properties or low temperaturgtates at the Fermi level is very sensitive to computational
data alone. Instead, we propose that thermal excitations &etails. The values obtained for the bulk mod®j,r and
finite temperatures are the driving force for the transition.Bgy, are lower compared to those of Ref. 8hereBag

This is demonstrated in Sec. Il on the basis of Monte Carlo>Bgy was obtained in contrast ®gy,>Bar in Ref. 25.
simulations of an Ising-type spin model, showing that a com- The calculated total energy curves are shown in Fig. 2.
petition between AF Fe-Fe exchange-interactions and a norF-he large energetic difference between the usual FM phase
magnetic Rh state, on the one hand, and FM Fe-Rh intera@nd the hypothetic FM phase with zero rhodium moment
tions, on the other hand is sufficient to explain theimplies that a finite Rh moment plays an important role for
metamagnetic transition of FeRh. Inclusion of spatial dethe stability of the FM phase. It seems unlikely that a mag-
grees of freedom(Sec. IV) by adding pair potentials and netic field at the Rh sites induced by the surrounding iron
assuming a linear variation of the exchange parameter witAtoms is responsible for the appearance of a Rh moment in
the lattice parameter proves that this model explanation is ithe FM phase, as was proposed in previous discussions.
accordance with thab initio data and leads furthermore to a However, a strong ferromagnetic exchange interaction be-

nearly quantitative description of experimental details. tween the Rh and the iron atoms that overrides an antiferro-
magnetic exchange between next nearest neighbor iron sites,
II. AB INITIO TOTAL ENERGY CALCULATIONS would explain how the existence of a Rh moment can help to

stabilize the FM phase. We have evidence as shown in the

We have performedb initio calculations by using the following sections, that a competition between a low lying
ASW method® and the GGA. Relativistic effects are in- nonmagnetic Rh state and another one with higher energy
cluded in the scalar relativistic approximation. The basisand finite momentwhich can benefit from exchange with
wave functions of Fe and Rh atoms inclusled andf states  ferromagnetic iron neighborss the main reason for the
which are sufficient to obtain the correct magnetic behavioimetamagnetic transition.
of y-iron. We assume that the AF like spin structure can best
be described by a spin spiréRef. 23 with wave vector
(0.5,0.5,0.5) in units of Z/a. As first step, we optimized the
volume of the AF-Il state with equal atomic sphere approxi- In order to confirm our hypothesis we have constructed a
mation(ASA) radii for both types of atoms. For the resulting model being suitable for an examination of the metamagnetic
equilibrium volume, the total energy is then minimized with transition at finite temperatures. The simplest way to do this
respect to the ratio of the ASA-spheres leading gg/ree  is by means of Monte Carlo simulations with a localized spin
=1.15. In order to investigate the influence of the Rh mo-model. To keep the model tractable, we neglect spin wave

Ill. A SPIN-ANALOGOUS MODEL
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z 4 T T T T TABLE II. Parameters for the spin-analogous mo@deimRy).
E B .
5 8f bee | Dre D Ben IR o
- B .
2 2f . >KgT —-11.1 2.13 —1.00 0
b=t L .
E 1 o—0—0—90—0o—0—0o—0—9-
= 0 [ , , , L,LR" ] temperaturel of the AF phase assuming that no transition
to a FM phase takes plac&y can be determined from the
50} J P-T phase diagram by extrapolating the transition line be-
. i tween AF and PM phasdsccurring at pressures larger than
E 6 GPa) to zero pressurdiig,andDgy, have been chosen to
® 40f yield realistic values foll ¢ andT,,, respectively. The values
;> - of parameters used in the simulations are given in Table II.
E 30} 1
§ 5 J A. Details of computation
2 oot g The evaluation of thermodynamic properties of EL.is
iN] . . . .
= | i done on the basis of Monte Carlo simulations according to
E the Metropolis schenié using a sequential update. Interest-
1or T ing quantities like magnetization or magnetic moment are
- 1 computed and summed up every 10-20 lattice sweeps,
0 L L L which ensures that the evaluated lattice configurations are
70 80 90 , 100 110 sufficiently uncorrelated. Furthermore, we discard the first
Volume (a.u.” / atom) 20000 lattice sweeps in order to allow the system to reach

thermal equilibrium before computing averages. In order to
'speed this up, we have also used the final configuration of
the last run to initialize the simulation for the next tempera-
_ , . . .. . ture. Simulations which involve a phase transition are per-
excitations and restrict ourselves to Ising spins. This is juszormed twice, with increasing and decreasing temperatures,
tified because the transition takes place between two ordergf o qer to assure that thermal equilibrium has been reached.
structures and both phases have collinear spin structures. For 1,4 computed AF and FM phases are metastable, i.e.,
a description of the nonmagnetic Rh state ir_1 addit?on to th‘?hey are separated by a large energy barrier, which arises
magnetic Fe and Rh states, we chose a spin-1 Ising modglo the fact that in the transition states a considerable
where the spin variables can take the valées —1,0+1.  amount of FM domains have to be created in the AF phase,
The spins are located on a bcc lattice with nearest and next,q yice versa. So the standard algorithm is unlikely to over-
nearest neighbor interactions. Depending on their positiong,gme this barrier and as a result the metamagnetic transition

we distinguish between Fe or Rh sites, where each type 0Gnight not be seen at all. Instead the phases have to be over-
cupies a simple cubic sublattice, corresponding to an orderégbated or undercooled before transforming, which results in

equiatomic alloy. The interaction parameters depend then og |5rge hysteresis or irreversible behavior which makes it

the type of sites involved. This situation can be described byjificylt to obtain reliable information about the transition
the following Hamiltonian: point. Therefore, it is necessary to modify the algorithm in
order to allow for a direct jump to the other phase by cir-
H:_E Dis|2_ E JiSS,. (1) cumventing _the energy barrier with a global upd_ate step,
i (nn,nnn where all spins will be updated at once. This algorithm ide-
ally connects equilibrium configurations of the AF phase di-
Without the assumption of different types of atoms, Hamil-rectly with equilibrium configurations of the FM phase while
tonian (1) is also known as the Blume-Capel modet’The  ensuring that the entropy difference between the states is
first term separates the nonmagneje- 0 and the magnetic  correctly reproduced. This can be done by choosing a unique
Si==*1 states. For Fe we choose a large positive value itapping between lattice configurations of the AF and FM
order to suppress th& =0 state. For Rh we choose a nega-phases, respectively. Or, more general, the selection prob-
tive value leading to a nonmagnetic ground state. The seconghility of a specific target configuration must be the same as
term contains the exchange paramet&gs which depend the selection probability of the previous start configuration in
only on the type of atoms located at the sitesxdk. In the  the backward direction.
case of ordered equiatomic FeRh, we have only three differ- Since it isa priori not clear how equilibrium configura-
ent parameterslfor,, JrarnandJRhg,. The first one is cho-  tions will look like at finite temperatures, we simply use an
sen to be negative in order to accomplish an AF ground stateipdate scheme which connects the ground state configura-
The second is taken to be large and positive as outlined in thions of both phases and thus works at least at low tempera-
previous section. The third one, for the sake of simplicity, istures. In the vicinity of the transition temperature, this algo-

set equal to zero. The choice fafor.is fixed by the Nel-  rithm might not reproduce equilibrium states for the trial

FIG. 2. Total energy and magnetic moment versus atomic vol
ume as obtained bgb initio calculations(present work
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configuration, because the nature and amount of excitation:
are presumably different in both phases.
equilibrium means that most of the trial states are too high in
energy, the probability that the trial state is by chance closes 0.4}
enough to an equilibrium state to be accepted, decreases fc

larger system sizes.

In order to obtain a trial configuration, we divide the sys-
tem into Rh and Fe sublattices. The Fe sublattice is agair= -
divided into two sublattices according to spin up and spin@ 0.2
down positiongsee Fig. 1. For each of these sublattices, it ’
is decided randomlywith probability 1/2), whether the cor-
responding sublattice is flipped as a whole. For the Rh sub- 0.1}

Since off-
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—1, orvice versa So each trial configuration is chosen with

the same probability. Afterwards the energy differerdd

Temperature (K)

between the present and the_ pre_vious configu_ration is COM- k15 3 AF order parametefdiamonds and magnetization
puted and the new configuration is accepted with a probabiljrcieg as a function of temperature. The magnetization is obtained
ity min[exp(—AH/kgT),1], assuring aletailed balanceThis  py muttiplying the spin values with values of 3@ for Fe and
global update step is performed after each complete latticg o, for Rh before averaging. The simulated system size

sweep.

is L=10.

We performed for each temperature between 100 000 and
1 000 000(aroundT ) lattice sweeps for different linear sys- ing spin occupies a Na or a Cl position. The order parameter
tem sizesL=6-16. However, our global update schemeof the FM phase is given by the magnetization of the lattice.
does only show a metamagnetic transition within reasonablghe variation of both order parameters with temperature is
simulation times up to a system sizelof10. Looking fora  shown in Fig. 3 for a system of size=10. At low tempera-
different way to determine the transition point which would tyres the staggered magnetization approaches a maximum
also work for larger system sizes, we estimate the free energyalue of 0.5 due to the fact that the Rh sublattice has no

by integrating the specific heat:

TC
F(T)=E(T)—T(S(0)+f0?dT).

moment (Fig. 4 and therefore does not contribute to the
sum. At T,,=268 K the staggered magnetization abruptly
drops to zero, whereas the magnetic moment and magnetiza-

(2) tion increase close to their saturation values. Abdve

=610 K ferromagnetism breaks down and the system be-

In the computation we fit the simulated results for the specomes paramagnetic. At the same time, the average moment
cific heat divided by temperatur€/T, and the internal en- 0f the Rh atoms falls down to a value of @.g. This is also
ergy E with tenth-order polynomials, which can be integratedthe reason, why the decrease in the magnetization appears
analytically. For the system characterized by Hamiltonianunusually sharp. From the data, a phase transition of second
(1), we neglect the entropy contribution at zero temperatur@s well as of first order seems to be possible. Accordingly, it
S(0), since the ground state spin structure in both phases is

nondegenerate except for systems with spin inversion sym 1.0 T T T
metry. Furthermore, concerning the estimation of the free i \‘. J
energy finite size effects are not expected to affect the re- L4

sults, since phase transitions are not encountered durini 08T *

these simulations. For the rest of the calculations a compari 5 ;

son of the results for smaller and larger systems g@gs€an ;
be seen in the upcoming figuyagveals that the main issues
of this paper are also not affected by the restricted systen

sizes.

B. Computational results

The order parameter of the AF phase is the staggerec 0.2 i T, =268K
magnetization for the AF-1l spin structure, i.e., the s(oh - 1
the absolute valugsf the staggered magnetizations of the 0.0 \m-oetesesmms :
two simple cubic sublattices that constitute the bcc lattice 0 200 400
structure. The staggered magnetization of a simple cubic
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(NaCl) lattice is defined as sum of spins multiplied with a
sign which alternates depending on whether the correspond- FIG. 4. Mean magnetic moment of the Rh atoms.
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FIG. 5. Specific heat as a function of temperature for the FM  FIG. 6. Free energy of the FM and AF phases obtained by inte-
and AF phasesl(=16) and for simulations on smaller lattices us- grating C/T, with the transition point aT ,,= 266 K.

ing the global MC stepl(=10). Inset: The specific heat of the AF . . .
and FM phases between 0 and 500 K. Clearly visible is a Schottkyl2rger energy difference between magnetic and nonmagnetic
type enhancement below 300 K in the FM phase, which is responD States compared to the FM phase and does not lead to an

sible for the metamagnetic transition. The sharp peak around 270 @pprepia_ble ?O”t“bUtion to the specific heat. .
corresponds to the metamagnetic transition, which is observed in 1 hiS View is further supported by a comparison of the free
the small system due to the global MC step. energy of both phases shown in Fig. 6: The curves intersect

atT~266 K, which is in excellent agreement with the simu-
lated T,,= 268 K. This accuracy could be achieved, because
e data for the specific heat obtained from the simulations
ave only little spread and the fitted curves interpolate the
data points perfectly. From the difference between the inter-
hal energies of both phases at the transition point, the

is known that for negative values @ the Blume-Capel
model can show both kinds of phase transitions separated
a tricritical point in theT-D plane®?~* Hence in order to
safely determine the nature of this phase transition furthe

calculations are necessary. . . X
" . . entro ump at T, is determined to AS(T
A close look at the specific he#Eig. 5 helps to explain _5.2p3/Kgll KEI’ whiclrﬂnis only 30—45 % of the expsérirr;)en—

the occurrence of a m_etamagnetic transition. At first sight it values(but of the right order of magnitudeBut, one has
seems as if the specific heats of FM and AF phases do n@§ pear in mind that with the choice of an Ising model we
differ very much below 350 K. Above this temperature the neglected the possibility of non-collinear moments. For the
specific heat of the AF phase increases more rapidly wittlRh moments this can only occur in the FM phase, and would
temperature until around 570 K the overheated AF phase igherefore contribute tdS(T,,). A second point is that the
not stable anymore in the simulations and transforms to thgeight of theS;=0 state is the same as for each magnetic
FM phase. However, the inset shows that starting around 10&ateS,= + 1. This is a natural choice for the spin-1 Ising
K the specific heat of the FM phase is enhanced compared idodel; but for the real system this is somehow arbitrary,
the AF heat. We explain this enhancement by a Schottkybecause we have no information about the electronic origin
type anomaly which adds up to the excitations from spinof both Rh states.

flips. Schottky anomalies are observed in systems with two

levels separated by a small energy barrier. In fact a crossover IV. AN EXTENDED MODEL

frc_>m _magnetlc to nonmagnetic Rh atoms is conform with Since the simple spin Hamiltonid&g. (1)] can reproduce
this picture. In the FM phase the Rh atoms have a momen} yetamagnetic transition as observediffeRh, it remains
being ferromagnetically aligned to the Fe moments, becausgy, interesting question whether other outstanding properties
the loss of the moment would correspond to an energy l0s§f this alloy, as the large volume increaseTaf, can also be

of eight times the exchange constant. This amount is diminexplained. Furthermore, it has still to be proven whether our
ished by the energy gain due to tii®;, term, which is  spin analogy is a good approximation to @i initio results
smaller than & Jfag, but larger than & JMg,, since the in the sense that it has comparable low temperature proper-
ground state is otherwise not antiferromagnetic. Increasingjes. In order to check this we have to extefid for a de-
fluctuations of the magnetization of the Fe sublattice causecription of elastic and magnetovolume properties:

this energy difference to decrease and finally lead to a break-

down of the average Rh moment &¢. In the AF phase _ <2 rve

magnetic Rh atoms can be excited at the expense of the : 2 DiS (n%nr) Tl i) S5k

energyDgy. There is, however, no gain in energy due to the

exchange interaction, since the contributions from the AF Fe . _

atoms cancel at the Rh site. This corresponds to a much +(nEn) V””(r'k)+<;n> Vo Tic)- ®
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TABLE Ill. Magnetic and elastic parameters for the extended spin m@gdrgies in mRy, distances in A).

Dre Drn ‘Jgre]Rf{ZB A) ‘]22243'0 A) ng?fﬁs'o A) aJEQR,{ar 0"‘1222407" 33?2?1?&(“ €nn Onn €nnn Tnnn

>kg T —11.1 2.10 —1.04 0 1.97 1.58 0 2523 232 2523 2.67

For V(r;) we use simple pair potentials of the Lennard-taneous volume adaption. Since the latter reduces the accep-
Jones type: tance probability considerably, the global update scheme has
1 6 to be repeated several thousands of times. It is not practi-
ag (o
(rik) (rik) '

4) cable to use a new spin configuration for each trial step,
because the evaluation of the energy is comparatively time
Since in general the lattice structure of a Lennard-Jones sy§P"SUMIng. On the other hand, the new energy after solely
tem is closely packed, two different pair potentials for near-€Scaling the volume can be calculated very quickly, since
est and next-nearest neighbors have to be used in order /€ (0 the use of Lennard-Jones potentials the energy can be
stabilize the bce structure. The potentials, however, do neilVritten as a function of integral powers of the lattice param-
ther distinguish between different atom types nor betweergter. Therefore, we choose a trial spin configuration as de-
the different spin states, as has been done in previous simgcribed before and compute the new energy. Then we attempt
lations of related materials like Fe-Ni Invar or a previously fixed numbeN of Metropolis steps, each with a
Y(Mn,Al;_,),.35%¢ The use of Lennard-Jones potentials isnewly chosen volume. If one step is accepted, we continue
far from being optimum for metals, but has numerical advanwith the original spin configuration as trial systeiand so
tages that enable us to speed up the calculations substantialty) until N steps have been made. Since the number of trial
It is then sufficient to choose the parameters so that basigtepsN has been previously fixedletailed balances still
elastic properties like the low temperature lattice constantyalid.
bulk modulus, or thermal expansion are reproduced. We have performed simulations with system sized of
Another change compared to Ed) is that the exchange =6-12. A direct metamagnetic transition could only be seen
parameter is now taken to be a function of interatomic disfor system sizes up th =8. The simulation time ranged
tance. For simplicity, we assume a linear distance deperfrom 120000 up to 1 000 000 lattice sweeps arotigdwith

V(rik):46

dence: values from 1000 to 10000 fdX. As before we estimated
3 Gibbs’ free energy for zero pressure by integrating the spe-
ik cific heat according to Eq2).
Jik(rik):‘]ik+a_l.lrik- ) g q2)
The values fod; which we take in the extended calculations B. Computational results

are roughly the same as in Table II. The relation between the
derivatives ofJfiz,and Jfare With respect to the interatomic
distance was determined by the relation of the pressure
rivatives of the Curie and Mg temperatures, respectively,
which have been obtained from the experimental phase di
gram by assuming a linear dependence betwidan or and

dTcn/dp. The absolute values have been adapted to repr
duce the volume jump &t,,. An exchange interaction of this
form has also been used to describe magneto-volume effe

For a comparison of our model properties with the results
g&f ab initio calculations, we calculated in isochoric simula-
tions the energy as a function of the volume at low tempera-
dures for different fixed spin structure&ig. 7). Here we
cooled a system of siz&=16 exponentially down from
ot00 K down to 4 K. We find good agreement with the re-
sults of Fig. 2 in the sense that the order of magnetic phases
Cil%similar. Although theab initio total energy differences are
in Fe-Ni Invar’’~%® In this case, the derivative of the ex- SOmewhat larger, this indicates that our model Hamiltonian
change constant]; /dr was a factor of 2—-20 larger than in (3) IS a qualitatively correct descn_p_tlon.of the mecha.nlsms
_ : éaadlng to a mgtamagnetlc transition in FeRh. As in the
in Table III. simple model without volume-dependent terms, we find an
abrupt increase of the magnetization in combination with a
discontinuous decrease for the staggered magnetization with
increasing temperatui@ig. 8. Consequently the mean mo-
For the evaluation of Hamiltonia(8) we use a textbook ment at the Rh site§rig. 9 also raises sharply around the
isothermal-isobaric Monte Carlo meth¢elg., Ref. 4Dcon-  metamagnetic transition temperatureTof= 322 K. Around
sisting of alternating spin and position updates for each atorthe Curie temperaturé= 720 K the magnetization decreases
and a global volume update step after finishing each latticenore smoothly than for the simple model. This may be due
sweep. This algorithm has been used by the the authors ito the enhancement of the effective exchange parameter
previous calculations and is explained in detail in the corregiven by Eq.(5) which is caused by the lattice expansion.
sponding referenceS:*®*!n order to simulate the metamag- ~ As expected from the low temperature calculations, the
netic transition, an additional global spin update step has teolume of the AF phase is smaller than the volume of the
be introduced. We use the same algorithm as described in tieM phase throughout the stability rang€ig. 10. For the
last section for the spin system in connection with a simul4freely fluctuating system a volume jump of 0.8% occurs at

A. Details of computation
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FIG. 9. Mean magnetic moment of the Rh atoms for the ex-

Volume (a.u. atom) tended modell(=8).

FIG. 7. In_ternal energy_and_ moment as a function_of the_ atomic5|cylations (Table ) the absolute values are too large,
volume obtained for HamiltoniafB) at T=4 K. The simulations ,\horeag these calculations do not give a unanimous predic-
have been performed for fixed spin structures as well as for afreeli/ion for the sign and magnitude of the differens@s (with
relaxed spin system. ; S

pIn sy respect to the magnetic structures Experimental
measurementsof the Young modulus suggest that the bulk
modulus of the AF phase should in fact be lower than in the
FM phase. The modulus of the AF phase, however, has only
o been estimated in the vicinity df,,,, where a weakening of
th{in the FM bulk modulus thrqughout th? stability rang€ine materialas a precursor of the transitipis presentas in
(Fig. 11. Around T, and T we find a considerable weak- our simulation
ening of the m_atenal which is caused by the magneto- The specific heats obtained for the extended md¢Hig).
vqurgle ar;_omatlhzs. The valuest ﬁﬁsbat lO.W temptlerature_esl f.12) resemble the findings for the spin-only Hamilton{dy.
can be estimated more accurately by using a polynomia 'El)], except that now additional contributions due to atomic

tohtheE-Vagublgi;rg;ig.fl V\r/]e f::nl\(;?sT]ZSl ('BI'Ea for thle AF displacements are included. This shows that the proposed
phase an®s= a for the phase. These values areexplanation of the metamagnetic transition is still valid.

in good agreement with results of isobaric CaICUIationSSince Hamiltoniar{3) does not contain any kinetic terms, the
shown in Fig. 11. Compared with the results a initio ) y '

T.,. Below T the volume expansion is reduced in the FM
phase, which is in qualitative agreement with experinfét.
The bulk modulusBg of the AF phase is about 6 % larger
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FIG. 8. AF order parametefdiamond$ and magnetization FIG. 10. Volume per atom plotted over temperature as obtained
(circles as a function of temperature as obtained for the extendedor the AF and FM phased (=12) and by our simulations with the
model Hamiltonian Eq. (3)]. The system size ik=8. global update schemé.E&8).
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) ) ) FIG. 13. Differences of internal energies and Gibbs free ener-
FIG. 11. Adiabatic bulk modulus as a function of temperaturegies for FM and AF phases obtained by integrati@g/T. The
for the AF and FM phasesL(=12) and with the global update ransition point isT,,=324 K. The experimental data have been

scheme [ =8). The latter data, which show the metamagnetic tran-gptained by integrating over the hysteresis loop for different tem-
sition, reveal a very large softening of the lattice arodngd peraturegRef. 17).

low temperature value of the specific heat is only half of thepution at zero temperatur&S(0) must be considered. As
Dulong-Petit limit of R, whereR s the kinetic gas constant. pefore a contribution from the magnetic system can be ne-
glected, while we have to account for the differences in the
elastic properties of FM and the AF phases. Since we only
. . _ need the entropy at zero temperature, we choose an ensemble
The calculation of Gibbs free ener@yfor the model with ¢ harmonic oscillators as an approximation for our spatial
classical motior{Eq. (3)] is more complicated than in the gegrees of freedom, neglecting the anharmonicity of the po-
spin-only casgEq. (1)]. First of all absolute values d&  tentials and the coupling of the oscillators. Differentiating
cannot be given, since the specific heat at zero temperatureige free energy obtained from the logarithm of the partition

finite and the resulting entropy would diverge. But since theg nction leads then to a simple expression for the entropy
limit for T—0 of C, is 1.RR and hence the same for all jitference

magnetic structures, differences of free energies can be com-

C. Estimation of Gibbs free energy

puted. In contrast to the previous section, the entropy contri- 3
AS= iNkBIn(kAF/kFM), (6)
35 — —T—T——T—
| — T 14 425 wherek,r andkgy, are the force constants of the harmonic
181 f o potentials which are estimated from the curvature of the
sor 18k S ground state energiversus lattice parametecurve. For the
_ -+ S entropy  difference  we  then obtain: AS(0)
5| 14T ’ =9.17 Jkg 'K 1. Taking this into account, we achieve
S boo @ i again a rather good value fdr,,. From the differences of
£ L 12 Lt ; i i i
= 0 200 3400 internal energies &k, we obtain for the entropy jump at the
= 20} X transition AS(T,)=15.9 Jkg 'K, which is within the
© | H range of experimental results. Comparison of the calculated
free energy with experimental values fAlG shows excel-
15} lent agreementFig. 13. The experimental values have been
-8 obtained by a graphical integration of the magnetic field ex-
mro o pressed as a function of the measured magnetizati@x-
0 200 400 600 800 trapolation of experimental values to zero temperature shows

that the energy differencAE(0) between the AF and FM
phases is much better described by our model parameters
FIG. 12. Specific heat for the extended model as a function othan byab initio results, since the latter show theE is one

temperature for FM and the AF phasés<(12) and for simulations ~ order of magnitude too large. This discrepancy has already
on smaller lattices using the global MC stép=(8). The relation-  been noticed by Moruzzi and Marddsvho relate this to the

ship between the specific heats of AF and FM phases below 400 Kmission of zero point energy corrections in their total en-
is shown in the inset. ergy calculations.

Temperature (K)
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V. CONCLUSIONS contribution by the anharmonicity of the potenti&ié? So
far, the specific heat has only been determined in the range

_We propose on the bas.|s of n@? Initio results a f.“?Cha' from 100 K to 500 K and only for the nearly stoichiometric
nism for the metamagnetic transition in FeRh at finite tem- . 546 . .
Rh-rich alloy#>%® Systematic measurements on the Fe-rich

peratures. In contrast to previous explanations, our model.

does not rely on a large difference between the low temperas-Ide with a FM ground state and measurements under pres-

ture specific heat constants of both phases. These are exare, suppressing the metamagnetic transition would yield

I . information whether a Schottky-type excitation plays an im-
pected to be sensitive to external influences as both experl i nt role. which should show up around 200 K in the
mental measurements and band structure calculationy A up .
suggest, so that it seems implausible that a constant Contrrirjagnetlc contribution to the specific heat of ferromagnetic
bution of the given magnitude might survive up to room samples. . . . .
temperature. Instead, we propose that the existence of tw Monte Carlq S|mulgt|ons with applled pressure are left fqr
magnetic states of Rh atoms connected with competing F ture_ work, since with Increasing pressure_gnd hence in-
Fe-Rh and AF Fe-Fe exchange interactions are at the origi reasingTy, a reliable estimation of the transition tempera-
of the metamagnetic transition. The magneto-volume effect ure is rather d|ﬁ|qult and requires an improvement of the
can simply be explained on the basis of distance depende {obal MC step. First testg, however, showed .th"?‘t the !qca-
ion of the phase boundaries under pressure is in sufficient

exchange parameters. The applicability of this mechanism t . .
the Fe-Rh problem has been verified by Monte Carlo mode"flgreement with experimental data for pressures below 20

calculations, showing that a metamagnetic transition of th&bar and above 40 kbar, where Fhef .metam.agr!etlc tran_smon
desired kind does in fact occur and, by extending the modelS completely suppressed. The tricritical point, if one exists,
magneto-volume effects and other experimental propertie§hou|d be located somewhere between 20 and 40 kbar for the
can be sufficiently well described. parameters used here.

As we have pointed out, our explanation is in agreement
with existing experimental data. However, a further check of
our model would be a comparison withonexisting specific
heat data from abov&; down to very low temperatures for This work was supported by the DF®eutsche Fors-
both, the AF and FM phases. From this one could then estiehungsgemeinschafthrough the SFB(Sonderforschungs-
mate the magnetic contribution by subtracting the lattice parbereich 445 and the Graduate Colled&ructure and Dy-
within the Debye approximation, the electronic part and thenamics of Heterogeneous Systems
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