PHYSICAL REVIEW B 67, 054101 (2003

Vacancy concentration in Al from combined first-principles and model potential calculations
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We present a comprehensive study of vacancy formation enthalpies and entropies in aluminum. The calcu-
lations are done in the framework of the local-density and generalized-gradient approximations in the density-
functional formalism. To assess anharmonic contributions to the formation free energies, we use an interatomic
potential with parameters determined from density-functional-theory calculations. We find that the binding
energy for the nearest-neighbor divacancy is negative, i.e., it is energetically unstable. The entropy contribu-
tions slightly stabilize the divacancy but also the binding free energy at the melting temperature is found to be
negative. We show that the anharmonic atomic vibrations explain the non-Arrhenius temperature dependence
of the vacancy concentration in contrast to the commonly accepted interpretation of the experimental data in
terms of the monovacancy-divacancy model.
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I. INTRODUCTION plot!® and that this effect should be considered for fcc
metalst’

Vacancies are the simplest lattice defects and play an im- Calculations independent of experimental data, i.e., first-
portant role for various properties of materials, such as kiprinciples calculations, can play an important role in improv-
netic, thermodynamic, electrical, optical, and mechanicalng the understanding of physical phenomena. We have used
properties: One example is mass transport in close-packedhis approach to calculate key thermodynamic properties of
structures, where diffusion by vacancies is the most imporvacancies and divacancies in Al. The density-functional
tant mechanismi.Many of the material properties depend theory*®!° (DFT) is widely used together with the nonem-
directly on the concentration of vacancies. pirical local-density(LDA) and generalized-gradiefGGA)

There are a number of methods for measurements of thapproximations for the exchange-correlation energy. The
concentration of vacancies in metaf$At high temperatures, theory provides detailed information and can give a better
accurate values of the absolute vacancy concentration #tsight on defect-related materials properties. Previously, va-
equilibrium can be obtained by differential dilatometry. ~cancies in aluminum have been studied using the
For intermediate temperatures, vacancies in equilibrium caRseudopotentidi=2" method, the full-potential Ilngarlzzged
be probed by positron annihilation techniqleBy combin- ~ augmented plane-wa\?éLMTO (linear muffin-tin orbital,

: - and KKR (Korringa-Kohn-Rostokér%3! methods, and the
ing these two methods the vacancy concentration has be- 9 X
come detectable over a large temperature range, about 500K!l-charge density’ technique.

for Al, corresponding to concentrations varying by more thancuI';/Itzglzvﬁaai'ﬁepg’lg_?/rlt_'S;OLT:Q?%/%?Q;(?;;?J? gfsir] cal-
three orders of magnitude. Another technique, rapid quench:"_. : ) .
rational properties for the monovacancy can be found in

ing from high temperatures and subsequent investigatiop ¢ 53~ caicylations of divacancy properties are ¥&fre
of the residual electrical resistance, has also been us

. d only a few studies employing the GGA have been
extensively? reporte

d2.7'30’31

For many metals, the vacancy concentration shows & Cur-"the hyrpose of the present work is to study divacancies in
vature when the logarithm of the concentration is plotteda| gt finite temperatures usingb initio based calculational
against the inverse temperature, i.e., an Arrhenius plot. Thigyethods. We use the DFT together with initio based ato-
curvature is seen in the high-temperature end, when the plohistic model potentials. In a previous papéwe presented
is covering an extended temperature range. Similar behavigfome computational results for vacancies in Al. Here, we add
is obtained for the temperature dependence of self-diffusioninformation on the entropy of formation for both monova-
The commonly accepted interpretation of the curvature is ircancies and divacancies as well as on the temperature depen-
terms of the monovacancy-divacancy mdd&land several dences arising from anharmonicity. We analyze the screening
experimental studies have been performed to extract thef the monovacancy and the binding properties of the diva-
binding energy for the divacanéy!~*°*However, it has been cancy in more detail. We determine from first principles the
proposed that temperature-dependent monovacancy energi@gbs free energy of formation for the monovacancies and
could equally well explain the curvature of the Arrheniusdivacancies and the vacancy concentration as a function of
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temperature. Also, we analyze in detail the relative contribuAccording to the thermodynamic relationdH/dT)p
tions from the enthalpy and entropy of binding to the diva-=T(4S/dT)p the entropy of formation is given by
cancy concentration.

In Sec. I, we give the appropriate thermodynamic expres- F F g [(TdT,
sions for the defect parameters. The computational method- Sxv(T)=Sxv+ Hxvf T_lfxv(Tl)- (6)
ology is presented in Sec. Il and the results for the energy of
formation, divacancy binding energy, entropy of formation, | addition to the vibrational part there is also an elec-
and anharmonic contributions are all presented in Sec. IV. Ijgnic contribution to the entropy of formatidh.However,

Sec. V, the obtained theoretical results are compared Witkhjs contribution is very smait and will be neglected in the
available experimental data and finally, in Sec. VI, we sumyresent paper.

marize our conclusions.

IIl. THERMODYNAMICS OF DEFECT PARAMETERS lll. COMPUTATIONAL METHODOLOGY

Different objectives require different approaches and

o T T s o et o e TS W e el perormed boh the s
containin ){:r staf® In tgrlwe dilute solution a £?(gximation the principles DFF™ calculations and the interatomic model

g crystal. : app ' otential (MP) simulations. The DFT is used to calculate
total vacancy concentration can be written as a sum of th

contribution from monovacancies and divacancies accordin nergies and forces for systems of limited size. For large
o gimulations, we resort to the MP.

In the DFT calculations the exchange-correlation energy
is treated using two different approximations, the LDA and
the GGA by Perdevet al*® We denote results from these
two sets of calculations DFT/LDA and DFT/GGA, respec-
tively.
where g,,=6 for nearest-neighbor divacancies in the fcc The plane-wave, pseudopotential method, as implemented
lattice. The Gibbs free energy of formation can be decomin the bAcAPG®® and vasP®” codes, is used. The formation

F F
CV: ClV+ 202\/: eiGlV/kBT‘F 292Ve7G2V/kBT

B
=Cyy+ 20,y C5,eC2v/eT, (1)

posed into the the enthalpy and entropy of formation, energies are calculated witlhCAPO, and the force constants
for the evaluation of the vibrational entropy are calculated
Gi(T,P)=H%\(T,P) =TS \(T,P). (2)  with VASP. The calculated formation energies differ 3% for

. . the monovacancy and 6% for the divacancy, at most, be-
F F F ; ’
The notationGyy is used forGy, andGzy, and correspond-  yeen the two codes. Different pseudopotentfigare used
ingly for th_e other thermodynamic quantities. We will restrict ¢, respective exchange-correlation approximation. The peri-
our analysis to constant pressufe<0) and the dependence i supercelt¥ consist of 32-125 lattice sites. The reported

on P will be dropped throughout the paper. The enthalpy iSy mpers are for the 80 lattice-sites cell. The cutoff energy for

then equal to the energy, since at atmospheric pressure the, plane waves is taken to B&,,= 130 eV and the Bril-

PV term is negligibleH>PV. n _ louin zone is sampled according to the Monkhorst-Pack
In the harmonic approximation, gt sufﬁmently hlgh t(_am- method! with 4x4X 4 k points for the supercell with 80

peratures where quantum effects in the atomic vibrationglyice sites. To improve thk point convergence, the Fermi

motion can be neglected, the enthalpy and entropy of formagjscontinuity is smoothed using the Gillan schéfneith the

tion are given by effective electronic temperature 0.2 eV.
HE(T)=HE(T=0) 3) Ir_1 the MP simulations, we use the interatomic model po-
XV XV tential for Al developed by Ercolessi and AdafisA).*? The
and model potential is of the pair-functional form, i.e., it consists
of a pair potential in combination with an embedding func-
= B 0) XV tional that includes a part of the many-body interaction. In
SXV(T)_szi: In(wi/wi™), “) particular, the energy dependence on the coordination num-
XV 0 ) ) berC is roughly proportional ta/C,*® making pair function-
wherew;™" and w;” denote the harmonic frequencies for the ajs much more realistic in modeling metals than pair poten-
crystal with and without vacancies, respectively. The entropyials, which have a linear dependence on coordination.
of formation is therefore positive if, on the average, the fre-  The parameters in the EA potential are optimized by com-
quencies are lowered when creating a vacancy. Notice that iparing the results with an extensive set of geometries, e.g.,
the harmonic approximation, both the enthalpy and entropynonovacancy and high-temperature geometries, from the
of formation are temperature independent. We denote thesgst-principles DFT calculations within the LD#. There is
quantitiestV, HEV. va, andSEV. no experimental information included in the fitting dataset,
With increasing temperature the vibrational motion be-the potential, thus, being constructed independently of ex-
comes anharmonic. This may introduce a temperature depeperimental data. We denote results using the Ercolessi-

dence for the enthalpy of formation Adams model potential, the MP/EA. The molecular-
. . dynamics simulations using the EA model potential are done
Hyxw(T)=Ffxu(T)Hxy - (5)  for systems with 500 lattice sites. Constant temperature and
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TABLE I. The enthalpy of formation for the monovacancy
(H%,) and the divacancyH5,), and the binding energyH3,
=2H",,—H5,) for the divacancy from the DFT calculations with
the LDA and the GGA, and from the EA model potential.

H Ev (ev) H gv (ev) Hgv (ev)
Unrelax Relax Unrelax Relax Unrelax Relax

LDA 0.78 0.70 1.62 148 -0.07 -0.07
GGA 0.63 0.55 1.33 1.19 -0.07 -0.08
EA 0.69 1.38 0.01
Expt., Ref. 53 0.6%0.03 0.25-0.05
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surface is consistent with the differences in Table |. Based on
the error in the jellium surface energy one can formulate a
correction to the vacancy formation enefdy® which is of

the order of 0.15 e\(0.06 eV} for GGA (LDA).?’

A comparison with previously reported results for the
monovacancy formation energy show that, for LDA, pseudo-
potential calculatiorfé=2® give a formation energy of 0.66
eV, while full-potential calculation8~32 give an energy in
the range from 0.62 eV to 0.73 eV. Previously reported re-
sults for the GGA are scarce and range from 0.53 eV to 0.59
eV393For both the LDA and the GGA our results are within
the range of previously reported results.

The EA model potential is fitted to forces and energies in

(zero pressure conditions are achieved using the Hoover anff'® LDA. Therefore, the agreement in energy in Table | be-

Parrinello-Rahman algorithnfé A typical simulation covers
about 20-40 ns.

IV. THEORETICAL RESULTS
A. Energy of formation

A vacancy introduces two effects: a region with low elec-
tron density and relaxation of the atomic positions. Th
former effect dominates the vacancy formation energy, whil
relaxation contributes with a minor, but not negligible, fart.
The energy of formation in a supercell geometry is

. N—X
HXV:E(N_X7VX)_TE(N1V)1 (7)
where X is the number of vacancies a(N,V) the total
energy forN atoms at volume/. In the defect calculations,
we allow for both atom and volume relaxation. This corre-

e
dhe divacancy quite well, in terms of the formation energy.

tween the EA and the LDA is expected. In particular, various
geometries including the monovacancy are included in the
fitting proces$? resulting in the close agreement for the
monovacancy formation energy. Geometries including diva-
cancies areotincluded in the fitting process. The divacancy
formation energy is, thus, an assessment of how transferable
the MP is. With the EA value foH5,, being 7% lower than
that of the LDA, we conclude that the EA potential describes

B. Divacancy binding energy

Using the results for the formation energies, we can ana-
lyze the binding properties of the divacancy. The divacancy
binding energy is defined as

HngZHEv_ HEV'

®

whereH?,, is the monovacancy and}, the divacancy for-

sponds to the boundary condition of constant pressére ( mation energy. If the binding energy is positive, it is ener-

=0). One can also perform the calculations at constant volyetically favorable to form a divacancy from two monova-
ume. The results from both methods converge to the correglgncies.

defect energy, when the size of the supercell is incre#sed.

From a simple bond model the divacancy binding energy

The periodic cell must be large enough to make the interacs 1/6 of the monovacancy formation energy due to the fact
tion between defects negligible. A straightforward conver-that fewer bonds are broken when forming the divacancy

gence test usingN=32, 64, 108, and 125 shows that the
energy of formation is converged to 0.01 eV for=80.4

compared with two monovacanci&sTaking into account
that, in a metal, the energy per bond decreases with increas-

Resulting formation energies are given in Table I. Thejng coordination number, the divacancy binding energy
GGA values are lower than the energies in the LDA for bothshould be somewhat less than 1/6 of the monovacancy for-

monovacancies and divacancies. The differences are signifination energy. This is also what is found for Cu, Ni, Ag, and
cant compared to other energies, showing that the choice @fq49.50

exchange-correlation functional is important in the calcula-

Here, we find a negative binding energy, both using the

tion. The difference is the same for the unrelaxed and relaxefpa and the GGA(see Table )l The energy needed to re-
cases, implying that the effect has electronic origin and isnove an atom, that is, a nearest neighbor to a monovacancy

independent of the structural relaxation.

is larger than the energy needed to remove a bulk atom. This

The local reduction of the electron density is substantiajs somewhat surprising since there are fewer bonds to break

in the vacancy’ It is reduced from its bulk valuen
=0.18 A2, becoming close to zero, 0.02°A, at the va-

in the former case. However, it is compatible with the DFT/
LDA results for the variation of the energy dependence on

cancy center. This rapid and large decrease of the electrahe coordination number for various Al structures found in

density is very similar to the behavior at a surfateuggest-

Ref. 43. The result is more or less the same for both the

ing that we can regard the vacancy as an internal surface. FFT/LDA and the DFT/GGA, which is consistent with our
the generic electron surface, the jellium surface, it is knowrconjecture that the error in the formation energy is propor-
that the LDA and the GGA both underestimate the magnitud¢ional to the internal surface area. Also, the result is indepen-
of the surface energy, with GGA showing the largestdent of relaxation of the atomic positions.

discrepancy® The difference between the LDA and the GGA

To gain more insight, we have investigated the effect on

in describing the exchange-correlation energy for the jelliunthe electron density from the vacancy formation. In Fig. 1,
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FIG. 3. The total densities along the lines shown in Fig. 1.
FIG. 1. The charge-density difference between the unrelaxe®@shed line with circles: density for the unrelaxed vacancy, Fig.

vacancy and bulkleft), and relaxed vacancy and bu(ght). In all 1(a). Solid line with diamonds: density for the relaxed vacancy, Fig.

figures the cut is parallel to tHa11] plane. In(a) and(b) the cutis  1(c). Dotted line: bulk density outside pseudopotential cutoff radius.

through the vacancyvacancy plang and the line indicates the The density is equal to the bulk density 2.6 A from the vacancy

direction of the density plot in Fig. 3. Ifc) and (d) the cut is the ~ Center.

plane half-way between the atom plangmlf-way plan¢. Solid

lines show charge-density increase contours. The difference bdity is shown in a plane half-way between fid1] planes.

tween two consecutive contour-lines is 0.002 e¥/Mashed line  The increase is present for both the unrelaxed and relaxed

show the—0.002 eV/A contour. systems. However, it is larger for the relaxed system, by a
factor of 3. A similar effect was found for the @10

we show the induced increase of the electron density when %rface’%l We also show the total densities in Fig. 3. They are
single monovacancy has been formed. The difference in elec1OWn alqng the line |nd|cate(_j in Figs(al and 1b). The

tron density between the perfect bulk and the monovacancifward shiftin the charge density towards the vacancy center
systems is more or less negligible for the regions beyond th r the reIaxgd system is mainly QUe to the atomic relaxation.
first shell. The vacancy is efficiently screened, as has bee-ﬁhe atoms in the first shell are displaced 0.05 A towards the
found previoush?*2° Each atom in the first shell has four Vacancy center. _ . .
in-shell nearest neighbors. The increase in the induced elec- We have also investigated the Changgs én the ad}gfferent
tron density is concentrated to the regions between in-sheffomponents of the force-constant matri’;”=mD{}",
nearest neighbors, the “triangles” in Fig. 2. This is clearly Where the dynamical matri{’} is defined in Eq(9) andm
seen in Figs. (c) and 1d), where the induced electron den- is the mass of the Al atoms. In bulk Al, all three eigenvalues
of the diagonal elements of the force-constant maﬁﬁgﬁ

are equal to 4.42 eV/A When the monovacancy is formed,
the diagonal elements become 4.96 e¥/A.74 eV/ R, and
3.42 eV/ A for the atoms in the first shell. The lowest eigen-
value corresponds to the direction towards the vacancy cen-
ter. For atoms in the second shell, the changes are consider-
ably smaller and the eigenvalues are equal to 4.50 8y/A
4.49 eV/R, and 4.33 eV/A. In addition, we have analyzed
the matrix elementasi‘fjﬁ that couple nearest-neighbor atoms

i andj in the first shell around the vacancy. The largest ei-
genvalue, corresponding to the coupling along the line join-
ing the two atoms, is increased from its bulk value
1.15 eV/A? to 1.45 eV/R, i.e., an increase by 25%. These
results show that many-body effects are present and the
bonding is modified substantially when the vacancy is
formed.

FIG. 2. The geometry of the atoms being nearest neighbors to It iS interesting to compare the DFT/LDA values with the
the vacancy(first-shell atoms, nine of twelve atoms are shawn Fesult using the interatomic model potential. In the latter
Each atom has four in-shell nearest neighbors. These atoms ag@se, the binding energy is found to be slightly positive. The
geometrically connected though trianglésur of eight of these model potential gives a good account of the formation en-
triangles are shown, in gray ergy of the monovacancy but the divacancy energy is too
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small. This is not surprising. Configurations with monova- TABLE Il. The entropy of formation for the monovacancy
cancies were included in the fitting procedure and the differ{S;,) and the divacancy,), together with the result for the
ence in energy for the divacancy is within the accuracy thapinding entropys,=2S{, S, . Results from two different small

is expected for pair-functional models for Al.It demon-  systems are indicated by-*1" and “ —u,” and they give lower(l)
strates the difficulty in modeling the details of the inter- and upperu) limits for the entropy of formation. The EA result is
atomic interaction, in particular, if the coordination is chang-for a large system while the LDA and GGA results are based on the
ing and the electron density is redistributed. result for the two smaller systems. For more details see Sec. IV C.

Method S5, (Ks) S5y (Kg) S5y (kg)

L . . ) EA-I 1.19 1.34 1.04
The entropy of formation is obtained in the harmonic ap-  ga_,

C. Entropy of formation

. . . - . 1.44 2.45 0.43
proximation by evaluating the dynamical matrix LDA-| 0.76 166 013
LDA-u 1.03 2.45 -0.39
wp L 9°E GGA-| 0.65 1.40 -0.10
D = ueaut ©) GGA-u 0.94 2.18 031
e EA 131 1.97 0.64

. . LDA 0.9 2.1 -0.3

for both perfect and defect containing systeiiss the total GGA 08 18 02

energy of the system, andg* and ujﬁ the displacements of Expt., Ref, 53 67 . )

atomsi andj in directionsa and 8 from their relaxed equi-
librium positions.
The calculations are performed for a supercell with thesmga|l embedded clusters, or relatively large supercells, the

boundary condition of constant pressuf@=(0). The dy-  entropy converges to the defect core entropy, which is larger
namical matrix is determined by displacing the atomsihan the correct valu®.

+0.05 A in all three different directions. The distance 0.05 | the second case, we consider the same embedded clus-

A is sufficient to get accuracy in evaluating the derivativester geometry. However, we do not include all elements in the
numerically and small enough to be in the harmonic regiongynamical matrix, only the diagonal terrg"# . This corre-
The dynamical matrix is diagonalized and the eigenfrenonds to the Einstein approximation, or the local harmonic
quenciesw; are determined. The entropy is then evaluatedynproximation. It gives a lower value compared with the
from the expression correct valué®® We denote it with an I.”
We have also performed the MP calculations for the same
two simplified systemgbut with a supercell of 500 lattice
) points. In Table II, we give our results. Indeed, we find from
the MP calculations that the two simplified models give a
(10 lower and an upper bound for the correct entropy of forma-

tion. We can therefore get a better approximation from the

Wwhere we have taken into account that three eigenvla_lues WFT calculations by taking a weighted average of the DFT-|
the dynamical matrix are zero due to the translationa invari- 4 DETu numbers. We obtain the valuﬁ\ﬁ 0.%g,

ance of the system. Shy=2.1kg, andS},=0.8g, S5, =1.8g, for the LDA and

The DFT calculations of the dynamical matrix for a rea- he GGA. respeciively. In the same table. we also qive the
sonably large system are very demanding, and we have in- " ’ P y- ’ 9
inding entropie¥

stead performed MP calculations for system sizes of sever
hundreq .atoms. We find a system size of 500 lattice points to ngzzsiv_sgvl (11)
be sufficient to get well-converged values. For the monova-

cancies and divacancies, we g&f,=1.3%kg and S}, The difference in the entropy of formation between the
=1.9%g, respectively. LDA and the GGA is small, both for the monovacancies and
To assess the accuracy of the entropy calculations, weivacancies. We expect the weighted averaged values to be
have also performed the DFT calculations for two differentrather good approximations for the true DFT numbers. The
smaller systems. These two systems give an uppén and  binding entropies are slightly negative, which implies that
lower(“ ™) limit, respectively, for the entropy of formation. the divacancy is stabilized by the entropy contribution. How-
In the first case, we have considered an embedded-clustewer, the effect is small. At 500 K the addition is only 0.01
calculation®**® Only the atoms in the first shell around the eV to the divacancy binding free energy, considerably less
vacancy are considered as dynamic, and only their vibrationthan the(negative enthalpy contribution.
are taken into account in the calculation of the entropy. This The EA number for the monovacancy deviates from the
corresponds to 13, 12, and 18 dynamic atoms for the perfe@FT numbers, despite the fact that the EA model has been
bulk, monovacancy and divacancy calculations, respectivelyfitted to the DFT/LDA values. The difference becomes ap-
The size of the supercell is in all cases 80 atoms. We denotearent for the binding entropy. Again, it illustrates the limi-
this case with an t1.” The corresponding entropy is larger tation of a pair-functional model potential to capture the de-
compared with the correct value. In the limit of relatively tails of the interatomic interaction close to a vacancy in Al.

3(N-1—X) N_1_x 3N-D
S)F(V:_kB 21 |n(1)ixv—W E |I’1(Jz)fJ

=1
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D. Anharmonic contributions 1.18 T T T T - -

When the temperature is increased, anharmonic contribu  1.16
tions to the lattice vibrations become important. One part of
this effect can be described by the quasiharmonic approxi-
mation but at high temperatures, close to the melting tem-  1.12
perature, the explicit anharmonicity due to the increased vi-
brational amplitudes has to be taken into account. A large
number of configurations contribute and the DFT calcula-& 1.08
tions become very expensive. We have therefore used MF | 46
simulations to determine the anharmonic effect. Note that
high-temperature geometries are included in the fitting pro-  1-04
cess of the EA potential, ensuring that the anharmonic be- {2
havior is a part of this potential.

The temperature dependence in E5).can be obtained by
comparing the energy of the perfect bulk system with that of ¢
a defect containing system as a function of temperature. W
have performed molecular-dynamics simulations at constant
temperature and constaferg pressure. At each tempera-  FIG. 4. The temperature dependence of the monovacancy and
ture the production part of the simulation run covers of thedivacancy enthalpy of formation. The molecular-dynamics simula-
order of 20—40 ns, but up to 80 ns trajectories were used. Ition results forf(T), see Sec. ll, are the circlémonovacancyand
all cases, we use a system with 500 lattice points. the diamondgdivacancy. The lines show the polynomial fit that is

For the monovacancy calculations, we remove one atontsed when calculating the vacancy concentration with anharmonic-

The system is allowed to evolve in time and the monoval included.

cancy samples different configurations. It can also diffuse. It , o . .
is possible that new defects are formed in the simulation We find that the binding free energy for the divacancy is

such as an interstitial-vacancy pair. We have monitored thSquaI tOGgV.(Tm)Z _0'13(_.0'13) eV for LDAGGA). The

atomic positions and no such events have been detected. anha_rmonlcny makes the d|vac_anc_y even more Enstable. Ne-
In the divacancy case, we remove two nearest-neighb lecting the anharmom_c contribution, we qéﬁv——0.0G

atoms. Different configurations are sampled and only thos —0.07) eV at the melting temperature.

that can be characterized as a nearest-neighbor divacancy are

included. The divacancy may diffuse. After the diffusive

event it can still be a nearest-neighbor divacancy but it can Monovacancies have been studied extensively in the past
also split into two monovacancig¢a second nearest-neighbor and an excellent compilation of experimental data can be
divacancy. To avoid the latter event, we have monitoredfound in Landolt-Baonstein®® Our calculated DFT/LDA
continuously the reaction coordinatés=[R;—1/45{_;R;]  value is consistent with the experimental resultsfy

-g, whereR; denotes the position of the atom in question =0.67+0.03 eV, see Table),|while the DFT/GGA value is
andR; the four atoms that constitute the “bottle neck” of the too low. As already stated, a likely reason for the low DFT/
jump into the vacant site. The vectaris a unit vector inthe GGA numbers is the inability of the GGA to treat tijel-
direction R;. When any¢; exceeded zero, it was reflected lium) surface accurately. The low DFT/GGA numbers for the
back by applying a harmonic restoring force. The barrier forenergy of formation are reported for other elements for both
divacancy splitting was calculated to be 0.675 eV for the EAfull-potentiaP* and pseudopotentf& calculations. We argue
potential, i.e., slightly higher than the vacancy migrationthat both the DFT/GGA and the DFT/LDA numbers should
barrier*’ Taking for the prefactor the value for vacancy mi- be corrected, but the correction is smaller for the
gration, one finds that, 8t=900 K, “attempts to split” will DFT/LDA.?’

occur with an average interval of 20 ps, In the actual simu- The recommendé&d experimental number for the entropy
lation an interval of 10 ps was found. Since the procedure obf formation is Sf\,zo.?kB. Our calculated DFT numbers
reflecting unwanted jumps takes about 20 fs, the effect on thare surprisingly close to the experimental valsee Table
calculated value OHEV(T) is negligible.

In Fig. 4, we present our results for the temperature de- TABLE lIl. The enthalpy, entropy, and Gibbs free energy of
pendences of enthalpy of formation for the monovacanciefrmation at the melting temperatufig,=933 K. The temperature
and divacancies. We have fitted the result to a p0|ynomia|qependence has been determined from the EA model potential.
The entropy of formation can then be obtained according to

1.0

.98 1 1 1 1 1 1
300 400 500 600 700 800 900
Temperature (K)

V. COMPARISON WITH EXPERIMENTAL DATA

. . HF SF HF F GF GF
Eq. (6) and the Gibbs free energy from E). Using the v Y 2v Sov v 2v
LDA(GGA)  numbers HF,=0.70(0.55) eV, Hb, @) (k) (V) (ke) (V) (eV)
=1.48(1.19) eV andS;,=0.9(0.8Ks, S;y=2.1(1.8Ks,  LDA 078 16 174 38 065 143
we get the data in Table Il at the melting temperatlife  GGA 0.61 13 1.40 31 051 1.15
=933 K.
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FIG. 5. The vacancy concentratian,(T) as function of the FIG. 6. The vacancy concentratian,(T) as function of the

inverse temperatureT(,= 933 K). The experimental positron anni- inverse temperaturel,= 933 K). The experimental positron anni-

hilation (open circles and differential dilatometryfilled circles  hilation (open circley and differential dilatometryfilled circles

data are taken from Ref. 5. The dashed line shows the result witdata are taken from Ref. 5. The solid and dashed lines show the

temperature-independent enthalpies of formation. The DFT/LDAresult from the DFT/LDA and the DFT/GGA, respectively, without

numbers are used but the value fle:V is adjusted tOHEV making any adjustments of the calculated results. The deviations

=0.66 eV to fit the experimental data. The solid line shows thefrom the experimental data are caused by the LDA overestimating

result with temperature-dependent enthalpies of formation and wit@nd GGA underestimating the value fdf, (cf. Fig. 5.

HY,,=0.66 eV. The calculated temperature dependence of the for-

mation enthalpies explains the curvature at the high temperature.the monovacancy contribution at the melting point. The cal-
culated results agree with experiments within a factor of 3 at

I1). Both the DFT/LDA and the DFT/GGA numbers agree the melting temperature.

with experiments within experimental uncertainties.

For the divacancy, the binding energy from calculations is
inconsistent with the experimental number, if the
monovacancy-divacancy model is used in analyzing the ex- The Gibbs free energy of formation of monovacancies
periments. We find a repulsive binding energy, in markedand divacancies in Al has been determined as a function of
contrast to the commonly accepted experimental result of atemperature by combining the DFT calculations with atom-
attractive binding energyTable |). The calculated value of istic simulations. The DFT calculations are performed both
the divacancy binding entropy gives a positive contributionusing the LDA and the GGA by Perdeet al® The inter-
to the free energy, but considerably smaller when comparegdtomic potential, used in the atomistic simulations, has been
with the magnitude of the divacancy binding energy. determined by fitting to first-principles DFT d4famaking

The monovacancy-divacancy interpretation of experimenour modeling independent of experimental results. A detailed
tal data assumes temperature-independent formation enth@emparison with available measuremémtsthe absolute va-
pies. If we relax this assumption we find that our calculateccancy concentration is performed.
temperature dependence for the formation enthalpies can ex- We find that the largest uncertainty in the free energy of
plain the curvature at the high-temperature end of the experformation comes from the approximation of the exchange-
mental data. This is illustrated in Fig. 5. In that figure, we correlation functional in the DFT. The LDA and the GGA by
compare our results with the experimental results from Refperdewet al3® give results that differ by about 25% for the
5. We have then used the DFT/LDA numbers from Table lenthalpy of formation at low temperatures. We argue that it is
and Table |1, but adjusted the value fdE,, to fit the experi-  due to the surface effects that are not treated properly. Based
mental data. The temperature dependence is taken from tloa the error in the jellium surface energy, we expect both the
data in Fig. 4. The calculated result agrees equally well with_.DA and, in particular, the GGA number for the vacancy
experimental data, with or without including the contribution formation energy to be too low. Improved approximations
from divacancies. for the exchange-correlation functional are required in accu-

Finally, we make a comparison, in Fig. 6, without making rate calculations of the vacancy formation energies in metals.
any adjustments of the calculated results. The DFT numbers The binding energy for the divacancy is found to be nega-
are taken from Table | and Table Il and the temperature detive, i.e., it is energetically favorable to form two monova-
pendence is evaluated from the data given in Fig. 4. We haveancies from a divacancy. This is in contrast to what has
included both monovacancy and divacancy data in the evalbeen found from the DFT calculations for Cu, Ni, Ag, and
ation of the vacancy concentration, even though the divaPd?***° but compatible with the DFT/LDA resuft$for the
cancy contribution is four orders of magnitude smaller tharvariation of the energy dependence on the coordination num-

VI. CONCLUSIONS
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ber for various Al structures. The result is more or less equatlivacancy binding energy in Al is negatiyespulsive inter-
for both the DFT/LDA and the DFT/GGA, which is consis- action, and we show that the temperature dependence of the
tent with our conjecture that the error in the formation energyenthalpy of formation, caused by anharmonicity of the lattice
is proportional to the internal surface area. vibrations, explains the curvature at the high-temperature
The harmonic contribution to the entropy of formation is end of the experimental data for Al. This is in contrast to
found to agree with experimental data, and both the LDA andecent analysis of experimental d&t®,where temperature-
the GGA give very similar results. It gives a small positive independent formation energies are assumed and a positive
contribution to the binding free energy of the divacancy andbinding energy(attractive interactionfor the divacancy is
makes it slightly less unstable. deduced.
Furthermore, we show that our calculated temperature de-
pendence for the formation energies is sufficient to explain ACKNOWLEDGMENTS
the curvature at the high-temperature end of the experimental
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