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Spatiotemporal dynamics of quantum-well excitons
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We investigate the lateral transport of excitons in ZnSe quantum wells by using time-resolved micro-
photoluminescence enhanced by the introduction of a solid immersion lens. The spatial and temporal resolu-
tions are 200 nm and 5 ps, respectively. Strong deviation from classical diffusion is observed up to 400 ps. This
feature is attributed to the hot-exciton effects, consistent with previous experiments under cw excitation. The
coupled transport-relaxation process of hot excitons is modeled by Monte Carlo simulation. We prove that the
two basic assumptions typically accepted in photoluminescence investigations on excitonic transport, namely,
(i) the classical diffusion model as well &8) the equivalence between the temporal and spatial evolution of
the exciton population and of the measured photoluminescence, are not valid for low-temperature experiments.
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I. INTRODUCTION luminescence are measured directly, e.g., by a
microscop&l~2®Extensive information about the carrier dif-
Real-space transport of excitons in semiconductor is afusivity, mobility, and diffusion length has been extracted
important aspect of excitonic dynamics and plays an esserpased on these two methods.
tial role in many optoelectronic applications. In a quantum- In these optical investigations based on PL, excitons are
well (QW) structure, the excitons are confined in the QWexcited by laser photons with an excess enefgyq.s0of
plane by the potential barriers. The two-dimensional lateratypically several tens to several hundreds of M&V® De-
transport of excitons in a number of semiconductor QWspite the possibility that the transport can happen when the
structures has been extensively studied during the past twexcitons are still hot, i.e., with high kinetic energy, the hot-
decades by several optical techniques, e.g., transient gratingxciton effects are typically neglected in this kind of studies.
pump-probe, and photoluminescen¢BL). In transient- For the measurements performed at room temperatufe,
grating experiments, a spatially periodic distribution of car-hot-exciton effects are less pronounced due to fast relaxation.
rier density is generated by the interference of two laseHowever, for low-temperature PL experiments with a rather
pulses with different angles of incidence. The decay of thishigh Eqycess -+ 2*the relaxation can take several hundreds of
periodic distribution is then detected by the diffraction of apicosecondé? If hot excitons play a role in the transport
third pulse, and the diffusivity can be deduced from thisprocess, two basic assumptions of these PL experiments are
decay'™’ In pump-probe measurements, an intense lasequestionable. The first problem is the validity of the diffusion
pulse is used to generate excitons, in which distribution issquation in describing the transport process. During the re-
then detected by measuring the absorption of a delayed ardxation, the kinetic energy and the group velocity of the hot
much weaker probe beam. Scanning the probe beam witbxcitons are decreasing. Thus, the transport during relaxation
respect to the pump beam, one can obtain information owgannot be described as diffusion with a constant diffusivity.
excitonic transporf. 3 Second, the measured temporal and spatial evolutions of the
Different from these nonlinear techniques, experimentdL arenot equivalent to that of the exciton population. Due
based on PL can be performed in the low-density regimeto the negligible photon momentum, the PL can only be used
where the interactions between carriers are negligible. Thigo monitor the cold excitons that have small enough momen-
makes the interpretation of the experimental results and theim to be able to couple to a phot¢ee, e.g., Ref. 30The
deduction of the physics on exciton-environment couplinghot excitons are invisible in these techniques. For this reason,
more straightforward. Two types of PL-based methods havéhe spatiotemporal evolution of the total exciton population
been developed during the last decade. In time-of-flight exincluding hot excitons can be quite different from that di-
periments, the sample surface is covered by masks. Smakctly deduced from these experiments.
holes are etched on this cover to transmit the excitation laser In this paper, we show that these two problems have to be
beam and the luminescence. The decay of the PL from thaccounted for in typical PL investigations on the transport of
hole after a pulsed excitation can be attributed to both th&@W excitons. By performing temporally resolved micro-PL
radiative decay and the transport of excitons out of the holeand Monte Carlo simulation, we investigate the excitonic
i.e., out of the detection window. Since the radiative decaytransport in ZnSe QW'’s. Strong deviation from classical dif-
can be measured independently by using samples withodiision on a time scale of several hundreds of picoseconds is
mask, information on transport can be deduced by modelingbserved in the low-temperature experiments and is attrib-
the PL decay by, normally, diffusion equati&hi?°The other  uted to a persistent hot-exciton population. From the simula-
method is PL imaging, in which the spatial profiles of thetion, we obtain the spatiotemporal evolution of the total ex-
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pane) photoluminescence spectra.
Il EXPERIMENT well as different barrier materials are studied. Since similar

The experimental setup is a time-resolved micro-PLtransport properties are observed in both samples, we focus
(u-TRPL) enhanced by introducing a solid immersion lenshere on the study of a ten-period ZnSe/ZnMgSSe multiple
(SIL). The spatial and temporal resolutions are 200 nm and ®W with 8 nm well width and 11 nm barrier width grown by
ps, respectively. Figure 1 shows schematically the configumolecular-beam epitaxy. Figure 2 shows time-integrated
ration. The laser system including an Argon-ion laser and @lower panel and time-resolvedupper panelPL spectra of
Ti:Sapphire laser with double frequency by Beta Barium Bo-this sample excited by continuous-waiesv) laser or pulsed
rate(BBO) crystal generates tunable blue laser pulses of 150aser, respectively. In both cases, the energy of the excitation
fs with a repetition rate of 76 MHz. The pulse shaper reducephoton is chosen to be 2.9013 eV. The heavy-hole exciton
its spectral width to 0.2 meV. The beam is then spatiallyresonance is observed at 2.8287 eV with a linewidth of 2.9
expanded to fit the diameter of the objectiveagnification meV. The rise time and decay time of this peak is measured
20x, numerical aperture=0.4), and focused on the sample as 65 ps and 205 ps, respectively. The lower-energy peak is
surface. The luminescence is collected by the same objectivaftributed to charged excitons and is not examined here.

i.e., confocal configuration, and focused on the image plane The u-TRPL spectra are measured by moving the pinhole
of the microscope. A set of pinholes with different sizes isin the image plane, thus scanning the detection @ nm
installed in this plane, achieving local detection. By movingin diameter, defined by the pinhole sjagith respect to the
the pinhole in the image plane, one can scan the detectidiixed excitation spot. From these spectra, we obtain the tem-
spot with respect to the excitation spot in a well-defined wayporal evolution of the spatial profile of heavy-hole exciton
The signal transmitting the pinhole is then spectrally re-luminescence. The detection window used in this extraction
solved by a spectrometer, temporally resolved by a streals a small spectral region around the excitonic resonance.
camera and recorded by a charge-coupled de@&D). Ad- Figure 3 shows several PL profiles measured at a set of times
ditionally, a shiftable set of mirror and lens is installed in after a pulsed-laser excitation. The photon energy of the laser
front of the spectrometer, reflecting and focusing the light tois 2.9013 eV. The excitation power is less thapWV, en-
another CCD camera connected with a monitor. This consuring the condition of a low exciton density. The expansion
figuration achieves a direct imaging of the sample surface oof the PL profile that originates from the real-space transport
the monitor, thus ensures fine alignments of the laser beanof excitons is clearly observed.

the objective, and the pinhole.

The high spatial resolution is achieved by using a hemi-
spherical SIL made of ZrQwith refractive index of 2.16*
The SIL is adhesively fixed to the sample surface. The diam- Monte Carlo(MC) simulations® have been successfully
eter of the SIL is chosen to be 1 mm, which is large enouglapplied in investigations on carrier dynamics in semiconduc-
for giving a sufficient field of view, but still small enough to tor QW’s3*~#!In the present study, we use the MC method
be stuck on the sample surface adhesively even in verticdb simulate the laser excitation, excitonic transport, relax-
configuration. The SIL enhances not only the spatial resoluation, and recombination processes. The model used for the
tion by about two times due to the increased refractive indexsimulation is based on the solid understanding of the hot-
of the media outside the sample, but also the collection effiexciton formation and relaxation processes in ZnSe QW. Af-
ciency by more than five times due to a larger collectionter a laser excitation with a suitable photon energy, an
angle®? These enhancements are of crucial importance foelectron-hole pair is excited in the continuum states. Gener-
the current investigation. All measurements are performed ally, the electron-hole pair may) rapidly form a hot exciton
a sample temperature of 10 K. with large center-of-mass wave vector, followed by hot-

Two ZnSe multiple-QW samples with different periods asexciton relaxation, ofii) dissociate into individual carriers

IlI. MONTE CARLO SIMULATION
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FIG. 4. Differential scattering rates of acoustic-phonon emission
(a@), acoustic-phonon absorptigh), and interface-roughness scat-
tering (c) as function of scattering angle for several exciton kinetic
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FIG. 3. Temporal evolution of the PL profile and of the exciton ) )
population profile. Points with different shapes: The PL profiles at@s follows: The laser pulse generates hot excitons ®ith
different times after the excitation measured by scanning the pin= Eexcess" NELo. IN our experimentEe,cess= 72.6 meV, so
hole. Solid (dashedl lines: The corresponding Pliotal exciton N=2 andE,=9 meV. The initial spatial distribution of the
population profiles obtained by the Monte Carlo simulation. excitons is defined by the profile of the laser spot. After the

generation, the hot excitons travel in real space and relax in
that relax to their band minima separately. In GaAs semiconenergy space simultaneously until it recombine€gt0.
ductor structures, both theoretical and experimental studieghe radiative recombination induces the PL.
have revealed a fast exciton-formation process following the The scattering processes included in our simulation are
excitation if the excess energy of the excitation is largeacoustic-phonon scattering and interface-roughness scatter-
enough for a LO-phonon emission of the excited electroning. For the acoustic-phonon scattering, we calculate the
hole pair*?=*In polar 11-VI QW's, the LO-phonon-assisted scattering rates at temperature of 10 K by using the model
exciton formation is as fast as sub-picosecond due to thproposed by TakagahataThe differential scattering rates as
strong Fralich coupling and thus dominates over the disso-functions of scattering anglé and E, are shown in Figs.
ciation process. This has been verified by the experimental(a) and 4b) for emission and absorption processes, respec-
observations of hot-exciton luminescence in thesdively. The scattering by acoustic-phonon emission prefers
structure$®=°° Our previous investigations on hot-exciton backward scattering, i.e., the maximum scattering rate is
luminescence in ZnSe QW's by temporally resoRfeat spa-  found for #=. On the contrary, the acoustic-phonon ab-
tially resolved® LO-phonon-sidebantPSB) spectroscopy as sorption prefers forward scattering. Also, at low temperature,
well as the observation of a pronounced LO-phonon cascadbe scattering rate of emission is much larger than that of
in PL excitation spectrufi also confirm the dominant role of absorption.
this fast exciton-formation process. Thus, in the simulation, In a semiconductor QW sample, the well width is not
we neglect the dissociation process and assume that all of thmiform due to the imperfection of each interface between
excited electron-hole pairs form excitons by the LO-phononwell and barrier. Such a fluctuation introduces potential
emission. variations which influence the exciton dynamics, especially

In the case when the hot exciton is formed with a centerthe lateral transport process. The structure of the fluctuation
of-mass kinetic energlg, larger than the LO-phonon energy is characterized by a height, which is normally assumed to
(ELo=31.8 meV in ZnSe QW it relaxes rapidly toward its be one or two monolayer,and a lateral correlation length
band minimum by LO-phonon emissions on a time scale of\. Since we have no detailed information about the interface
100 fs, until E,<E o.% Then the rest of the relaxation is quality of the sample, in our simulation we talieto be one
achieved by the much slower acoustic—phonon emission, andonolayer(0.283 nm and use tha as a free parameter to fit
continues over several hundreds of picosecdi@ince the the experiments. Another choice would be to leave both of
LO-phonon-assisted formation and relaxation are muchhem as free parameters for the fitting. But this will make the
faster than the rest of the relaxation process, as a good afitting more unreliable due to the one more free parameter.
proximation we can neglect the transport during the formeiSince the purpose of the simulation is to describe the general
processes. So the physical process in our experiment anttansport behavior of the excitons, rather than to extract the
thus, in the model used for the simulation can be simplifiednformation of the interface structure of the sample, we

035306-3



ZHAO, DAL DON, MOEHL, KALT, OHKAWA, AND HOMMEL PHYSICAL REVIEW B 67, 035306 (2003

choose the first option. Thus, due to the uncertainty ofAhe
used in the calculation, the fitted should not be used as a
reliable number describing the interface structure. The 20
interface-roughness scattering rates are calculated by using

the method by Baset al>* as shown in Fig. &) as func- E,_S
tions of scattering angle artg], . For these curves, is set to E

be 3.7 nm, which is obtained by fitting the experiments. The 1.0-
directional property of the interface-roughness scattering de-
pends strongly on the exciton energy. For hot excitons, the 0.5
forward scattering is preferred, while the excitons with
smaller energy are more likely to be scattered backward. °-’~‘o e T e 2o e ao  ae 450
This feature originates from the fact that the angular depen- Time (ps)

dence of the differential scattering rate,

2.5+

FIG. 5. Temporal evolution of the? for Gaussian fits to mea-
sured photoluminescence profilegjuarel the Monte Carlo simu-
, (1) lated photoluminescence profilésolid ling), and the Monte Carlo

0
(1- cose)exp{ - ()\k)zsinzz
simulated total exciton populatioashed ling

wherek represents the exciton wave vector, is composed of a

forward factor and a backward factor. Thus, thke deter- State of the nex t “free ﬂight." Th? f?‘bove pfoc?dufe is re-
mines the relative weight of these two. factor,s peated many times until the radiative recombination takes

The exciton-exciton scattering is neglected since the eXplace which terminates the existence of this exciton. In the

. . . - ; . simulation, an ensemble of 30 million excitons is simulated
periment is performed with low exciton density. The optical- .
L ) ; : . ; by this method.
phonon scattering is not included in our simulation since the
exciton energy(9 meV) is too low for an optical-phonon

emission and the optical-phonon absorption is negligible at

the sample temperature of 10 K. For the recombination pro- As we have discussed, the hot-exciton effects are typically
cess, we assume that the exciton can recombine if its kinetigeglected in the PL investigations on excitonic transport in
energy is smaller than the spectral linewidh9 meV), and Q. In the absence of hot-exciton effects, the exciton popu-

thg recombi.nati.on raFE s indepe_nde;nt of Fhe energy within lation n(r,t) obeys the two-dimensional diffusion equation
this recombination window? In this simulationI" is used as '

a second free parameter to fit the experiments. Although, the an(r.t)
investigated samples are multiple QW’s based on the polar :
material ZnSe, the influence of the polariton formation on at

the transport process is not included in the simulation. This igyith a constant diffusivityD.® The last term describes the
based on the fact that similar transport properties were obexciton recombination with a lifetime. Also, the measured
served in cw experiments from both single-QW andPL I(F,t) is equivalent with the exciton population, i.e.

multiple-QW samples® Also in the present time-resolved - - . I of th . o b
experiments, we observe similar transport behaviors from(F.D)n(r.1), since all of the excitons are in the recombi-

two multiple-QW samples with different barrier materials asnation window. Based on these assumptions, the measured
well as different periods of QW. temporal evolution of the _fuII width at half maxima
At the beginning of the simulation, an ensemble of exci-(FWHM), sayL of the PL profile obeys
tons is generated by the program. The position of each exci- 204N —1 20+ —
ton is defined by random numbers such that the overall spa- LAO=LAt=0)+16In2Dt. ®
tial distribution of the excitons coincides with the profile of That is, the square of the FWHM increases linearly with time
the laser spot used in the experiment. The kinetic energy ofith a slope being proportional tO.
the excitons is 9 meV according to the experiment condition, To compare our experiments with the above formula, we
and the direction of the velocity of each exciton is selectedit the measured PL profiles in Fig. 3 by Gaussian functions
randomly within the QW plane. Since the width of the laser(not shown in this figureto get the FWHM's. The obtained
pulse(150 f9 is much shorter than the temporal resolution oftemporal evolution of theL? is shown in Fig. 5 as the
our study, the excitons are assumed to be generated simultsquares. We find a strong deviation from a linear function,
neously. After generation, the exciton travels in QW planenamely, a sublinear rise of the® in the time-range up to 400
according to its velocity until it is scattered. The length of ps. This result shows that the excitonic transport cannot be
this “free flight” duration is selected by a random number assumed as a classical diffusion. It implies the importance of
generated according to the total scattering rate of all scattethe hot-exciton effects.
ing processes considered. Then one of the scattering processBeside the nonlinear expansion observe here, we have
is chosen to happen, according to the relative scattering ratgther evidences for the important role the hot exciton plays.
among these processes. According to the type of the scattdffom a temporally resolved PSB experiment, we have di-
ing process selected, we can determine the state of the excictly observed that the hot excitons remain nonthermal on a
ton after this scattering event. This state is used as the initidl00 ps time scale in ZnSe QW .This time scale is long

IV. DISCUSSION

=DV2n(r,t)— n(rT’t), (2
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enough for significant transport to take place. We have also
found from a spatially resolved cw PSB measurements that a 8
nonhermal distribution of hot excitons can still be observed 2 6
after a transport of 1.3m.%’ From a cw measurement on £ 4]
the zero-phonon line of the PL, we have revealed the impor- % 2

tance of the excitonic kinetic energy on the transport ] \

(a) Average Kinetic Energy

We want to discuss now the detailed results of the MC
simulation of the hot-exciton transport. As discussed in the
preceding section, two free parameters, the correlation length U

: : r v r 8
process® These results together with the nonlinear expan- 8074 b) Effective Diffusivi
sion observed here by-TRPL strongly suggest that the hot - so-,f". (b) v ty L 6
excitons, rather than the relaxed excitons, dominate the "E 401 \
[ h Ay 4
transport. <20 | iR
Q - 2
0

(c) Mean Free Path

of the interface roughness and recombination ratE, are %

used in the simulation to fit the experiment. As anticipated, »g 60l

these two parameters are relatively independent. With other &

conditions fixed )\ affects the spatial distribution of the PL, 304

but has little influence on the temporal evolution. The oppo- 0

site is true forl". With I'=5.7x10%s, the PL decay is fitted 0 100 200 300 400
satisfactorily (not shown herg The best fit of the spatial Time (ps)

distribution is obtained when= 3.7 nm, as shown in Fig. 3.
Please note that the solid lines in this figure are not the just FIG. 6. Average kinetic energip), effective diffusivity (b), and
mentioned Gaussian fits to the experimental data, but ar@ean-free patlic) of the excitons as function§ of time. The effec-
obtained by MC simulation of the excitonic dynamics. Fig- tive diffusivity is obtained by modeling th&(r,t) (solid line) or
ure 5 provides a more quantitative comparison of the experin(r,t) (dashed ling with the modified diffusion model, respec-
ment (squares and the simulation(solid ling) in terms of  tively. Note that different vertical scales are used for different time-
FWHM. It is remarkable that a perfect agreement is achievedanges in(b).
by adjusting only one parametex, This fact also confirms
the validity of our model. will demonstrate in the following that such a modified model
Beside its ability to reproduce the directly observable ex4s still invalid in describing the PL expansion.
perimental results, the simulation also provides us a deeper The problem is, that the measured RL,t) is not equiva-
insight into the underlying carrier dynamics. From the simu-jent to the exciton population(r,t) due to the invisibility of
lation, one can extract many aspects of the process that afRyt excitons in these techniques. Since a large portion of the
not accessible in experiments. Figur@Gshows the tempo-  exciton ensemble populates high kinetic-energy states, i.e.
ral evolution of the average kinetic energy of excitons ob-gark states, during the relaxation, this is quite obvious. Nev-
tained from the simulation. The energy relaxation from thegrtheless, this problem is typically neglectéd® From our
initial value (.9 meV) to _the thermgl energy is clearly ob- simulation, we find that during the relaxation, theF,t) is
served. We find the excitons remain hot up to about 400 ps.. . ) - ,
This is consistent with the sublinear increase of tRaup to ~ Significantly different from the measuré, t), as shown in
400 ps observed in Fig. 5, and confirms again that the excifi9: 3- In other words, the spatial distributions of excitons
tonic transport on a time scale of several hundreds of picoSNOWN as the dashed lines in Fig. 3 can result in a narrower
seconds cannot be described as a classical diffusion with %L profile as shown by the solid lines. In Fig. 5, thIS_)dIffer-
constanD. After 400 ps, the relaxed excitons show the fea-€nce is revealed in a quantitative way. Tibeof the n(r,t)
tures of diffusive transport. On this regime, interface rough{dashed lingis significantly larger than that df(r,t) (solid
ness can localize the relaxed excitons and can result in kne) within about 400 ps. This can be understood by the fact
subdiffusive transpor® Since the PL decay time is mea- that the hot excitons with high velocity can travel out of the
sured as 205 p&ig. 2), only a small fraction of the exciton excitation spot quite fast, but they are not visible in the
ensemble can reach this regime. So these effects have minspectrum.
influence on the excitonic transport studied here under non- In Fig. 5, we find a striking peak around 30 ps. This peak
resonant excitation. implies a breathing of the spatial distribution of the hot ex-
If what we proved above were the only problem existingcitons. That is, in average, the hot excitons initially travel out
in previous PL investigations on excitonic transport, oneof the excitation spot, then move back for a while until they
could modify the diffusion model to fix this problem by sim- go outward again. Such an oscillation is in striking contrast
ply substituting the constant diffusivitip by an effective to the model of a classical diffusion, and can be understood
diffusivity varying with time, Do4(t).° One could even ex- according to the directional property of acoustic-phonon
tract D¢g(t) from the measured PL expansion by applyingscattering. According to the differential scattering rates
Eq. (3) to intervals, which are so small that the energy varia-shown in Fig. 4a), the scattering of acoustic-phonon emis-
tion is negligible. However, a second problem arises from thesion prefers a backward scattering. Initially, the hot excitons
hot-exciton effects, as we mentioned in the introduction andire generated with an outward velocity in average. During
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their traveling, interface-roughness scattering events cammdicating that the excitons are thermalized. This is consis-
happen. Since in this transport regime, the energy of théent with the energy relaxation process obtained from the
excitons is still high9 meV), the direction of the velocity is simulation, as shown in Fig.(8).
only slightly changed due to the forward-scattering character From the simulation, we also extract the mean-free path
of interface roughness for hot excitajf&g. 4(c)]. As soon as  (I) for each exciton. Figure(6) shows the temporal evolu-
an acoustic-phonon scattering event happens, the direction 8¢n of the averagedi of the whole ensemble. Since the rate
the velocity is most likely reversed. Then the excitons in arPf the interface-roughness scattering is larger than that of
average move toward the excitation spot, resulting in thécoustic-phonon scattering, the is governed by the
peak observed in Fig. 5. The next acoustic-phonon scatterinjterface-roughness scattering. During the energy relaxation,
event changes the direction of the velocity again. Howeve e exciton velqcny decreases. Also, the 'r!‘e”‘ace: roughness
since the scattering events happen to each exciton in a ra cattering rate Increases with the decreasm_g e>_<C|t0n energy.
dom manner, the oscillating feature is averaged out after fewhese two .fé.lCtorS induce the decrea_sel with time. We
scattering events. So, only one peak is observed in Fig. 5. ote that |n|t|ally_ the mean-free path is nearly 100 nm, re-
are aware of the fact, that we are not giving an experiment ecting _the ballistic transport right after the hot-exciton
proof for the occurrence of the oscillations found in the Mcgeneratlon.
simulations. But, the important message is here: when such
oscillations of the hot-exciton population happen, they are
not detectable in a standard PL experiment under nonreso- In conclusion, we show by.-TRPL and MC simulation
nant excitation. that the excitonic transport in ZnSe QW’s at low temperature
To confirm quantitatively the invalidity of the modified is dominated by hot excitons. Consequently, the two basic
diffusion model in describing the PL expansion, we compareassumptions in previous PL investigations on excitonic trans-
in Fig. 6(b) the curves ofD.x(t) extracted by modeling port: (i) the description by classical diffusion as well @3
I(r,t) (solid line) or n(r,t) (dashed lingwith the modified  the equivalence between the total exciton population and the
diffusion model, respectively. We find the curves to be quitemeasured PL profiles, are not valid in low-temperature
different, especially in the first 100 ps. THex(t) obtained €xperiments.

from n(F,t) increases rapidly in about 30 ps then drops to a
negative value. This feature is induced by the breathing of
the hot-exciton population. The difference between these two This work was supported by the Deutsche Forschungsge-
curves becomes smaller as the hot excitons relax toward thaeinschaff DFG) within Grant No. Ka 761/10—1 and within
band minimum. After about 400 ps, the two curves overlapthe DFG-Center for Functional Nanostructut€=N).

V. CONCLUSION
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