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Time-domain excitation of quantized magnetostatic spin-wave modes
in patterned NiFe thin film ensembles
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We measure quantized spin waves excited by a spatially inhomogeneous pulsed magnetic field in patterned
NiFe thin films by inductive detection of the dynamic magnetization. When anisotropy and numerically cal-
culated demagnetizing fields are included in the magnetostatic Damon—Eshbach spin-wave dispersion relation,
the predicted mode frequencies agree closely with measurements. Micromagnetic calculations predict the
correct mode frequencies and agree remarkably well with time-domain measurements.
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The rapid advance of magnetic data storage technologfCPW) designed for 5002 impedance, which overlay pat-
has driven groundbreaking work in the study of ferromag-terned NiFe thin film ensembles. Using an ensemble of ele-
netic materials at high frequencies. Measurements have beanents increases signal-to-noise with inductive detection
performed on patterned, multilayered devices, as well as newhile measuring averaged single element dynamics. Our
ferromagnetic materials and geometrie$In particular, lat-  NiFe films have 50 and 100 nm thicknesses, and are depos-
erally patterned ferromagnetic films have exhibited multipleited using dc magnetron sputtering onto substrates coated
resonances, arising from the excitation of quantized spinwith amorphous AlO;. The samples are then patterned into
wave modes:® These spin waves are termed magnetostatisquares 5Qum on a side. Seventeen of these squares are
spin waves or magnetostatic modes because the excitati@mrayed in 1 mm ensembles, with easy axes parallel to the
wavelength is long compared with the sample exchangensemble axis. A 0.94m Al,O; spacer is deposited on the
length? These studies have built upon older experimentaNiFe elements. Following the AD; deposition, a 0.75:m
and theoretical work where spin-wave excitations were firsthick Cu film is deposited and patterned into CPWs with
studied experimentally in ferrites and ferromagriet.The  center conductor widths of 15 and 25m, ground plane
majority of these studies have been performed at large statigidths of 31 and 52.m, for total widths of 90 and 154 m,
magnetic field values>100-200 Oe), and have employed respectively, and total lengths 6f1 mm. The 15um CPW
small-excitation-signal techniques, such as Brillouin Lightis centered with respect to the 880 um? squares, while
Scattering(BLS)® or ferromagnetic resonan¢EMR).> the 25 um CPW is offset so the center conductor covers

Patterned ferromagnetic thin films exhibit complex behav-one-half of the 5& 50 um? ensemble. Figure 1 shows the
ior. Even for simple materials and geometries, e.ggdfo  in-plane field profile of the 15.m waveguide, calculated
(NiFe) rectangles, circles, etc., differing interpretations ofysing the Biot—Savart lad?, along with a top-view of the
similar data on spin wave properties may readily be

found>81314 A complete understanding of the high fre- Distance (um)
quency behavior in patterned NiFe is necessary if investiga- 75 -50 25 0 25 50 75
tions are to be extended to new ferromagnetic materials and @ 751 «—+H -
devices. To complete this understanding, measurements of e 504 i
spin wave modes in NiFe films could be extended to smaller o)

static magnetic fields<200 Oe, where magnetization non- % 259 -
uniformity could modify the spin-wave spectrum, and pub- 8 ol 1y .
lished results are scarce due to the large bias fields typically B o N

employed in BLS Comparative measurements could be per-
formed in the time-domain, where fast rise-time magnetic
field pulses force the system to respond to a simultaneous
excitation by multiple frequenciés*'®In this case, multiple
spin waves may co-exist temporally and spatially. Time- Ensemble
domain measurements typically employ larger pulsed field
amplitudes than small-signal techniques, and previous obser-
vations have suggested that nonlinear coupling between spin-
wave modes may occur at large pulsed fiél#§e address
these issues, by applying large amplitude, time-domain
pulsed magnetic fields to patterned NiFe devices. Our pulsed
fields are applied in a controlled, non-uniform spatial geom-
etry, with static magnetic fields in the range from O to FIG. 1. Coplanar waveguid€PW) and ensemble layout, along
150 Oe. with calculated Biot—Savart fields for the J6m CPW in the ta-
Our devices consist of coplanar microwave waveguidepered region as shown.
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FIG. 2. Inductive voltage from an ensemble of>680 um? ~ Shown in detail below, this behavior arises from the excita-

elements, as a function of tin{60 Oe static bias field (a) Voltage  tion of a pair of the available quantized magnetostatic spin-
response of a centered J&m CPW (7 Oe pulsed field (b) re-  wave eigenmodes of the 50m NiFe sample.
sponse of an offset 2am CPW. The solid lines irfia)—(b) are 3D Figure 3 shows the voltage from the }1am CPW (100
numerical micromagnetic calculations as described in the text. ~ nm thickness, 60 Oe bigsfor two pulsed field amplitudes:
70 Oe(solid line), and 7 Oe(dotted line, scaled by 10).
a’he curves agree closely, and a similar, linear scaling with
pulsed field is observed over a wide range of bias fields. In
contrast to previous time domain studfese find no evi-
gence for nonlinearity at large pulsed fields.

Fourier transforming(FFT) the time domain responses

To detect the temporal magnetization response, we use fpm Figs. 2a)-2(b), t.he rms amphtude; as a “”!C“O” of
inductive techniqué A step current pulse, which has a 70 ps requency are shown in Fig(®. As in the time domain data, .
risetime and 20 ns duration, is transmitted through the cPwWo dominant frequency mo_des are seen for both curves in
A 70 Oe peak magnetic field can be generated along thg'g' 4(3)_' C_omparlng the solid and dashe_d Curves, the peak
y-axis by our largest pulse amplitude of 9 V, although we ca eparation is different for the two waveguide geometries. The

attenuate this pulse t@7 Oe to vary pulsed field amplitude. on{ler I]reqhqeﬂcy fpeaks agree kW'th'n (Iaxp(Trm;%ntaI er\r/(\)/r,
The pulse drives the magnetization out of equilibrium, cre-While the higher frequency peaks are clearly different. We

ating a voltage that propagates with the original pulse. Usin%me that in previous studies of patterned NiFe typically more
a 18 GHz sampling oscilloscope, we perform 1024 averagel'an tWo modes are observédh fact, measurements on an
at 100 kHz pulse repetition rate, while applying a static field

waveguide/ensemble geometry. The magnetic field from th
center conductor is directed along they direction, while
the field from the ground planes is directed along. The
ground plane and center conductor currents are also ind
cated.

of 150 Oe also along thg-axis (“saturation” field). We then = Freqlfncy (5G H2) 5
repeat the measurement with the static field directed along = 600 a T T owsosourt
the x-axis, varying from 0 to 150 Oébias field. Finally, the 2 400l s :im CPW/50x50 tme
two curves are subtracted to yield the inductive voltage cre- g "
ated by the dynamic magnetization. Our case is different 2 200
from previous time-domain inductive measureméntse- o«
cause we measure the sum of voltages induced by the indi- g 0 b — 15 um Sine Transform
vidual ensemble elements. < 4000 = =+ 25 ym Sine Transform

The time-domain behavior of our ensemble devices is -3
shown in Figs. 2a)—2(b), where we plot induced voltage as 52000
a function of time for the 15 and 2&am CPW cases, respec- 2

[as

o

tively (100 nm film thickness for a 7 Oepulsed field(along
the y-axis) and 60 Oe bias field. The cross sectional geom-
etries for the two cases are shown as insets in Fig. 2. Both FIG. 4. Frequency response obtained via FET of time domain

trc'.;lces. show a tlme-domaln be_atlng of multiple frequenue%ata.(a) rms mode amplitude as a function of frequency for the two
with similar amplitudes. Basellnze measurements performegeometries in Figs. (2)—2(b). Note the overlap between the lower
on an ensemble of 515um® squares and on a 1 frequency peaks and the separation of the higher frequency peaks.
X1 mn? sample, both centered on a 1&n CPW, exhibit () cpw spatial field amplitude as a function of frequency. The
single frequency response. frequency axis is calculated from the spatial wave vector, using the
The time-domain response is well-fitted by two linearly- dispersion relation in Eq3) for a continuous wave vector. Note the
superposed, exponentially-damped sinusoids having nearteneral agreement between the spatial frequency peaks and the
equal amplitudes but different frequencfe#s will be  dominant excited spin wave modes.

3. 4 5
Frequency (GHz)
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identical sample geometry with az@dn CPW center conduc- 0.20
tor, using a frequency-resolved optical technique, detect five
quantized mode¥. These results suggest that the spatially
inhomogeneous field from the CPV¥ig. 1 top excites a
sub-set of the available quantized spin-wave eigenmodes, as
previously observed in ferrite spher€s.

To further understand the nature of these spin-wave

. . . " ... o'..
modes, we perform 3D numerical micromagnetic calcula- -0.05+ M. 1e0 ")- R _,.-" i
. ’ . . _— =4.0 n§ ".._ -
tions of the ensemble’s temporal response. This response is 010 o Mit-a0 ns)_My(t=0f;3 ns) 5

calculated using the Landau-Lifshitz equation, 015 M1=40ns)My(t-1.0n)
. 1 1 1 1 1
20 -0 0 10 20
m
dm/dt=— — —mx[H+amxH], (1) yikm)
1+«

FIG. 5. Micromagnetically simulated spatial magnetization re-
sponse: magnitude dfl, as a function ofy. The steady stati,
configuration fort=4.0 ns is given as the solid line. The difference
between the steady stald, and M, at t=0.73 ns after the step
excitation is given by the circles, while the squares denote the dif-
ference inM, betweent=4.0 ns andt=1.0 ns. Note thaM, is
pinned at the sample edges and consists of two dominant spatial
frequencies, which can be seen in the deviationdgffrom its
2A 2K . : )
H=—Vd+ —V2m+ ~(m-c)c+Hp+H,, 2) s_teady s_tate configuration. For these curves, every flf_th computa-

Mg Mg P tional point has been plotted, where the first and last pointsigiye
closest to the sample edges.

wherem=M/Mg is the unit magnetization vectav} is the
(assumed constansaturation magnetization,is time, y is
the gyromagnetic ratiog is the phenomenological Gilbert
damping coefficient, andd, in the magnetostatic limit, is
given by:

where the first term is the magnetostatic fiel®2@
=47MV-m), A=1.6x10 1 J/m is the exchange con- netization profile and volume integrated. Tkeumerica)
stant,K is the magnetocrystalline anisotropic constants  time derivative of this volume integrated projection is then
the uniaxial anisotropy direction, and the remaining termsproportional to the induced voltage. The solid lines in Figs.
are the Zeeman fields for the uniform biasif@ongx) and  2(a)—2(b) are the micromagnetically calculated voltage re-
nonuniform excitation(alongy and z), respectively. In our sponses for the two cases shown, using/2mw
calculations, the magnetization domain is discretized uni=32.2 GHz/T, 4rM¢=1.05 T, H,=2K/M¢=4 Oe, anda
formly along each Cartesian axis, thereby allowing efficient=0.01. This value of 4Mg is accurate within 5%—-10% for
fast Fourier transforms for the volumed averaged magnetosur NiFe films. They component oH, has the profile shown
static field for each computational cell, and a simple 7-poinin Fig. 1. We note that this value af is consistent with that
Laplacian stencil for the exchange field. The volume averfound for much larger samplé&.The calculated voltages
aged excitation fieldH,, for each computational cell is agree closely with the measured ones, indicating that our
found analytically from the Biot—Savart Law given the ge- calculation successfully captures the relevant physics under-
ometry of the CPW, spacing from the magnetic elementdying these spin-wave excitations.
(0.94 um), and assuming an infinite CPW along the bias Figure 5 shows the y-component of the magnetization for
field (x-axis) and a spatially uniform current in the thin CPW the simulations shown in Fig(@. The steady stat®l, con-
with temporal behavior determined by experimental observafiguration after the step excitation is given as the solid line.
tions. Equation(1) is solved semi-implicitly with a fixed The deviation oM, from this configuration is shown at two
time step of 0.1 ps. There are no explicit boundary conditionsnstances of time after the step excitatiar0.73 ns and
on the magnetization profile since the calculation correctlt=1.0 ns, as circles and squares, respectively. These devia-
incorporates all the relevant physics; e.g., the magnetostations in M, clearly show the two normal modes which are
(and, to a lesser extent, exchanpgelds naturally “pin”the  simultaneously excited. The simulations in Fig. 5 shigky
magnetization along the element surfaces for the geometrigging to zero at the sample edges, indicating thgt is
considered here. Due to computational feasability, the 3@pinned, as discussed above. Figure 6 shows FFT’s of the
simulations reported here have computational cells largesimulated time domain voltages for the data from Fign) 2
than the exchange length. However, finer meshing in 3Dfor three different current/field configurations. The solid line
along with simulations in 2D where the exchange lengthis for the case shown in Fig. 1. The dashed line is for the case
scale can be resolved, show no effect on the final computedhere the field is only that of the center conductor, and the
results and also confirm that the spin waves are purely magground plane fieldsi.e., currents are set equal to zero. The
netostatic in nature. In the 3D simulations, all of the en-dotted line is for the case where the field above the ground
semble elements are assumed to have identical magnetic nglanes is equal to that above the CPW center conductor. In
sponse. all three cases, only two modes are observed, and their fre-
The magnetization-induced voltage is calculated by reciquencies are independent of ground plane field strength.
procity in the standard formalisfnin particular, a fictitious However, the relative amplitudes of the modes strongly de-
current is passed through the CPW. The resulting field in th@ends on the relative fields from the ground planes. The
magnetic sample is projected along the instantaneous maggreement between experiment and simulation, as shown in
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of f2 on bias field is expected from the Damon—Eshbach
(DE) dispersion relation for magnetostatic spin waysse
I below).!® The squared frequencies in Fig. 7 appear ap-
o e Eggﬁhﬁilg?sfora" i proximately linear vs bias field over the full field range
(~15-150 Oe). The inverted triangles in Fig. 7 are calcu-
B lated via micromagnetics fdf,,= 50, 100, and 150 Oe, and,
as in Fig. 2, the calculatef are in excellent agreement with
experiment. The lines in Fig. 7 are drawn through the calcu-
B lated points to show the agreement with experiment, and are
not fitted. Having reproduced our experimental results nu-
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0 8 10 merically, to make quantitative predictions, we compare our
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FIG. 6. FFT's of simulated time domain voltages for different relation:

waveguide field configurations for the 18n waveguide geometry. y
Solid line: FFT of simulated time-domain response for field profile f2= (—
shown in Fig. 1. Dashed line: FFT for the case where the ground ™
plane fields are zero and only the field above the center conductor is

present. Dotted line: FFT for the case where the fields above the =

ground planes are equal to the field above the center conductor. All

2
) [A7mMHp+ (27mMg)%(1—exp(—27ns/w)) ]

2 2
2—) AmMJHp+H, = %) ATMH’, 3)

s

. . . . culate’’ from the frequencies in Fig. 7, inserting the same
obtain the agreement between experiment and simulation shown in . .
Figs. 2a)—2(b). values ofy and 47Mg used for the numerical calculations.

Given the discussion above, we apply E8) with pinned
. . ) . . boundary conditions, i.e., our mode indices start with1
Fig. 2, cannot be obtained without including the correct(the lowest unpinned mode has-0).5 However, the experi-
ground plane fields. Further, measurements of theu®d mental ', from Fig. 7, are lower than the predictéd' .
offset sample for waveguides without a ground plane OveEquation (’3) predicts 7—2’:92 8 Oe H,_,=32.8 Oe; H,
. . n= : ;

the sample confirm the change in mode amplitude that is oy — e
predicted by the FFT's in Fig. 6, 60 Oe;w=50 um; s=100 nm). For the lowest frequency

As mentioned above, interpretations of spin wave proper-rl100Ie n Fig. Ta) (n=1), }'=78.9:3 Oe. For Hy

ties differ in the literature for similar patterned NiFe film =150 Oe, Eq(3) predicts}'=182.8 Oe, while Fig. @

. ields H'=167+8 Oe (uncertainties assume 5% error in
structures. We now analyze our data from Fig. 2, to addres%WMS). Similar disagreement occurs if one takes 0. The

these differences. Figure 7 displays spin-wave frequenc}.{iecreased sensitivity of the measurement at the higher bias

squaredf?, as a function of bias field, for the 15 and 25 fi o ; :
. . ) elds highlights the importance of being able to perform
CPW devicedFig. 7(@], and for 15um CPWs at two film these measurements at bias fields well below 100 Oe. Previ-

thicknesses: 50 and 100 riiig. 7(b)]. A linear dependence ous studies have shown similar discrepancies, which are re-

solved either by using unpinned boundary conditions or non-

— integer mode-indices®2both of which lower the predicted
I 20} ‘H'. However, as written, Eq(3) does not include uniaxial
e anisotropy or demagnetizing field anisotropy, both of which
210~ are present in our case. We modify E§) to include these
o e ® 25 CPW/100 nm terms:
(?)- 0 -¥.- 3D calculation
5*20 " Y 2 Y 2
[ 2__ —
% f _(ﬂ) [47TMS(H/+Hd+Hk)]_(E) 4TMH
|.q‘|:J 19F; " O 15CPW/100 nm (4)
¥ ® 15 CPW/50 nm . .. . .
oF . ,~¥- 3D calculation whereH is the demagnetizing field along the CPW axis and
40 80 120 will be negative since it opposés, inside the sample. The

Bias Field (Oe) uniaxial anisotropy fieldH,=2K/M =4 Oe, is measured

FIG. 7. Spin wave mode frequencies, squared, as a function varior tc_) film patterning W_ith a M-H loopet, is calculgted
bias field. (8 Comparison of mode frequencies for Bm (n numerlcally, by Computlng_ the vqlume-averaged internal
=1,3) and 25um (n=1,2) CPWs(b) comparison of 15:m cPw field at a givenH, . We again combine these terms and de-
frequencies f=1,3) for 50 and 100 nm thick films. The inverted fine the sum ast. Using Eq.(4) with numerically derived
triangles are 3D micromagnetic calculations. The dotted lines contH¢= —18.4 Oe along withH,_, and H,, we calculate}
necting the calculated frequencies are not fitted, but touch most of 78.4 Oe {H,=60 Oe), compared witl{=78.9+3 Oe
the experimental points. from Fig. 7. The micromagnetically calculatedH
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—77.1 Oe. The predicte# agrees closely with the( from  CPW using only sine terms in the Fourier expansidfiwo

both experiment and micromagnetics. Similar agreement igominant peaks are seen in the spatial frequency spectra for
obtained for all the modes in Figs(a@/—7(b). For the third the two CPWs, as shown in Fig(}, where the solid and
mode in Fig. Ta) (n=3), we deriveH=144.9-6 Oe H, dashed lines are for the 15 and 20 CPWs, respectively.
=60 Oe), while numerically}{=146.8 Oe, and Eq4) pre- These spatial frequency spectra mirror th_e observgd spin
dicts H=142.7 Oe. Equatiori3d) would have predictec’ wave spectra shown in Fig(@. To make this comparison

—157 Oe for this case. By includingl, and Hy in our more quantitative, the-axis in Fig. 4b) was computed by

analysis, we obtain excellent agreement with DE dispersiontranSfC)rmatlon of wave vector to frequency via the disper-

with pinned boundary conditions and integer mode indices sion relation[Eq. (3)]. The spatial harmo_nics. shown in Fig.
To further establish the validity of E@4), we performed 4(b) overlap the measured frequencies in Fig) for both
th t sh v Fi 2' ' ﬁ% id the 15 and 25:m CPWs, indicating that we can both predict
b € fg(r)rcl)e rr?]eﬁjsnur?gergcfam "L]Jsi:?. aﬁri] dtnti(gll e(??l and control which of the spin wave modes will be excited for
y K h 9 tanglé, using houl 1B a given field geometry. To test whether this spatially selec-
CPW U”der t ese conditionblg in Eq.2(4) should b? N€Y-  tive excitation depends on the detection geometry, we micro-
“—gg|9b7li ‘Ln C():grpopratrrzseolr:)\}\?erthrﬁo%@ef(o f g]O gaes)e. SVL\JISSI:?U%Q magnetically calculated the effect of varying CPW width and
=97+ b= ) ; ; ) T i
H, .=32.8 Oe,H,=4.0 Oe, andy=0 into Eq. (4), we placement for the inductive detection orflgxcitation geom

etry was held constantThe results showed no shifts in peak
predict H=96.8 Oe, again in excellent agreement with ex-(s) y W n . W rsinp

) . ; requency nor any additional spectral peaks, suggesting that
periment. As a further check, the micromagnetic calculate a y y P b 99 g

. ur induced voltage correctly represents the excited magne-
response of an ensemble of adn wide (y) by 25 um long i, ation.
(x) elements found only an offset in both mode frequencies, |, ¢onciusion, we demonstrate the ability to spatially con-

suggesting that Eq4) properly accounts for the demagne- y| the excited spin-wave spectrum in a patterned ferromag-

tizing field. We also computed the case where the frequenCygic thin film. We successfully employ 3D micromagnetic
d|ﬁerenc§ IS not mdependent of the b_oundary cond|t|qns, b¥alculations to reproduce our measured voltages in the time
making film thicknesss, a bigger fraction of sample width, 4omain and no nonlinearities are observed, even at large

w. The simulated frequency difference requires the lowesse fields. We obtain close agreement between measured
two modes to have indicas=1 andn=2, notn=0 andn 5 predicted absolute frequency and frequency separation,
=1, i.e., largely pinned boundari¢for even larges/w val- ging the Damon—Eshbach dispersion relation, modified to

ues, neither “pinned” nor “unpinned” are correct include uniaxial anisotropy and demagnetizing fields, with
To explain in detail how the CPW field profiles lead to the pinned boundary conditions.

observed spin-wave spectra, we examine the pulsed field
spatial harmonics seen by the sample. Assuming mostly The authors wish to acknowledge Adnan Rebei, Jim Bain,
pinned boundary conditions for the magnetization at the latShingo Tamaru, and Rene van de Veerdonk for useful discus-
eral edges = =25 um), we expand the fields from the sions and helpful insight.
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