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Simulation of growth of Cu on Ag(001) at experimental deposition rates
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The initial stages of growth of001)Cu films on (001)Ag substrates have been investigated using the
temperature-accelerated dynamiosd) simulation method. The acceleration providedray made it possible
to simulate the deposition of Cu q001)Ag at 77 K using a deposition rate of 0.04 ML/s, which matched
previously reported experiments. This simulation was achieved withquiori knowledge of the significant
atomic processes. The results showed that the increased in-plane lattice parameter of the pseudomorphic Cu
reduces the activation energy for the exchange mode of surface diffusion, allowing short-range terrace diffu-
sion and the formation of compact Cu islands on the second film layer at 77 K. Some unexpected complex
surface diffusion processes and off-lattice atomic configurations were also observed.
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[. INTRODUCTION tures of the simulated structures can be directly compared to
experimental measurements. A difficulty of the KMC
Molecular-dynamicgMD) simulations can provide valu- method, however, is that it requiraspriori knowledge of all
able insight into some of the atomic-level phenomena thasignificant atomic processes. This problem is especially se-
control many material processes, including radiation damvere for mechanisms with near-threshold activation energies
age, deformation, and vapor deposition. For an MD integraat the temperature of interest. In this case, local variations in
tion algorithm to remain stable, however, time steps must batomic environments can produce large variations in reaction
no longer than several femtoseconds. For reasonable systeuates.
sizes and current computational capacity, this limits total An alternative approach to simulating processes over time
simulated times to several nanoseconds or less. For this reaeales of several seconds is provided by the temperature-
son, most MD investigations of thin-film deposition pro- accelerated dynamidsap) method® one of several recently
cesses have employed effective deposition rates on the orddeveloped accelerated dynamics simulation technigjdes.
of 10° ML/s, which are factors-of-18-10'* higher than ex- briefly described in the following sectiomap uses a com-
perimental deposition rates. One possible result of such hination of molecular dynamics and statistical mechanics to
high deposition rate is the effect of the energy introduced bycorrectly follow the actual dynamics of a system while pro-
one deposited atom on the response of the following depossding accelerations of up to £0n the calculations. This is
ited atom. This effect can be eliminated effectively by theachieved without anya priori knowledge of the relevant
careful choice of thermostat and deposition raSich simu-  atomic processes. With an appropriate selection of condi-
lations can reveal details of phenomena occurring during antlons, this technique can allow the simulation of early stages
immediately following atom depositions, such as transienof film growth at experimental deposition ratés:
atom mobility? downward funneling, steering® and ather- The present investigation was motivated by the experi-
mal interface mixing. However, thermally activated atomic ments of Egelhoff, Jr. and JacdbThese authors reported
processes with rates as low as one per second can have spersistent  reflection  high-energy  electron-diffraction
nificant effects on thin-film microstructures. The high atom(RHEED) oscillations for several film/substrate systems at
deposition rate required for conventional MD simulations77 K, a temperature at which they did not expect significant
cannot realistically model such processes. Therefore, the efhermally activated surface diffusion. They interpreted the
fects of phenomena such as terrace diffusion and interlaydRHEED oscillations as indicative of quasi-layer-by-layer
transport on vapor-deposited crystal growth are excludedrowth, which they attributed to terrace diffusion induced by
from the conventional MD simulations. the condensation energy of deposited atoms. Evans and
One approach to this dilemma is to create a catalog of theo-workers*3 and later Yang, Wang, and Etidemonstrated
activation energies and kinetic prefactors for all significantthat this condensation energy effect does not exist, and pro-
thermal processes and to use this catalog in a kinetic Montgosed that the observed smoothness of the growing films was
Carlo (KMC) simulation of the system of interésf. This  simply due to downward funneling. Here we show that in
approach allows the modeling of relatively large systems astrained heteroepitaxial systems such as Cu deposited on
realistic growth conditions for long times. Furthermore, fea-(001)Ag significant terrace diffusion does take place at tem-
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peratures as low as 77 K. The effect is not because of thavation barrier. Equatior(2) then defines the extrapolated
condensation energy but is due to lowering of the exchanggéme for that transition to occur af,,,. The simulation is
barrier for surface diffusion in second and higher film layerscontinued in the original basin, and additional transitions are

by the biaxial tensile strain in the film. detected and analyzed. To determine when sufficient infor-
mation has been collected to define the transition with the
Il. SIMULATION DETAILS shortest waiting time af,, , we further assume that all pos-

sible transitions in the system have prefactors greater than

vmin- This leads to the result that the basin-constrained MD
Because theaD method has been described in detail by must be continued aly,ig, for a timetyign stop

Sgrensen and Votépnly a brief discussion of its details will

be given here. The basis of this method is the well-known In(llﬁ)[

A. The TAD method

Vmintiow,sho

In(1/6)

: (€©)

fact that the rate at which any thermally activated process thigh, stop—
occurs can be increased by simply increasing the temperature
of the system under study. For a harmonic system, this teMyhere t,,,, snor IS the observed transition with the shortest
perature dependence is given by the Arrhenius relation  aiting time atT,q,,, anddis the(low) probability that there
E is a yet unseen transition with a shorter waiting timé gy, .

|

Tiow/Thi
I’t] low’ " high

min

—A (1 At this point, the first low-temperature transition is accepted,
kT and the basin-constrained MD is begun again in the new

where v, is the rate prefactorE, is the activation barrier State. _ _
energyk is Boltzmann's constant, arilis the absolute tem- S noted previousl§, the TAD algorithm can be slowed
perature. This effect has been applied to accelerate activat@Wn considerably whenever there is a sequence of cyclical
processes in conventional MD simulations by computationlOW-barrier transitions that occurs many timgerhaps mil-
ally annealing the system. As applied to film depositiom,  10NS) during the evolution of the system. From E@), the
few atoms are deposited at low temperature, the system terf:[pm'putatlonal boost depends exponentl_ally on the activation
perature is raised to increase the rate of activated process&@!ier, so that the overhead of analyzing each low-barrier
the system is cooled back down to low temperature, and thEansition can easily overcome all of the advantages of the
process is repeated until the desired amount of material ha&P Method. In an extensions BAD, once a given transition
been added. Equatidf) shows, however, that a temperature 12S been seen a sufficient number of times to define its sta-
increase will not preserve the relative rates of processes withstical distribution of waiting times, KMC is used to predict
different activation barriers. Thus, unless only one activatior Set Of transition times that are applied to the stie
barrier is significant, a simple temperature increase will nofransition is “synthesizedy until the next regular transition
correctly preserve the system dynamics at the base temperg- 2ccepted. As will be discussed later, this extension was
ture. critical fc_)r the present investigation, since a number of very
The TAD method addresses this problem by assuming thaPVV-barrier transitions occurred in this system.
the system follows first-order kinetics, and that the harmonic_ 1© implement thetab method for the growth of Cu on
approximatiof® to transition state theoy2° (TST) applies (00DAg, a substrate was created comprising seven 98-atom

to the system under study. TST implies that for any transitior*d 12Y€rs, the bottom three of which were fixed. Boundary

between two states of the system, a dividing surface in cong@nditions were periodic in the-y plane, with free surfaces

figuration space can be defined such that a reactive transitidh thez direction. The bottom active layer was thermostatted

occurs any time a system trajectory crosses this surface. Thig 77 K using Langevin dynamics. As detailed in the follow-

implies that there are no correlations between successiV89 Section, embedded-atom meth¢BAM) potentialé

transitions. First-order kinetics and the harmonic approxima/Veére used to model Ag-Ag, Cu-Cu, and Ag-Cu interactions.
tion allow us to relate the time at which a transition is ob- 1 N€ Simulation sequence was begun with a conventional MD

served at an elevated temperature to the time at which gimulation of Cu atom deposition at a random position in the

would have occurred at a lower temperature by a simplgY Plane for an incident energy of 0.1 eV. Following 2 ps of
equation: this MD simulation, the system was evolved ;yp. The

times between Cu atom depositions were chosen to duplicate
1 1 ” the statistics of thermal evaporation with an average rate of

rate= vy exp( -

E,:
ti,low=ti,highexr{% (2 0.04 ML/s (0.245 s per atoim The sequence was then re-
peated for a total of 147 deposited atofiiss ML). Atomic
where E, ; is the activation barrie(energy at the saddle configurations were saved for each accepted configuration, as
point minus energy at the minimyrof transitioni, andT,,,, ~ well as the saddle points and final configurations for each
and Ty, are the system temperature and elevated temperabserved high-temperature transition. A file was also re-
ture, respectively. The method is implemented by first percorded containing activation barriers and waiting times for
forming a “basin-constrained” simulation at an increasedeach accepted transition. The total actual simulated time was
temperature. In this simulation, MD is performed at the el-45.7 s, with a minimum time between deposited atoms of
evated temperature until a transition is detected. Thd.95 ms and a maximum of 1.86 s. To aid the analysis of the
minimum-energy path for the transition is then determinedrAD results, a conventional MD simulation of Cu deposition
by the nudged-elastic-band metHdd? thus defining the ac- on (001)Ag was performed for a system temperature of 77 K

Tiow  Thign
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using the same initial positions of the depositing atoms, buto fit for an alloy are the two heats of solution at infinite

with only 2 ps between deposition events. dilution. Varyings,g, the relative scaling opay(r), a value
of spg=1.253 gave both heats of solutigh.41 eV for Ag in
B. The Cu-Ag interatomic potential Cu and 0.23 eV for Cu in Agin excellent agreement with

experiment® (0.39 eV for Ag in Cu and 0.25 eV for Cu in

g). Interestingly, this optimal value f®,q is very close to

he ideal value of 1.29 for which thesum in the perfect Cu
and Ag crystals is matche@ising sag=1.29 would change
the predicted heats of solution by less than 0.0%. @¥is is

, (4) not typical of our experience with other cross potentials.

The copper and silver interactions were described usin
an EAM (Ref. 22 interatomic potential, in which the energy ¢
of an atomi is given by

1

Ei=32 by (T +F| 2 py(ry)
wherer;; is the scalar distance between atonedj, ¢(r) C. Reliability of the potentials
is the pair potentialp(r) is the density functionF is the
embedding function, ang indicates the type of atomn(A or

B for an A-B system The nonlinearity ofF gives the EAM
potential its many-body nature. For each of the pure ele
ments, the Voter-Chéh form was employed, in which the
lattice constant &,), cohesive energy H.,), and bulk

modulus(B) are reproduced exactly, while five parameterspotential§° are in very good agreement withb initio
three describing the Morse pair potential, one for the expo X . o
( g hair p PO calculation$l:® (The hop barriers are within 0.05 eV and

nent of the density function, and one for the cutoff distance .
y 3 exchange barriers are too low by 0.1-0.15 eV. For a com-

are optimized to give the best fit to the vacancy formation

energy, cubic elastic constants, and gas-phase diatomic boREEN€NSive comparison between semiempiriglinitio, and

length and bond energy. The details of the fitting procedur(‘?Xperimem"’II ga”‘.er? on f.CC metal surfaces, see Montalent
can be found in two references by Vot&?® The optimized and Ferrandp® This is an important check because no sur-

parameters, which have been given previously for both Cl]j_ace data was included in the fitting procedure for the poten-

(Ref. 26 and Ag?’ are included here for completeness: For 1alS:

copper, a,=3.615A, E.,~=3.54eV, and B=1.419 Concerning the Ag-Cu interaction, we have noted above

X 10* erg/cnt, Dy=0.7366 eV, Ry=2.325A, and ay, that, although on]y a single parameter was adjusted i_n fitting
_ _ _ : the cross potential, the experimental heats of solutions for
=1.919, By=4.043, andr.,=4.961A. For silver, a, both A in C dCuinA " duced by th

=4.09A, E.=2.85€eV, and B=1.036x10" erg/cn?, Oth Ag In LU and LU In Ag are correctly reproduced by the

— _ _ potentials. In order to check the reliability of the alloy po-
?'\é 9866,;—211 eex;d rRM_ 52;554720'5{:\' and ay=1826, By tential in describing surface dynamics, we compared the dif-
- . y Cut_ . .

For the Cu-Ag interaction, we employed the form Sug_fu5|on barriers for the jump and the exchange mechanism for

. : . o ~ a single Cu adatom on a A@01) surface withab initio cal-
gested by Johnsditin which the cross pair potential is de culations. We did this using density-functional the¢DFT)

;Irgfr? t'r?etSLTeS ecl)ér;heentrs)alr potentials and density functlonsas impleme_nted in  the vasp  code®*  Ultrasoft
' pseudopotentials were used to represent the core electrons,
1] pg(r) pa(r) and the valence elecﬁronic_wave functiorjs were expanded in
¢AB(r)=§ md)AA(erd)BB(r) (5) plane waves. The simulation cell consisted of four layers

(plus the adatom with each layer containing 18 atoms. The
[to prevent taking a ratio of infinitesimal quantities near thebottom layer was kept fixed.
cutoff distance, a small valu®.0003 was added to each of ~ We started by performing-point (1X1X 1 k-point sam-
the p denominator}; A pure-e|ement EAM potentia| is in- pllng of the Brillouin zone calculations, using the Perdew-
variant under a transformation in which a linear term isWang 1991(PW91) exchange-correlation functiorffland a
added to the embedding function and a compensatinglane-wave energy cutoff of 234 eV. The activation energy
amount of p(r) is subtracted frome¢(r). However, this for the hop of a single Cu adatom on @§1) was calculated
transformation does in general change the properties of ai® be E}**"=0.63 eV. With our potentials, we fouri"
EAM alloy potential involving that element. Johnson showed=0.62 eV. Increasing thk-point sampling did not apprecia-
that if the cross potential is defined by E§), then the alloy bly change the results. Indeed, using & 2<1 mesh K,
is also invariant under this type of transformation of the<k,Xk,, where thez direction is perpendicular to the sur-
component elements. Although there is no physical justificaface), we still found E/**"=0.63 eV. We conclude that the
tion for restricting the alloy potential in this way, the use of jump barrier for Cu on A0l calculated with our poten-
Eq. (5) offers an appealingly simple path for constructing thetials is in excellent agreement with tlad initio results.
alloy potential. Once the pure-element functions have been As a final check, we looked at the exchange process for an
specified, only a single degree of freedom remains: the relasolated Cu adatom on the A201) surface. The saddle-point
tive scaling of the two density functions,(r) andpg(r).?*  configuration was found using the nudged-elastic-band
To pin down this parameter, we followed the suggestion ofmethod, including its most recent developments, especially
Foiles, Baskes, and Dat¥that the most important quantities the climbing image algorithr®*” A T-point calculation

The results of thaab simulations presented in this paper
were obtained with embedded-atom method interatomic po-
tentials. We have reason to believe that our potentials do give
a good description of the real system, Cu(@@l). First, we
note that the single-adatom diffusion barriers for the pure
systems Ag/A¢D01) and Cu/C@001) obtained with these
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yieldedEY,>P=0.38 eV; increasing thk-point sampling did
not change the result, giving,>"=0.38 eV3® for a 2x 2
X1 mesh. In this case, the agreement betwademitio and
EAM results was not as satisfactory, wiltf,"'=0.52 eV.
This discrepancy might be an indication of a limitation of the

potential to accurately describe Cu/@§1). However, it is ;‘IL\I\EI)ULATION
also possible that the PW91 functional is not accurate for this
case.

We also tested the agreement between the EAM and DFT
for some larger Cu configurations on @§1) (for example,
small Cu islands on Ag We found that when the calcula-
tions were not sufficiently convergéduch as when too few
k points or too few layers in the slab were usedFT pre-
ferred to make more compact structures, with Cu atoms leav- ® Substrate
ing epitaxial sites and becoming more highly coordinated. @ Film Layer 1
This in contrast to the EAM, where Cu preferred to stay on O Film Layer 2
epitaxial sites. However, as thepoint sampling was in- O Film Layer 3
creased or more layers were added to the slab in the DFT
studies, the Cu tended to move back to epitaxial positions.
While we were not able to carry these calculations to full
convergence, the trends suggest that the EAM and DFT
agree on the geometries for larger-size Cu clusters on Ag. MD

SIMULATION

. TAD RESULTS
A. Film structure

As seen in previous experimental investigatigris“®and
conventional MD simulation$! the Cu film in the present
study was pseudomorphic with the Ag substrate, taking on
the Ag lattice parameter in the film plane. This 13% Bain
distortion in the Cu deposit shrinks the out-of-plane lattice 3
parameter, such that the Cu structure is body-centered tetrag- (b)
onal. After deposition of 1.5 ML of Cu in the present study, FIG. 1. Film layer structures following 1.5 ML of Cu deposited
the average layer spacings were substrate-layer 1, 0.171 nr(‘g]h (00DAg at 77 K for (a) TAD simulation, average deposition rate

layer 1-layer 2, 0.134 nm; layer 2-layer 3, 0.129 nm. Thus0.04 ML/s; (b) conventional MD simulation, deposition rate 5

the spacmgs.of the'Cu layers were Sma”ef than t'he body>-< 10° ML/s. To aid visualization of the structuresx® expansions
centered-cubic spacing for the_ expanded _Iatt|ce, whlch_woul%f the computational cell are shown.

be 0.145 nm. A molecular statics calculation for a Cu film of
three full layers o(00DAg, using the same EAM potential, produced a notably more compact second-layer island. To aid
gave these same three spacings as 0.176, 0.144, and 0.1t42 visualization, X 3 expansions of the simulation cells in
nm, which indicates the effect of island size on the layerthe film plane are shown in the figure. As might be expected
spacings. Theoretical studfé4® have shown that the from the lack of thermal mobility observed for Cu atoms
strained bct Cu structure is unstable, but it can be maintainedeposited directly on the Ag substrate, the first film layers
for sufficiently thin films on a suitable substrate. No thermalfrom the two simulations were very similar. In bothd and
mobility of deposited Cu atoms was observed in the MD runs, the final films each had seven atoms in the third
simulation until atoms were deposited into the second filnfilm layer, which were too few to allow any conclusions
layer. [No Cu jump or Cu-Ag exchange transitions on theabout morphological differences between these layer struc-
(001Ag surface were acceptedThese atoms were able to tures. Following steepest-descent relaxation, the potential en-
diffuse via exchange mechanisms with first-layer Cu atomsergy of theTap-simulated 1.5-ML (film+substrate) structure

as will be described in the following section. This diffusion was 2.8-eV lower than the structure simulated by conven-
allowed the formation of a compact island in the second filmtional MD.

layer, as demonstrated in Fig. 1, which compares the film Although Fig. 1 shows a qualitative effect of thermal dif-
structure after 1.5-ML Cu deposition by teD simulation  fusion on the second film layer structure at 77 K, the depen-
with that produced by conventional MD, which did not allow dence of the number of atoms in this layer on the number of
sufficient time for terrace diffusion. As noted in the previousdeposited atoms was virtually identical for thed and MD
section, the same initial locations for depositing Cu atomsuns. To quantify the development of the compact island
were used in both simulations. The second film layer wastructure, a determination was made of the total number of
approximately half filled in each simulation, but tiheD run  nearest-neighbor pairs per atom within the second film layer

205415-4



SIMULATION OF GROWTH OF Cu ON A¢00D AT . .. PHYSICAL REVIEW B 66, 205415 (2002

L e e e B By L P transitions were accepted at the system temperature of 77 K.
C : : e, ] The great majority of these transitions were multiple repeti-
S [ TAD--g- 01 E tions of low-barrier processes. If each distinct transition is
Pl I ) SRR S B R ++ ________ ] only counted once, this number is reduced to 297, still an
g C ; ST A average of about two per deposited atom. The accepted tran-
- B R eeeenaae FE 4{+{# ----- - sitions were selected from 4451 distinct activated processes
S C Lot : % ; ot i . observed during the basin-constrained MD simulations at
5 0.8 oo A e T . 550 K. The accepted transitions can be conveniently divided
e 0.6 E i +J:’+f*3r+t _________ E into terrace-diffusion processes, which did not change the
- oy TE ot ' ' . occupancies of the different film layers, and interlayer trans-
T 04 g R S 3 port processes, which increased the occupancy of one film
g HRERERE : . layer and decreased another. The details of some of these
L E e e HERREE fomeeeenes ] events will be presented in the following subsections.
z - Ll t 1 1
00 HHHH .0.|1. — '0.|2' — |0.|3| — '0.|4' — '0_5 1. Terrace-diffusion events
Fraction of Layer Filled As noted above, all of the accepted terrace-diffusion tran-

sitions involved exchange between first- and second- or
FIG. 2. Number of nearest-neighbor atom pairs in film layer 2 assecond- and third-layer Cu atoms. All of the events involving
a function of the fractional filling of that layer. The plots show Cu first- and second-layer atoms were transitions between two
deposited on(00DAg at 77 K as simulated bya) Tap, average on-lattice configurations. However, the local environment of
deposition rate of 0.04 ML/gb) conventional MD, deposition rate 5 terrace-diffusion event significantly affected its activation
of 5X10° MUs. barrier and transition energy changkK), as shown in Fig.
3. For example, the transitions of both Fig&)3and 3b) are
'exchange motions of a member of an isolated Cu trimer, but
the barrier of the transition in Fig.(8 is higher by 0.06 eV.
This energy difference is not large, but it does represent a
ratio of reaction rates of greater than 8000 at 7{&Esuming

after deposition of each Cu atom. This is shown in Fig. 2
which compares the conventional MD simulation with the
TAD results as a function of the filling of the second film
layer. TheTAD simulation produced a maximum of about

twice the number of nearest-neighbor pairs observed in thgimilar prefactors Also note that we are evaluating relative

. ) ) o i
g/ilt[izrf)l m_?rl]?;'c;gt?; ?:(?Jgezdo t/g Egg;tﬁg'gglatMangoJ?g%?/E?a erbarriers of different atomic configurations, which should be
et ) : . Y€l more reliable than the absolute values of transition barriers
filling. As a point of reference, both nearest-neighbor count§ . . . . ;

. 2 or a given set of interatomic potentials. The Figa)3tran-
would obviously approach two per atom as this film layer_... di d with simil in th
filled completely sition and its reverse occurred with similar rates in the

' simulation, as expected from the similar end-state energies.

The end-state energy difference of the Figh)3transition,
however, gives its reverse reaction an exponential factor of
During the simulation of growth of 1.5 ML of C@147  4x10 7 at 77 K, effectively preventing it from occurring.

atoms on (001)Ag, a total of 2215572 thermally activated The transition of Fig. &) involves another Cu trimer, which

B. Thermally activated processes

FIG. 3. Representative terrace-
diffusion events observed for
layer-2 Cu atomsta) and(b) mo-
tion of a member of an isolated
trimer; (c) motion of a member of
a trimer attached to larger cluster;
(d) compacting transition of an
isolated atom.

E =0.17eV,AE=-0.012eV E =0.11eV,AE=-0.14 eV

Barrier Barrier

(2) (b)

E =0.050 eV, AE = + 0.017 eV E,

Barrier

=0.17eV,AE=-0.25eV

Barrier

(© )
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E =0.058 eV, AE = - 0.046 eV E =0.19 eV, AE=-0.30 eV

Barrier Barrier

(a) (a)

E =0.14 eV, AE = + 0.069 eV E =0.17eV,AE=-0.29 eV

Barrier Barrier

(b) (b)

. FIG' 4. Pair of _terrace-_diffusi_on events fqr layer-3 Cu atoms FIG. 5. Two interlayer transport events moving atoms from film
involving an off-lattice configuration{a) on-lattice state 1 to off- layer 2 to film layer 1:(a) exchange event, assisted by existing

lattice stateb) off-lattice state to on-lattice state 2. Note that for layer-1 atomsib) over-the-edge transport from a fivefold coordi-
this pair of transitions, the off-lattice configuration had the lowest, o layer-2 ’site to a sevenfold coordinated layer-1 site.

potential energy of the three states.

is attached to a larger cluster in the second film layer. Th&VENIS involving layers 1 and 2 were all the transport of
low activation barrier of this configuration gave this transi- 210Ms from layer 2 to layer 1 by either atom exchanges or
tion a waiting time of approximately 2 ps and caused thisOVer-the-edge jumps. Two examples of these reactions are
event and its reverse to occur a total of more than 500 ooflustrated in Fig. 5. In Fig. &), an atom in the second film
times during 0.8 s of system time. Obviously, the analyses ofgyer displaces an atom at the edge of the first layer, moving
these transitions would have effectively stopped the simulait outward between two other first-layer atoms. All observed
tion without the KMC (synthetic modg extension ofTAD. cases of this exchange descent mechanism involved filling in
The Fig. 3d) transition is an example of the type of event a vacant layer-1 site with at least two existing nearest-
that led to the compact island configuration seen in Fig. 1neighbor atoms in that layer. This is similar to the enhanced
The potential-energy difference between the two end statdayer-filling mechanisms discussed by Trusleinal,** and
effectively stabilizes the compact structure. In general, tranMontalenti and Votet for homoepitaxial systems. The step-
sitions such as this gave decreases in potential energy efescent mechanism of Fig(l5 involved the motion over a
0.15-0.30 eV. (100-type edge from a fivefold coordinated si@l Cu-Cu
Once atoms began to be deposited into the third filmo a sevenfold coordinated sitéour Cu-Ag and three Cu-
layer, an intermediate-energy minimum appeared along theu).
exchange diffusion path for many transitions. This interme- The processes involving net transport between layers 2
diate, off-lattice state could be either higher or lower in en-and 3 were more complex. Both directions of net atom trans-
ergy than the adjoining on-lattice states. Figure 4 illustrateport were observed, although movement from layer 3 to
one such pair of transitions for which the off-lattice configu-layer 2 was more common. Many observed events involved
ration was more stable than either of the on-lattice statesagtoms in all three film layers. Figure 6 shows two such
albeit by small energy differences. Series of such transitiongvents. The mechanism illustrated in Figainvolved a
were seen to occur until either an atom was transferred frorsoncerted three-atom movement: layer 3 to layer 2, layer 2 to
the third to the second layer, as discussed below, or addlayer 1, and layer 1 to layer 2. Similar processes were ob-
tional Cu atoms were deposited nearby, resulting in a stablgserved several times during thep run and were the pri-
third-layer island nucleus. All of these observed stable conmary mechanisms by which atoms deposited into film layer 3
figurations had on-lattice atom positions. were transported to lower terraces, although over-the-edge
jumps were observed for atoms deposited into sites at the
edge of a layer-2 terrace. Figurébp shows an event that
The other class of observed transitions in this system waproduced a net movement of one atom from film layer 2 to
the transport of atoms between adjacent film layers. Thdilm layer 3. The layer motions in this event were effectively

2. Interlayer transport events
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barrier produce small compact flat film terraces. A number of
results in the literature have indicated that a RHEED experi-
ment, such as that of Egelhoff, Jr. and Jatblipes not
provide sufficient evidence to prove the existence of such
compact film islands. However, it should be possible to use a
variable-temperature scanning-tunneling microscpeM)

with low-rate deposition capability to directly observe these
structures. Limitations of the semiempirical EAM potential
used in the present study might shift the exact onset tempera-
ture for the predicted terrace mobility, but the predicted ef-
fect of pseudomorphic film strain on the atomic transport
should still be valid.

The TAD-simulated film structures in this investigation are
consistent with the observations of Halinal*® for Cu de-
posited on(001)Pd at 300 K, even considering that these
results were obtained on a heteroepitaxial system with less
biaxial tensile film strain. They observed the nucleation of a
high density of irregular Cu islands on the Pd substrate,
which grew two-dimensionally to form a complete single
layer for 1 ML of deposition. A much lower density of is-
lands nucleated in the second layer. These were rectangular

> with (110 edges and also grew two dimensionally. They
Eg,rrier = 0-123 eV, AE = - 0.053 eV observed a spacing of the first layer from the substrate of
(b) 0.19 nm, with 0.155 nm between the first and second layers.

The Hahnet al. interpretation of these results was that the
FIG. 6. Three-layer diffusion eventga) net movement of one first |ayer was growing with the fcc structure, and that sub-
atom from layer 3 to layer 2(b) net movement of one atom from sequent layers were growing as a metastable body-centered-
layer 2 to layer 3. tetragonal phase with reduced strain, as evidenced by the
smooth(110 edges of the islands. This interpretation was
the inverse of the Fig.(@) event, except that the movements questioned by Alippi, Marcus, and Sheffférwho showed

were not all in the same lateral directions. that the bct Cu structure should be inherently unstable. The
presentrab simulation provides further support for this latter

IV. DISCUSSION view. The higher density of islands nu_cleated in the fi_rst fi_Im

layer would be expected from the higher surface diffusion

A. Film structure barrier for Cu atoms in this layer. For the case of Cu on

Comparing the results of theo simulation and the con- (00DAg, the barriers were 0.62 eV for first-layer atoms vs
ventional MD simulation in either Figs. 1 or 2, we can seel€SS than 0.2 eV for second-layer atoms. The larger layer
that the short-range thermal atomic mobility included in theSPacing between the substrate and the first film layer is sim-
TAD simulation due to its lower deposition rafapproxi-  PIY @ reflection of differences between Cu-Ag or Cu-Pd and
mately a factor of 1) significantly affected the film mor- Cu-Cu interaction potentials. The two-dimensional growth of
phology. TheTaD simulation produced one fairly compact islands is due to relatively low barriers for interlayer atom

island in the computational cell, while the MD simulation ransport—note the 0.09-0.17-eV barriers shown in Figs. 5

resulted in a more random structure. Previous work of Bar&nd 6. Finally, the rectangular second-layer islands with

telt and Evar® described the temperature dependence of110 €dges are consistent with the second-layer island
homoepitaxial A¢001) growth as comprising a low- formed in theTap simulation[Fig. 1(a)], which was a con-
temperature self-affine regime below approximately 130 strained unstable structure, not a metastable one.

and a mounding regime at higher temperatures. In the self-
affine regime, film roughness decreased with increasing tem-
perature due to downward funneling reactions in the absence
of significant terrace diffusion. In the mounding regime, film  The effects of strain in the pseudomorphic Cu film on the
roughness increased with increasing temperature due to activation barriers of surface diffusion processes and the ef-
combination of terrace diffusion and the Ehrlich-Schwoebelfects of local environment on these barriers are perhaps the
barrier to interlayer atomic transport. Because only 1.5 MLmost interesting results of the presaab simulation. The

of Cu was deposited on a relatively small substrate in theyeneral effect of film strain on surface diffusion barriers can
presenttaD simulation, we cannot directly compare our re- be easily understood by some simple model calculations. For
sults with those of Bartelt and Evans, but the® results do  this purpose, @001 Cu cell was set up with three fixed and
imply that there is a low-temperature regime for Cu growththree active layers. A single Cu adatom was placed on this
on (00DAg in which a combination of short-range terrace surface, and the activation barriers fdr0) hop and(100)
diffusion and the lack of a significant Ehrlich-Schwoebel exchange diffusion of the adatom were calculated as a func-

B. Observed transitions

205415-7
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irregular island shapes. It would be interesting to investigate
whether this reentrant layer-by-layer growth phenomenon
would also occur for a strained heteroepitaxial system such
as Cu on(001)Ag. At present, howevenab simulations of
y film growth at experimental deposition rates are limited to
system temperatures below about 100 K, due to the decrease
in available boost with increasing system temperature. A de-
tailed discussion of this point can be found in the literafre.
Further developments of theaD method are being pursued
] to reduce this limitation, so that such a study may become
0 | | ] feasible in the future.
5 10 15 Even though thisab simulation involved the deposition
Biaxial Tensile Strain (%) of only 1.5 ML of Cu, it is interesting to consider whether
FIG. 7. Effect of biaxial tensile strain on t{&10 hop and100) any of th? observgd meghani;ms, especially the stqbilization
exchange surface diffusion reactions @01) Cu. System is a _Of O_ﬁ"at“‘?? atomic conflguratlons, could aﬂ_‘ect the_ |ncree_ls-
single Cu adatom on €01)Cu substrate comprising three active Ing 'nSt_ab'“t_y of t_he strained pseydomorphlc Cu films with
and three fixed layers. The substrate is biaxially strained in thdncreasing film thickness. The limitedo results for layer-3
plane of the substrate. Lines are shown simply to guide the eye. aloms tend to argue against this possibility. As more than a
few Cu atoms agglomerated in the third film layer, the on-

tion of imposed biaxial tensile strain in the underlying cu. lattice qonfigurations appeared to become stabilized. This
These results are shown in Fig. 7. With increasing tensil€onclusion would be consistent with the STM observations
strain, the hop barrier increased from 0.53 to 0.73 eV at 7.5987 CU electrodeposited ofD0DAg (Ref. 48 and (00)Au
strain and decreased back to 0.54 eV at 15% strain, ThEtef- 47 and synchrotron x-ray scattering observations of
exchange barrier was 0.82 eV at zero strain, but decreased ¢ €lectrodeposited of00)Au,>" which all found that the
less than 0.23 eV for strains greater than 10%. Also, th&Y films grew pseudomorphically to about 10 ML, after
exchange barrier had a shallow secondary minimum for offWhich the films restructured by buckling reactions.

lattice atomic positions at strains greater than 10%. These 1he activation barriers of the 4451 events recordee
calculations imply that the strain-enhanced atom mobility¢luding those not acceptediuring basin-constrained MD
seen for Cu deposited of90DAg could also occur for Cu Simulations at 550 K are shown in Fig(e8. In general, the
deposited on Pd, Pt, or Au. In this regard pseudomorphiéi'smb“t'on can be described as a tail of low-barrier transi-
strained thin films of Cu have been observed for vapor depctions below 0.1 eV with the major distribution spanning 0.1~

sition on (001)Pd?® as discussed above, and electrodeposip'S eV. The high-energy decrease in the number of observed

tion on(00DAU* and Ag“® although these experiments were transitions easily can be seen to result from the waiting times
all carried out at ambient temperature and above. for these transitions. The distribution of waiting times before

The effect of film strain on the interlayer transport mecha-2 transition for our assumed first-order statistics is given by

nisms was even more dramatic. To illustrate this fact, a
somewhat different approach was used. The initial atomic
configuration of Fig. 68) was used as the starting point. For
this configuration, the identity of all substrate atoms was
changed to Cu, the computational cell was scaled to the equwhere P(t>7) is the probability that a possible transition
librium Cu lattice parameter, and the system was relaxed twill have a waiting time greater than and the rate is given
minimum-energy atomic positions. The activation barrier ofby Eqg.(1). For the conditions of the presemp simulation,
the Fig. &a) transition was then determined by the nudged-Eq. (3) defines the average simulation time at the elevated
elastic-band method. This gave a transition barrier of 1.04emperature between atom depositions as approximately 1.5
eV, more than a factor-of-10 greater than that for the straineck 10 1°s. If we assume a rate prefactor ok30' per s,
Cu lattice. Egs. (3) and (1) predict that a transition with an activation
Note that the transport mechanisms that were activated dtarrier of 0.5 eV will have a 99% probability of having a
77 K in this study are specific to a strained heteroepitaxiaivaiting time beyond the next deposition.
film/substrate system. These phenomena are distinct from the The activation barrier distribution of the 297 unique ac-
reentrant layer-by-layer growth reported by Kunkelal,”®  cepted transitions at the 77-K system temperature is given in
for Pt deposited on(111)Pt. In that work, they reported Fig. 8b). As one would expect, the tail of low-barrier tran-
smooth layer-by-layer growth at high temperat(gé21 K), sitions also appears in this distribution, but it is much more
rough three-dimensional growth at intermediate temperaturprominent, due to the much smaller number of higher-barrier
(424 K), and relatively smooth quasi-layer-by-layer growth events. This activation energy distribution suggests that 77 K
at low temperatur€275 K). Their interpretation, now gener- is close to the threshold temperature for significant atom mo-
ally accepted, was that transport between film layers wability in this system. The transition rate of a reaction with a
efficient at the high temperature, but was inhibited at thebarrier of 0.15 eV would be a factor-of-approximately-30
intermediate temperature. At the low temperature, interlayelower at 67 than at 77 K. It is also interesting to note that the
transport again becomes active, due to small island sizes afid09-0.18-eV spread of observed activation barriers repre-

0.8

<110> Hop

<100> Exchange

Diffusion Barrler (eV)
o
-y

o

P(t>7)=exp(—rate: 7), (6)
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500 e e temperature of 550 K. This illustrates the need for the
analysis to correctly calculate system dynamics from a
400 temperature-accelerated simulation.

300 V. SUMMARY AND CONCLUSIONS

200 Temperature-accelerated dynamicsd) simulation using
embedded-atom methd&AM) potentials has been applied
to study the growth of a Cu film on AQ01) at a temperature
of 77 K and a deposition rate of 0.04 ML/s. The Cu grew as
P AT PP PRI .. a biaxially strained pseudomorphic film with a body-
0 o1 02 03 04 05 06 07 centered-tetragonal structure. The biaxial tensile strain in the
Activation Barrler (eV) Cu film lowered the transition barriers for several surface
@ exchange diffusion mechanisms involving atoms in the sec-
ond and higher film layers, which caused them to occur at
significant rates at 77 K. These diffusion processes produced
compaction of Cu islands and a significantly different film
microstructure from that produced in a conventional
molecular-dynamic§MD) simulation of the same deposi-
tion. The local atomic environment sufficiently affected the
activation barriers to cause large variations in reaction rates
for otherwise similar processes. These variations would
make it very difficult to simulate this system by a kinetic
Monte Carlo method that requirespriori knowledge of the
kinetics for all atomic processes.
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