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Spontaneous atomic shuffle in flat terraces: Ag„100…

F. Montalenti,1,2,* A. F. Voter,2 and R. Ferrando3
1INFM, Dipartimento di Scienza dei Materiali, Universita` di Milano-Bicocca, Via Cozzi 53, 20125 Milano, Italy

2Theoretical Division, Los Alamos National Laboratory, Los Alamos, New Mexico, 87545
3INFM and CFSBT/CNR, Dipartimento di Fisica dell’Universita` di Genova, via Dodecaneso 33, 16146 Genova, Italy

~Received 9 April 2002; revised manuscript received 5 July 2002; published 11 November 2002!

We study the temporal evolution of a flat Ag~100! surface in the temperature range 300–600 K. Using a
recent version of the temperature-accelerated dynamics method, we are able to simulate very long time scales,
ranging from milliseconds at 600 K to several months at 300 K. Interesting diffusion mechanisms are observed.
In particular, the spontaneous creation of short-lived adatom–vacancy pairs leads to diffusion of the surface
atoms within the surface.
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I. INTRODUCTION

Crystal growth, catalysis, and chemical reactions at s
faces are among the most popular research subjects in
present surface science community. Such processes a
formidable complexity, so that theoretical modeling, expe
mental techniques, and data interpretation are in constan
velopment. One final goal is to reach a microscopic und
standing of these phenomena, possibly starting from
basic constituents of solid surfaces: the atoms. Clearly,
knowledge of diffusion mechanisms and rates for isola
adatoms, clusters, or islands is a key step in attemptin
model more complex processes. Recent results have sh
that, even for simple metal systems, the present knowle
of the actual diffusion paths and energetics is far from co
plete, so that realistic simulations are still needed. Inde
newly discovered diffusion mechanisms are continuously
troduced. A few examples are given in Ref. 1. Three in
pendent studies reported within the last two years h
shown the importance of the role of surface2,3 and bulk4

vacancies, naturally present in real solids at equilibrium
determining mobility at surfaces.

In this paper we show, using temperature-accelerated
namics ~TAD!5–7 simulations, that even starting from a
ideal, vacancy-free Ag~100! surface, the spontaneous cr
ation of short-lived vacancies leads to appreciable diffus
of the surface atoms within the surface, at temperatures
below the melting point. The present results, together w
those reported in Refs. 2,3, show that metal surfaces
much more dynamic than previously realized. Recalling t
the typical scanning tunneling microscope~STM! temporal
resolution is of the order of;1 s, our results show tha
even well below the melting point, surface atoms on fl
terraces are very likely to switch position between sub
quent STM images. We note that this motion could influen
diffusion of adatoms or islands on the surface itself.

Exploiting the boost in the dynamics given by the TA
method5 in its most recent version,6 we are able to simulate
time scales ranging from ms atT5600 K, to several months
at T5300 K, with full atomistic detail. As demonstrated b
the results reported in Sec. III C, reaching these long t
scales is crucial in order to unravel the complex dynamics
the system.
0163-1829/2002/66~20!/205404~7!/$20.00 66 2054
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II. THE TAD METHOD

A. Original formulation

We recall that the TAD method5 requires the harmonic
approximation to the transition state theory~hTST! to hold,
so that the rateki of a diffusion mechanismi with activation
energyEi and frequency prefactorn0,i is described by the
Arrhenius law

ki5n0,iexp~2Ei /kBT!, ~1!

whereT is the substrate temperature andkB the Boltzmann
constant. The TAD method allows one to simulate the lo
time required for a system to escape from a stateA at a low
temperatureTlow by exploiting the faster dynamics at
higher temperatureThigh. This is done by collecting a se
quence of escape timest i ,high from A at Thigh, and by ex-
trapolating each of them to low temperature using the sim
formula

t i , low5t i ,highe
Ei (b low2bhigh), ~2!

where b low51/(kBTlow) and bhigh51/(kBThigh). The event
with the shortest timet low,short, among the sequence of ex
trapolated times atTlow , is the event that the system choos
to escape from the state atTlow . Introducing an assumed
lower boundnmin for the frequency prefactor, together wit
an uncertainty leveld, it is possible to demonstrate5 that
after a total simulation time

thigh,stop
TAD [

ln~1/d!

nmin
S nmint low,short

ln~1/d! D bhigh /b low

~3!

is reached atThigh, t low,shortcan be declared, with uncertaint
d, to be the shortest extrapolated time for escape from s
A ~for example,d50.05 means that we are at least 95
confident that the event with the shortest possible extra
lated time has been determined!. At this point the event can
be accepted; i.e., the system is moved out ofA through the
mechanism that generatedt low,short, the simulation clock is
advanced byt low,shortand the whole procedure is begun aga
in the new state.

This procedure can be represented graphically by plot
the logarithm of inverse time versusb, as shown in Fig. 1.
The progression of the high-temperature trajectory co
©2002 The American Physical Society04-1
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sponds to~nonlinear! motion downward along the vertica
time line atb5bhigh. If an event occurs at point B, its cor
responding time atTlow ~point C! is simply found by extrapo-
lating along a line with slope equal to the negative of
barrier height. Although typically a few other events w
occur before the trajectory is stopped, for simplicity here
only display the extrapolation for the event that has
shortest time atTlow . To find the stop time, we construct
line ~the stop line! connectingnmin /ln(1/d) on they axis with
the current shortest-time event on the low-temperature t
line ~point C!. The intersection of this stop line with th
high-temperature time line defines the stop timethigh,stop

TAD ,
which we can understand in the following way. Imagine th
the trajectory is run a bit beyond the stop time and a n
event occurs. We compareDE, the barrier for the new even
to S, the negative of the slope of the stop line. IfDE>S, the
new event does not replace the candidate event~at point C!,
because it extrapolates to a longer time at low temperatur
DE,S, it could extrapolate to a shorter time, but, havi
specified the minimum prefactornmin , we can rule out this
possibility with certainty 12d. This is because for any line
passing throughnmin /ln(1/d), the intersection of that line
with a vertical time line corresponds to the time~at that
temperature! for which a pathway with prefactornmin and
barrierS will have revealed itself~through an attempted es
cape! with probability 12d. For barriers lower thanS, the
certainty is even greater that such a pathway is not hiding
pathway with a prefactor lower thannmin could still be hid-

FIG. 1. Graphical representation of the TAD method, show
the logarithm of inverse time versus inverse temperature. T
propagates downward along the vertical lines. Attempted ev
observed during the high-temperature trajectory~e.g., point B! are
extrapolated along a line with slope equal to the negative of
activation barrier to obtain the time at low temperature~point C!. In
the original TAD method, the high-temperature trajectory is term
nated at the intersection with the ‘‘stop’’ line, indicated bythigh,stop

TAD .
If the minimum barrier for escape from this state is known, t
trajectory can be terminated sooner, atthigh,stop

ETAD , obtained by ex-
trapolating back up from the low temperature to the high tempe
ture along a line with a slope equal to the negative of this minim
barrier.
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den, but we have assumed that no such pathways exist. T
terminating the trajectory atthigh,stop, allows us to say with a
certainty of at least 12d that the correct event is being ac
cepted.

B. Further boost for the TAD method

A method to further accelerate the dynamics within t
TAD scheme was proposed very recently.6 It was shown that,
if the lowest activation energyEmin to escape out of a state i
known, the total simulation time needed before acceptin
transition can be computed using

thigh,stop
ETAD 5t i ,highexp@~Ei2Emin!~b low2bhigh!#, ~4!

instead of Eq.~3!, allowing one to shorten the simulatio
time significantly. Referring again to Fig. 1, the justificatio
of this ETAD ~the letter E in the acronym ETAD reminds u
that the minimum barrier is known! procedure is easily seen
After the event at point B is observed, leading to the extra
lated time at point C,thigh,stop

ETAD is obtained from Eq.~4! by
extrapolating fromTlow back toThigh along a line with slope
2Emin . Any event occuring after this time can only extrap
late to a shorter time atTlow if it has a barrier lower than
Emin , which it cannot ifEmin is indeed the lowest barrier fo
escape from this state.

In the common case where the first escape from the s
corresponds to an event with activation energyE5Emin ,
from Eq. ~4!, one obtainsthigh,stop

ETAD 5thigh: the event is ac-
cepted as soon as it is detected. If the value ofEmin is known
exactly, this new procedure is exact: no new approximati
beyond the ones in the original TAD method are required
general,Emin can be determined by taking into account t
total time t spent in all the visits to this state since th
beginning of the simulation. The lowest barrier observed
far during this time can be declared the official lowest barr
Emin for escape from this state~with uncertaintyd) whent
exceedstmin , given by

tmin5
ln~1/d!

nmin
exp~Eminbhigh!. ~5!

This follows from an argument analagous to that given ab
for the TAD stop line; an event with prefactornmin and a
barrier less thanEmin has a probability less thand of still
being hidden after timetmin is reached. This procedure thu
guarantees, within the uncertaintyd of the TAD simulation,
thatEmin is found exactly. Reaching the simulation timetmin
typically requires several visits to the state.6 Some additional
boost is obtained in successive revisits beforetmin is
achieved, as discussed in Ref. 6, but it is not very signific
for systems that seldom revisit the same state~although there
is the possibility of supplyingEmin externally, also discusse
in Ref. 6!. In the present case, however, we can exploit
fact that the system spends most of its time in~and continu-
ally revisits! the flat-surface state. We discuss this below.

III. SIMULATIONS

A. Parameters

We now describe the results of the TAD simulations a
the way we exploited the minimum-barrier concept for t
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SPONTANEOUS ATOMIC SHUFFLE IN FLAT . . . PHYSICAL REVIEW B 66, 205404 ~2002!
particular system investigated in this work. We studied
long-time behavior of an ideal Ag~100! surface at four dif-
ferent temperatures: 300, 400, 500, and 600 K. The sim
tion slab consisted of 6 layers of Ag atoms, with each la
composed of 98 atoms. The three bottom layers were k
frozen. Periodic boundary conditions were applied in the s
face plane, and the lattice constant was determined by ta
into account thermal expansion. The interatomic interact
was described by an embedded-atom method~EAM!8

potential.9 Although no surface data were included in the
this potential gives a very good prediction of the adat
diffusion barriers both from first principles10 and
experiments.11 The temperature was controlled using
Langevin thermostat with a friction term set to 1012 s21.

Concerning the TAD parameters, we chose to work w
an uncertainty ofd50.05, and we set the minimum prefact
nmin to 231012 s21. This choice was based on a set of pre
actor calculations~we used the Vineyard expression of Re
12! preceding the actual simulations. To confirm that t
value of nmin was appropriate, after the TAD simulation
were run, we checked the frequency prefactors for a la
number of diffusion mechanisms detected during the sim
tions; all were indeed higher thannmin . To accelerate the
dynamics, we setThigh51000 K in the most ordered stat
~flat surface!, where all activation energies are very high
that more boost is needed, while we reducedThigh by 30% in
all the other configurations~for a discussion of the criteria
used to chooseThigh, see Refs. 5,13!. A critical study of
possible anharmonic effects is reported in Sec. III F.

B. Boost in the dynamics

At each temperature, we ran TAD simulations un
;1000 transitions were detected, giving simulation times
;0.5 ms,;0.1 s,;3.5 min, and;2.4 yr at 600, 500, 400
and 300 K, respectively. To reach these extremely long t
scales, it was crucial to reduce the CPU time, by exploit
Eq. ~4! instead of Eq.~3!. As we already emphasized in Se
II B, this is possible when information on the minimum ba
rier Emin to escape from a state is available. We recall that
experimental melting temperature for Ag isTm51234 K, so
that T&Tm/2 in the wholeT range considered here. As
consequence, it was easy for us to guess in advance tha
system would spend most of its time in the ordered s
characterized by a perfectly flat surface.14 So, before running
the TAD simulations, we investigated possible escape p
out of this state by using short-time~few ns! MD simulations
at T51000 K, and computing the activation energies of t
detected mechanisms using the nudged elastic b
method.15 In this preliminary study, we found that the diffu
sion mechanism with the lowest activation barrier was
Frenkel-pair formation~see Sec. III C for a detailed descrip
tion!, with an activation energy ofE51.3 eV.16 We then
supplied to the TAD code thisEmin barrier for the flat-surface
state, and we instructed the code to use Eq.~4! instead of Eq.
~3! each time the system was in this state. For all the ot
configurations visited by the system during its evolution,
did not supply anya priori information on the dynamics, an
20540
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we used standard TAD@Eq. ~3!# to simulate the exit from
those states. UsingEmin51.3 eV for the flat-surface state ha
a huge influence on the speed of the TAD simulations:
obtained an additional boost~multiplying the one given by
the standard TAD method! ranging from;50 ~for a total
boost of;1.83104 with respect to standard MD! at 600 K,
to three orders of magnitude at 300 K~total boost with re-
spect to MD:;1015), making it possible to collect the re
sults presented here in approximately two weeks of C
time ~for eachT) on one SGI R10000 workstation.

We emphasize that in this procedure the valueEmin
51.3 eV for the flat-surface state was not determined
running until t exceededtmin in Eq. ~5!; rather,Emin was
simply found in a quick preliminary study. However, durin
the whole set of TAD simulations presented in this work, w
never observed an event attempted from the flat-surface
with a barrier lower than thisEmin , and at the end of the
simulations the total time accumulated in the state excee
tmin @see Eq.~5!#. Thus, after the fact, we could conclud
that our estimate ofEmin was correct, validating all the simu
lations. This ‘‘gambling’’ approach can be very powerful,
the gamble pays off. In this case it did pay off, but if a barr
lower than the previously estimatedEmin had shown up dur-
ing the simulations, all the simulations would have had to
restarted using the lowerEmin .

C. Surface evolution

Snapshots of the surface evolution are displayed in Fig
where an atom is shaded if it occupies a different posit
than in the initial configuration. The surface always loo
flat, but, between snapshots, atoms clearly diffused wit

FIG. 2. Snapshots of the Ag~100! evolution at different tempera
tures. Atoms occupying a different position than in the initialt
50) state are shaded.
4-3
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MONTALENTI, VOTER, AND FERRANDO PHYSICAL REVIEW B66, 205404 ~2002!
the surface. To quantify the importance of such atom
shuffle, we computed the tracer diffusion coefficientDsh for
a surface atom at different temperatures. To this goal,
used the efficient memory expansion method of Ref. 17.
Arrhenius plot of log(Dsh) as a function of 1/T is displayed in
Fig. 3. Note that the simple lawDsh5D0exp(2Esh/kBT) fits
the data fairly well, forEsh;1.52 eV, andD0;8 cm2 s21.

Typical diffusion paths responsible for the surface-at
motion are shown in Fig. 4. The easiest event leading
shuffle is triggered by the formation of a simple~adatom and
vacancy are adjacent! Frenkel pair~top panel of Fig. 4!. After
the Frenkel pair is formed@A→B, with activation energy
EAB;1.30 eV16#, the easiest event is the reabsorption of
pair into the surface (B→A, EBA;0.27 eV). If this hap-
pens, the atoms return to their initial configuration (A), and
no atomic shuffle occurs. If, instead, a higher barrier is s
mounted (B→C, EBC;0.50 eV), several atoms can eas
change their position within the surface, before the ada
and the vacancy annihilate. In the figure, we have illustra
only the simple caseB→C, C→D (ECD;0.50 eV), D
→E (EDE;0.27 eV), but many more alternative paths a
possible from configurationB, all characterized by an effec
tive barrier EFS[EAB1(EBC2EBA);1.53 eV, where the
superscript FS stands for Frenkel-pair induced shuffle. M
of these paths can lead to multiple-atom rearrangement
to large displacements. For example, if from configurationC
the vacancy makes another jump so that the adatom-vac
distance grows, a long random walk involving many ato
moves might be needed before the vacancy is annihila
Surface shuffle is not induced by FS mechanisms only.
important alternative is displayed in the central panel of F
4: three atoms are involved, one of them is pushed over
surface, and at the end the adatom~atom 3 in the figure! is
not adjacent to the vacancy (V). We call this event the

FIG. 3. Arrhenius plot representation of the tracer diffusion c
efficient for a single surface atom.T is in K andDsh is in cm2 s21.
The line is the best fit withEsh51.52 eV andD058 cm2 s21.
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knight mechanism, because of the close resemblance
the knight mechanism found by Cohen on fcc~100!
surfaces.18 The increased distance between the adatom
the vacancy causes an important difference from the sim
Frenkel-pair formation. In this case,EAB;1.48 eV, EBC
50.50 eV, andEBA50.43 eV, so that the immediate ann
hilation of the adatom-vacancy pair is favored by on
0.07 eV. If the vacancy jumps one site further away from
atom, the probability for the system to return to the fla
surface state without shuffling atoms is very low. As in t
FS case, in the figure we only reported a simple example
a path leading to shuffle and generated by a knight mec
nism. We shall call KS~knight-induced shuffle! mechanisms
the set of all possible shuffle processes initiated by a kn
mechanism, and with an effective activation barrierEKS

[EAB1(EBC2EBA);1.55 eV. In the bottom panel of Fig
4 another mechanism leading to a change in the position
the surface atoms is displayed. In this case the shuffl
directly caused by a single mechanism with no vacancy: f
atoms within the surface are involved, and they switch po
tion surmounting a single saddle point. We shall call th
mechanism rotation-induced shuffle~RS!. We find ERS

;1.54 eV.
Summarizing, there are three different mechanisms wh

activation energy is very close to the valueEsh51.52 eV
extracted from the Arrhenius analysis of the diffusion co
ficient. Note that in the RS mechanism the number of ato
involved ~4! is fixed, and they are all displaced by a sing
lattice site. On the other hand, paths leading to larger
placements and/or several-atom rearrangements are likel
the FS and KS mechanisms. For this reason, FS and KS
a much larger contribution~in terms of a larger prefactor!
to Dsh .

We note that concerted events somewhat similar to th
reported in this section have been found also on step
metal surfaces.19 In this subsection we described the mo
frequent events leading to shuffle of the surface layer. V
rarely, and only at the two highest temperatures, we a
detected events causing a change in the positions of at
occupying subsurface layers. Indeed, a careful inspectio
the right panel of Fig. 2 reveals a single shaded atom~indi-
cating that the atom has moved! in the second layer at both
T5500 K andT5600 K.

D. Inadequacy of standard molecular dynamics

Due to the high activation energies involved, and to t
relatively low temperatures considered, a standard MD sim
lation, run for, say, several ns, would have revealed the
ture of a static surface, where all the atoms simply vibr
around their equilibrium positions. Contrasting with th
shuffle behavior discussed above, we see that this pictu
accurate only in the short time scale reachable with MD.
order to observe some atomic motion using standard MD
is necessary to simulate at a very high temperature. The
sults obtained by simply increasing the temperature, ho
ever, would be representative of the high-temperature beh
ior only. This can be easily demonstrated for the syst
considered in this paper. We ran standard MD atT
51000 K ~keeping the same system size used in the T

-
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FIG. 4. Top panel: Frenkel-pair formation and one possible FS path leading to shuffle. From A to B: atom number 2 is pushed
surface by atom 1. The process causes the formation of a vacancy~V!. If ~from B to C! the vacancy makes a jump, an easy way for at
2 to annihilate the vacancy involves a single jump~from C to D!, and the subsequent move leading to E. From A to E, 4 atoms ch
position within the surface. Central panel: knight mechanism and one possible KS path leading to shuffle. From A to B: atom num
pushed over the surface by a concerted mechanism involving atoms 1 and 2, causing the formation of a vacancyV. If the vacancy moves to
the position represented in C, atom 3 makes a single jump~D! and then annihilates the vacancy in~E!; 5 atoms are shuffled by the
mechanism. Note that passing from A to E, atom 3 makes an effective double move. Bottom panel: four-atom rotation mechanism
to B, 4 atoms are involved in a concerted 90° rotation. The RS mechanism directly causes shuffle of the four atoms. Note that
reordering~if the direction is reversed! is indistinguishable from the FS example given in the top panel.
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simulations!, until we reached a simulation time of 6 ns. Du
to the high temperature, many mechanisms were detecte
spite of the extremely short time scale. We observed a
havior totally different from the one found at the lower tem
peratures in our TAD simulations. In the left panel of Fig.
the numberNout of atoms found out of the surface layer~i.e.,
promoted to the adlayer! is plotted as a function oft.
Whereas in the TAD simulations~which were carried out in
the temperature range 300–600 K! the system was observe
to spend only a negligible fraction of time out of the fla
surface configuration, atT51000 K at least one atom is ou
of the surface layer about a third of the time. Moreover,
T51000 K, configurations whereNout.1 are easily found.
An example of the caseNout54 is illustrated in the right
panel of Fig. 5: a cluster of four atoms is formed, leavi
four vacancies in the surface layer. In contrast, our TA
simulations revealed that in the temperature range 300–
K it is extremely unusual to have more than a single at
out of the surface layer.~At T5600 K we detected a singl
transition causing the formation of a dimer on the surface
all the other cases only single atoms were found!. In conclu-
sion, the dynamical evolution in a standard MD simulati
on a short time scale, at either low temperature or high te
perature, is not representative of the true long time-scale
namics at the low temperature. TAD allows us to capture
20540
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real complexity of the system dynamics on relevant tim
scales at the desired temperature.

E. Spontaneous shuffle vs thermal-vacancy induced motion

An important point to be addressed is how strongly the
spontaneous shuffle processes contribute to the mobilit
the surface atoms in the presence of an equilibrium conc
tration of surface vacancies. We recall that equilibriu

FIG. 5. Ag~100!: results of a standard MD simulation atT
51000 K. Left panel: number of atomsNout found out of the sur-
face layer at the timet. Right panel: configuration withNout54
detected in the MD simulations. Full circles represent the four
oms laying over the surface, gray circles the surface layer,
empty circles the second layer.
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MONTALENTI, VOTER, AND FERRANDO PHYSICAL REVIEW B66, 205404 ~2002!
vacancy induced motion~EVIM ! was investigated in Refs
2,3. If a vacancy is already present on the surface, each
it moves it induces a single-atom move within the surface
Ev

f is the vacancy formation energy andEv is the vacancy
diffusion barrier, the effective activation energy for such
process is given byQ5Ev

f 1Ev . For the system considere
here, our potential givesQ;1 eV, so thatQ,Esh , meaning
that at, low T, EVIM will dominate with respect to the
spontaneous-shuffle induced motion~SSIM! found in this
work. Still, it is conceptually important to understand th
even in the absence of a thermal concentration of vacan
atoms within a flat surface do move. For instance, let
consider a terrace on a surface, at a temperature where
equilibrium concentration of vacancies is such that there
very small, and fluctuating, number~n! of vacancies in the
terrace. If atomic diffusion occurred purely due to EVIM
hypothetical real-time measures of the tracer diffusion co
ficient DT for the terrace atoms would yield a certain val
of DT for each value ofn, and zero whenn50. Instead,
SSIM guarantees thatDT.0 at all times. Moreover, one
could imagine realistic out-of-equilibrium situations whe
the thermal concentration of vacancies is lowered~e.g., dur-
ing growth!, so that the relative importance of the spontan
ous shuffle is enhanced.

We wish to stress that a simple comparison betweenQ
and Esh is not enough to reveal the relative importance
shuffle and equilibrium-vacancy induced motion. As w
pointed out above,Dsh is characterized by a very large pre
actor, due to the nature of the FS and KS mechanisms. A
consequence, we expect SSIM to become more impor
with respect to EVIM asT is increased. In the whole rang
considered here, EVIM still dominates, although SSIM m
dominate for other materials.

Finally, we note that the values ofDsh at 500 and 600 K
that we extracted from the Arrhenius plot of Fig. 3 mig
underestimate the real ones, because of finite-size eff
Indeed, at the two highest temperatures, we occasionally
served the vacancy and/or the adatom moving so far
from the other that the annihilation was forced by the i
posed periodic boundary conditions. By significantly incre
ing the simulation cell size~which we could not afford to
do!, the effective displacements caused by these ev
would have been larger.

F. Anharmonic effects

If the rate of every possible diffusion mechanism is giv
by Eq. ~1!, TAD describes the exact dynamics of the syst
~with confidence 12d). However, deviation from the
Arrhenius behavior can occur, especially at high tempe
tures. As explained in Sec. II A, in the TAD method th
escape times from a given state at a temperatureTlow are
extrapolated from the corresponding times atThigh.Tlow . If
anharmonic effects are present atThigh, the extrapolation
procedure will transfer them toTlow as well. If Tlow is par-
ticularly low, anharmonic effects are not expected, so that
rates extrapolated toTlow from the ones atThigh will suffer
from an extrapolation error.5 A possible way to check for
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anharmonicity errors, for a mechanism with activation e
ergyE, is to determine its real ratekreal at Thigh, as extracted
from MD simulations, and compare it with the hTST ra
khTST given by Eq.~1!. The necessary frequency prefact
n0,i can be computed using the Vineyard expression12

khTST5

)
i

3N

n i
m

)
i

3N21

n i
s

exp~2E/kBThigh!, ~6!

whereN is the number of moving atoms in the system,n i
m

represents thei th normal mode at the minimum, andn i
s the

i th normal mode at the saddle. To boost the dynamics ou
the flat-surface state, we had to use a very high value
Thigh ~1000 K; see Sec. III A!, because of the extremely hig
activation energies for every possible mechanism taking
system out of this state. As a consequence, some anha
nicity in the rate can be expected. We looked for anharmo
effects for the Frenkel-pair formation mechanism. AtThigh
51000 K, the ratiog1000 defined byg1000[kreal/khTST is
;3. However, this does not automatically mean that the c
responding extrapolated rates atTlow are affected by an erro
of a factor 3. IfgThigh

5gTlow
, then the extrapolation proce

dure @Eq. ~2!# is still exact. For example, we foundg800
;g1000, so that a TAD simulation run withThigh51000 K
and Tlow5800 K would have generated the correct rate
the Frenkel-pair formation atTlow5800 K, in spite of the
fact that the rates are anharmonic.~It was not possible to
collect enough events to compute a statistically meaning
gT for T,800 K.! On the other hand, we know thatgT
→1 for T→0, so that for a sufficiently lowTlow , the ex-
trapolated rates will be 3 times larger than the real ones
conclusion, at theTlow values considered in our simulation
the Frenkel-pair formation rates were artificially enhanced
a factor between 1 and 3. AtT5300 K the error was prob-
ably close to the full factor of 3. We realize that for som
systems, such an error can be considered unacceptabl
this case, though, we note that a simple;5% rescaling of
the mechanism barrier would induce such a difference in
rates, so this anharmonicity error is probably smaller than
error typically accepted as unavoidable when using se
empirical potentials. Anharmonic errors can be lowered
using a lowerThigh. For example, we checked the anha
monic errors for a randomly chosen set of mechanisms fo
in the growth simulations of Ref. 13, where we usedThigh
<600 K. The anharmonic error was always less than a fa
of 2.

IV. CONCLUSIONS

In this paper we investigated, by TAD simulations, t
evolution of an ideal Ag~100! surface well below its melting
point. Exploiting the enhanced boost in the dynamics offe
by the most recent version of TAD,6 we were able to reach
extremely long time scales, and to detect important diffus
mechanisms involving the surface atoms. In particular,
4-6
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showed that, with no preexisting vacancies, atoms
shuffled by complex events, which in most cases involve
formation of short-lived adatom–vacancy pairs.

In a recent study demonstrating the importance of surf
vacancies in surface diffusion, the authors of Ref. 2 cleve
titled their paper ‘‘Nothing moves a surface.’’ Perhaps w
have shown here thateverythingmoves a surface.
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