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Field-induced magnetic ordering in the quantum spin system KCuC|
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KCuCl; is a three-dimensional coupled spin-dimer system and has a singlet ground state with an excitation
gapA/kg=31 K. High-field magnetization measurements for KCul@ve been performed in static magnetic
fields of up to 30 T and in pulsed magnetic fields of up to 60 T. The entire magnetization curve including the
saturation region was obtainedTat 1.3 K. From the analysis of the magnetization curve, it was found that the
exchange parameters determined from the dispersion relations of the magnetic excitations should be reduced,
which suggests the importance of the renormalization effect in the magnetic excitations. The field-induced
magnetic ordering accompanied by the cusplike minimum of the magnetization was observed, as in the
isomorphous compound TICuCIThe phase boundary was almost independent of the field direction, and is
represented by the power law. These results are consistent with the magnon Bose-Einstein condensation picture
for field-induced magnetic ordering.
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. INTRODUCTION hand, NHCuCk has a gapless ground state at zero magnetic
field.*® The remarkable feature of NJEuCk is the existence
Recently, the physics of coupled antiferromagnetic spin-of magnetization plateaus at one-quarter and three-quarters
dimer systems has been attracting considerable attenticdf the saturation magnetizatiof’
from the viewpoints of magnetic excitatiohs the magne- When a magnetic field is applied in the spin gap system,
tization processes including magnetization platdat€and  the gapA is suppressed and closesty=A/gug. ForH

field-induced three-dimensioné3D) magnetic ordering®2> = Hg the system can undergo magnetic ordering due to 3D

This study is concerned with the magnetization process ofteractions with decreasing temperature. Such field-induced

o . o magnetic ordering was observed in the isostructural
and the field Tduced 3D magnetic ordering in KCyCl TICuCl;.2%-25 For the field-induced magnetic ordering, two
which is anS= 3 coupled antiferromagnetic spin-dimer sys-

i ) o characteristic features which cannot be explained by the
tem and has a singlet ground state with an excitation 9aPhean-field approach from the real sp¥c8 have been ob-

(spin gap Alkg=31 K232 2.8 _ served, irrespective of the applied field direction, when the

KCuCl; has a monoclinic structure(space group appiied fieldH is slightly higher tharH,. One is that the
P2,/c).” The crystal structure is composed of planarmagnetization has a cusplike minimum at the transition tem-
dimers of CyCls. The dimers are stacked on top of one peratureT,. The other is that the phase boundary between
another to form infinite double chains parallel to the crystalthe paramagnetic phase and the ordered phase can be ex-
lographica axis. These double chains are located at the corpressed by the power law
ners and center of the unit cell in thec plane as shown in
Fig. 1. From the structural point of view, KCuCWas first
assumed to be a double chain spin systéfiThe magnetic
excitations in KCuG] have been extensively investigated
through neutron inelastic scatterfritf®=34 and electron-
spin-resonanc¢éESR measurement® The effective dimer
approximatior®* and the cluster series expansiovere suc-
cessfully applied to analyze the dispersion relations obtained.
From these analyses, it was found that the origin of the spin
gap is the strong antiferromagnetic interaction in the chemi-
cal dimer CyClg, and that the neighboring dimers are
weakly coupled not only along the double chain, but also in
the (1,0-2) plane, in which the hole orbitals of €u
spread. Consequently, KCullas characterized as a weakly
and three-dimensionally coupled spin-dimer system.

KCuCl; differs from isostructural TICuGl and
NH,CuCl in magnetic character. TICughlso has a gapped FIG. 1. Crystal structure of KCuglviewed along thea axis.
ground state, however, the gap is considerably suppress&haded, small open and large open circles dendte ®#*, and
due to strong interdimer interactioft$32>273°0n the other  CI™ ions, respectively.
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with ¢=2.1(1). Here,Hy(T) denotes the transition field at 1.0 12
temperaturdl. These features can be understood in terms of 08 KCuCl, ‘o
the Bose-Einstein condensatigBEC) of excited triplets ’ [ '
(magnony'9-22 & os H 0.8

WhenH is slightly higher tharH,;, the density of magnon o /
n which corresponds to the uniform magnetization is small. 2 04 H1(10-2) / 0.6
In this case, the system can be mapped onto the dilute mag- % Yy //
non model. Using the Hartree-Fock approximation, Nikuni a 02 Hy M [201] 0.4
et al?° demonstrated that the magnetization has the cusplike .
minimum at the transition temperature where the BEC of 0.0 0.2
magnons occurs and that the phase boundary can be de- o2 0.0
scribed by Eq(1) with ¢=3. Although the theoretical expo- | '
nent is somewhat smaller than the experimental value 04 02
¢=2.1, the magnon BEC theory gives a good description of 0 10 20 30 40 50 60 70
the experimental results for TICuClI (g/2)H (T)

The magnetic anisotropy is negligible in KCu@ as it
is in TICUCL.23%* Therefore, the previously mentioned FIG. 2. Magnetization curves of KCufClmeasured atT
characteristic features for the magnon BEC should also be& 1.3 K for the magnetic fieldsl([2,0,1] andHL (1,0,2). The val-
observed in KCuG| because the magnon BEC is universalues of the magnetization and the magnetic field are normalized by
in the isotropic spin gap system. With this motivation, we theg factor.
carried out magnetization measurements in static high mag- _
netic fields above the gap field,~20 T using a hybrid cleavage(0,1,0 and (1,0,2 planes, and along thg2,0,1]
magnet. Since the entire magnetization curve in KGu@ls  direction. These field directions are perpendicular to one an-
not been observed, we also performed magnetization me&ther.
surements in pulsed high magnetic fields of up to 60 T. As
shown below, the saturation of the magnetization was ob-
served atH,~50 T. From the saturation fieltlg, it was
found that the exchange parameters determined from the A. Magnetization Process
analyses of the dispersion should be reduced. This suggests

the importance of the renormalization effect in the magnetic Figure 2 shows the magnetization curves of KCGyba-
excitations in KCuGJ. sured atT=1.3 K for HL (1,0,2 andH|[2,0,1]. Here, the

magnetization curves are normalized with thé&ctors, i.e.,
g=2.26 forH1(1,0,2 andg=2.04 for H|[2,0,1], which
were obtained by ESR measurements. The magnetization
The single crystals of KCuglwere prepared by the curves for two different field directions almost coincide with
Bridgman method. The details of sample preparation wer€ach other when normalized by tlgefactor, although the
almost the same as those for TICy&f For KCuCk, the  data forH||[2,0,1] are somewhat scattered. This implies that
temperature of the center of the furnace was set at 500°Ghe difference between the transition fieldg and the satu-
Single crystals of size 0.5-5 émwere obtained. The crys- ration fieldsH, for H.L (1,0,2) andH|[2,0,1] is attributed to
tals are easily cleaved along tli#,0,2 plane. The second the anisotropy of the factor, and that the magnetic anisot-
cleavage plane i€0,1,0. These cleavage planes are perpentopy is negligible, as previously conclud&dDue to the spin
dicular to each other. gap, the magnetization is almost zero up to the transition
The high-field magnetization process in KCyGhas field (g/2)H,=23 T, and increases rapidly and monotoni-
measured aff=1.3 K using an induction method with a cally, and then saturates aj/@)H.=54 T. As shown in Fig.
multilayer pulse magnet at the Research Center for Materialg, the slope of the magnetization in the vicinitytef andH,
Science at Extreme ConditioflKYOKUGEN), Osaka Uni- s steeper than that in the intermediate-field region. This be-
versity. The magnetic fields were applied perpendicularly tchavior arises due to the quantum fluctuation.
the (1,0,2 plane and along th¢2,0,1 direction which is In the magnetization slope region betwelly and Hs,
parallel to both cleavagel,0,2 and(0,1,0 planes. We used transverse spin components have a long-range order. Since
a single crystal in the measurement f8f{[2,0,1]. For the  the lowest magnetic excitations occur @t(0,0,1) and its
H1 (1,0,2 measurement, we stacked several single crystalgquivalent reciprocal-lattice points, we assume that the spin
along the cylindrical axis of the sample holder. ordering equivalent to that observed in TICyY® realized in
The temperature dependence of the magnetization dhe ordered statésee Fig. 3. For the exchange interactions
KCuCl; was measured in static magnetic fields of up to 30 Tshown in Fig. 3, we use the notation given in Ref. 7: the
by a sample-extraction method with a 40 T-class hybrid magmain intradimer exchange is denotedasmny andJ(mn,
net at the National Institute for Materials Science, Tsukubadenote the exchange interactions between dimers separated
The magnetic fields were applied perpendicularly to theby a lattice vectofa+ mb+nc. Applying the mean-field ap-

IIl. RESULTS AND DISCUSSIONS

Il. EXPERIMENTAL DETAILS
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FIG. 4. Magnetization curve calculated by the mean-field ap-
proximation. The dotted and thin solid lines are the results with the
exchange parameters obtained byllgiuand Mikeska(Ref. 7), and
reduced ones, respectively. The thick solid line is the magnetization

FIG. 3. Important exchange interactions in KCy@hd the spin
structure observed in the ordered phase of TIGUGt H|b. The i
double chains located at the corner and the center of the chemic&Hve observed in KCuglfor H1(1,0,2).
unit cell in theb-c plane are represented by solid and dashed lines,
respectively. The shaded area is the chemical unit cell inatoe parameters, because we have only two equation feand
plane. H,. Thus, we make a uniform reduction for all of the inter-

dimer exchange parameters. The thin solid line in Fig. 4 is
proximation to the interdimer interactions, we calculate thethe result calculated with the parameters listed in Table I.
magnetization curve for the ground state. The details of therhe intradimer interactiod and the interdimer interaction
calculation are given in the Appendix. . J(mn) OF Jmn are reduced by factors 0.9 and 0.8, respec-

In Table |, we list the exchange parameters in KGU&  tively. Both the calculated gap field, and saturation field
determined by Mller and Mikeskd. They applied a cluster _ coincide with experimental values. Hence, we suggest
series expansion to analyze the dispersion relations observeght the renormalization effect in the magnetic excitations
in KCuCls.® Their theory describes the experimental resultscannot be neglected, although the present system is 3D. The
and the individual interdimer exchange parameters whichenormalization factor/2 in theS= 1D antiferromagnet is
cannot be obtained by the effective dimer approximationye|| known?! The difference between the calculated and ex-
were determined. However, they used the same intradimgferimental results foH,<H<H; is due to the quantum
exchange interaction]=4.25 meV, as that obtained from fiyctuation, which is not taken into account in the present
the effective dimer approximatich. calculation.

The dotted line in Fig. 4 is the magnetization curve cal-
culated with the exchange parameters obtained byieviu
and Mikeska. We also plotted the experimental result ob- B. Field-induced magnetic ordering

tained atT=1.3 K for HL (1,0,2). The calculated gap field As mentioned in the Introduction, the present system can
Hg coincides with the experimental value, while the calcu-undergo magnetic ordering at a low temperature, when the
lated saturation fielH is considerably larger than the ex- magnetic fieldH is higher than the gap fielt,. Figure 5

perimental value. We infer that the saturation field of Eqg.shows the low-temperature magnetization measured at vari-

(A9) in the Appendix is close to the rigorous solution,. be-ous external fields abovél, for Hllb, H1(1,0,2, and
cause even for th&=; 1D antiferromagnet, the classical H|[2,0,1]. With decreasing temperature, the magnetization
calcu_lata%n gives the same saturation field as the rigorougyhibits a cusplike minimum, irrespective of the field direc-
solution:™ Therefore, we have to reduce the exchange Pagion, as observed in isostructural TIC4CMWe assign the
rameters. However, it is difficult to adjust all of the eXChangetemperature with a cusplike minimum in the magnetization
to the transition temperatuiig,. However, there is a certain

TABLE I. Exchange interactions in KCugin meV. degree of error in determining the transition points, because
the experimental data are somewhat scattered.
J Jaoy  Joo) Jduld) \](1%’%) Ji201) Reference When the magnetic field is shghtly higher than the gap
field Hy, the number of created tripletsnagnongis small.
425 —0.021 0.425 0.850 0.170  0.799 7 Through the transverse components of the interdimer ex-

3.83 —0017 0.340 0.680 0.136 0.639 this work change interactions, the magnons can hop to the neighboring
dimers in the same way as particles, which have bosonic
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FIG. 5. Low-temperature magnetizations of KCy@leasured at various external fields far H||b, (b) H1 (1,0,2), and(c) HJ|[2,0,1].
natures. The longitudinal component of the interdimer ex-described by the formation of the coherent state of dilute
change interaction gives rise to the interaction betweemagnons, i.e., Bose-Einstein condensatiB&C).**~%! The

magnons. Hence, the system can be mapped onto the inteusplike minimum of the temperature variation of the
acting dilute boson system, and the phase transition can beagnetization is characteristic of the BEC of the dilute
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FIG. 6. Phase boundaries in KCyGibtained for three different FIG. 7. Phase diagram in KCuChormalized by they factor.

field directions. The solid line denotes the fitting by Ed1) with (g/2)H,
=22.6(1) T and$=2.3(1). The dashed line is a visual guide.

magnong? and cannot be described by the mean-field ap-
proach from the real space™ It is known that the mean- \yhich n<0.03. The solid line in Fig. 7 is the fitting with
field approximation gives a reasonable description of the¢:2_3(1) and (g/2)H,=22.6(1) T. This exponenp is close
physical quantities at =0, while it does not at finite tem- $=2.1(1) observe?j in TICUGL?*®5The exponents=2.3
peratures. The mean-field approach gives the temperaturgpained by the present measurements is somewhat larger
independent magnetization below,. The dens_lty of Mag-  than the valuep=2 predicted by the magnon BEC thedh.
nonsn corresponds to the magnetization peﬁtux_)n M, L.€..,  We note that the exponent depends on the temperature region
m=(g/2)ugn. The reason that the magnetization increasegsed for fitting. If we use the data up to higher temperatures,
again belowTy is because the increase of the number ofye have a larger exponent. This is because the ordered phase
condensed magnons is greater than the decrease of the nUgists in a closed area in the magnetic-field vs temperature
ber of thermally excited no_ncondensed magnons, so that ﬂ'tﬁagram, and thus the entire phase boundary cannot be de-
total number of magnons increases beldw. The present  scribed by the power law with a single exponent. Since the
experimental result is consistent with the magnon BEGo.-temperature data contribute greatly to the determination

theory of the phase transition. of the exponentp for the phase boundary near the gap field,
The increase of the magnetization beldly becomes  the measurements at lower temperatures are needed.
smaller with increasing magnetic field. At=30 T, the den- The increase of the transition field obeying the power law

sity of magnons is n~0.2. For this large value af, the  jith increasing temperature cannot be described in terms of
condition of dilute magnons is no longer satisfieq. In th_e_the mean-field approach from the real spicéor the tem-
dense magnons region, the hopping of magnon is signifiperature dependence of the excitation g&phe mean-field
cantly suppressed, and thus, the mean-field approach fropasyit gives the transition field almost independent of tem-
the real space may give a better description of the phasgerature at low temperatures. The temperature dependence of
transition. o the excitation gap was investigated by means of neutron
The transition temperatur&y and transition fields ob-  scattering®® The gap is almost independent of temperature
tained forH|b, HL(1,0,2, andH||[2,0,1] are plotted in up to approximately 10 K, and then increases significantly.
Fig. 6. Since the phase boundary depends omtiaetor, we
normalize the phase diagram by tgdactor. Theg factors

used areg=2.05 for H|b, g=2.26 forH1(1,0,2), andg IV. CONCLUSION

=2.04 forH|[2,0,1], which were determined by ESR mea-  \we have presented the results of magnetization measure-
surements. Figure 7 shows the phase diagram normalized kyents on the coupled spin-dimer system KGudihe entire
the g factor. The phase boundaries for three different fieldmagnetization curve including the saturation region was ob-
directions almost coincide when ﬂormalized by theactor,  tained afT=1.3 K, using pulsed magnetic fields up to 60 T.
although the boundary fdf_L (1,0,2) tends to deviate from Applying mean-field approximation on the interdimer inter-
the others at aroundg(2)H~30 T. This result may recon- actions, we analyzed the magnetization curve. It was found
firm that the magnetic anisotropy is negligible in KCyChs  that the exchange parameters determined from the dispersion
in TICUCls. relations of the magnetic excitations should be reduced to fit
The phase boundary near the gap field can be describdubth the gap field and the saturation field. This suggests the
by the power law of Eq(1), as predicted by the magnon importance of the renormalization effect in the magnetic ex-
BEC theory?® We fit Eq. (1) to the data forT<3 K, for citations.
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The field-induced magnetic ordering was investigated in 1 _
static magnetic fields up to 30 T. As observed in isostructural  (S; )= —(S;,)=— —=cosé sinf(cose +sin¢)e' ;.
TICuCl;, the magnetization exhibits a cusplike minimum at ’ ' V2
the transition temperature. The phase boundary is almost in- (A2)

dependent of field direction, and is described by the powefrom the spin structure shown in Fig. 3, we see that all of the
law. These features are compatible with the magnon BE(hasesp, of dimers are the same in a chemical double chain,
theory. Therefore, we conclude that the field-induced 3Dand that the phases of dimers in the double chains located at
magnetic ordering near the gap field in isotropic spin gaghe corner and the center of the unit cell in the plane
systems such as KCuCand TICuCY is universally repre-  giffer by . With Eq. (A2) and the exchange interactions
sented by the BEC of dilute magnons. shown in Fig. 3, the energy per dimer is expressed as
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APPENDIX: DERIVATION OF THE MAGNETIZATION (1007 15,5 " ~20Y) a4

CURVE with

We calculate the magnetization curveTat 0, assuming
that the triplet excitations are created only on the dimer site.
The interdimer interactions are treated by the mean-field ap-
proximation. In the magnetization slope region, the trans-
verse spin components form the long-range order. Since the Jeffl L :E 3119
lowest magnetic excitations in KCuCand TICuC} occur at 1z,2) 2\"(2:2 Yaz,n)
the same reciprocal-lattice points, 1.8 (h,0/) with inte-
gerh and oddl in thea*-c* plane?3%°we can assume that off ,
the spin structure in the ordered phase in KGu€lequiva- J201= 7 3o (A5)
lent to that observed in TICuglsee Fig. 32° We express
the spin state of a dimer with the total sf*S,+S, and ~ a"d
the z componentS*=S;+ S5 as |S,S?), where subscript o 1
numbers 1 and 2 distinguish spins in a dimer. In the ordered  J=J(;0)+ 53('100# J(l%é)""-](,l’% 1t 53('2,0,1)-
phase, the transverse components of two spins on a dimer '
should be antiparallel and their magnitudes should be the (AB)
same, i.e.(S;¥)=—(S;¥). This indicates that the spin state Angles # and ¢ can be determined byE/d§=0 and
|1,00 does not contribute to the basis state. Thus, we write)E/dp=0, which lead to
the basis state of thgh dimer as

1
Ioo= 5 (2J(100~ J(200)):

J—gugH cos2p+J cos 20( 1+ sin 2¢) +J sirf6 co$2¢
;=10,00cos6+ (|1,)cospe'?i— |1, 1)sinpe ' *)siné. -0, (A7)
(A1)
and
Angles # and ¢ were introduced to satisfy the normalization _ - — _
condition. The phasep; corresponds to the angle between 9gugH sin2¢+J cos 0 cos 2p— J sinf 0 cos 2p sin 2¢=0,
the x direction and the transverse component of the spin on (A8)

the jth dimer. , _ for the ordered state between the gap fielgland the satu-
The average values of spin operators are given by ration fieldH. The magnetization curve is obtained by solv-
ing Egs.(A7) and (A8) self-consistently.

, i 1 At the saturation fieldHg, sin6=1 and sinp=0. Thus,H4
<Sj,1>:<sj,2>:§S|n20COS 2p, is given by
gugH=J—3+J. (A9)
<5].+,1>: _<ij2>: — —cos#sinf(cose+sing)e 4, At the gap fieldH, sin6=0. .Substltutlng this condition into
J2 Egs. (A7) and (A8), we obtain
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gugHg= VI?+2J3. (A10)

It is noted that the right-hand side of EGAL10) is equiva-
lent to the lowest excitation energy given by the effective
dimer approximation, in which the individual interdimer in-
teractions)(jmp andJy, are reduced to an effective inter-

dimer interactiorﬂﬁfrfnn) as shown in Eq(A5).2 If we neglect

PHYSICAL REVIEW B 66, 104405 (2002

the highest1,—1) state, i.e., sip=0, we obtain

gugHg=J+7J. (A11)

This result can also be derived from the Tachiki-Yamada
theory?8:3°
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