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Solid-liquid interfacial free energies and associated crystalline anisotropies are calculated for a model Ni-Cu
alloy system based upon the analysis of equilibrium capillary fluctuations in molecular-dynamics simulations.
Alloying of Ni by Cu leads to a reduction in the magnitude of the calculated interfacial free energy, while
having only a minor effect on computed anisotropies. The present study demonstrates the viability of applying
the fluctuation method to simulation-based calculations of solid-liquid interfacial free energies in alloys.
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The solid-liquid interfacial free energgy) is a critical

factor influencing transformation rates and microstructural (|AK)[?)= >
morphologies accompanying crystal growth from the melt. bW(y+ ")k
Due to significant challenges associated with direct experi-

mental measurements of solid-liquid interface properties, avhere A(k) is the Fourier transform of the interface height
growing number of molecular-dynami¢®D) studies have profile and angular brackets correspond to equilibrium val-
been undertaken to compute both the magnitudgarid the ~ ues.W andb, with b<W, denote the length and thickness of
strength of its crystalline anisotropy. To date these simulatiofthe solid-liquid boundary, ankigT is Boltzmann’s constant
studies have focused on elemental systems, as modeled B{nes the temperature. The terp-y" corresponds to the
hard-sphere, Lennard-Jones, and embedded-atom-methtiierface stiffness, wherg” is the second derivative of as
(EAM) interatomic potentials;® and use has been made of @ fl_mction of the gngle .of the Ioca_l interfacg normal relative
two distinct MD methods for calculating the interfacial free 10 itS average orientation. Equatida) applies equally to
energy. In the thermodynamic-integration approach pio_sohd-hqwd interfaces in alloys an'd pure elements, and the
neered by Broughton and Gilmérexternally imposed fI_uctuat_lon method therefpre proyldes a_natural strategy for
scleaving potentials” are employed in the calculation of the s!mulatlon-based calculat|(_)ns of interfacial free_ energies for
reversible work to form a crystal-melt interface from isolatedt"nary sygtems. In exten_dmg t_he r_nethod to mlxtures, how-
bulk solid and liquid phaséks? Recently, Hoytet al* dem- ever, an important consideration is the coupl_lng petweeen
onstrated an alternative approach for the calculationyof !nterfape fluctuations an_d the solutg co_ncent_ratlon field, Ie_ad—
from an analysis of equilibrium capillary fluctuations in MD ing to increased fluctuation relaxafuon times in alloys relative

) . A to pure elements. Slower relaxation rates imply a need for
simulations for molecularly rough solid-liquid interfaces.

: . i I s ) longer simulation times to achieve comparable statistical ac-
As discussed in detail previously? a relative advantage curacy in sampling of the fluctuation spectra.

of_ the fluctgatign method is that it measures the.interfa_ce Below we present results applying the fluctuation method
stiffnesswhich is an order of magnitude more anisotropic g the calculation of interfacial free energies for a prototypi-
thany itself. Consequently, this technique provides an effectal metallic alloy system, Ni-Cu. We demonstrate statistical
tive approach for calculating anisotropiesyrthat are typi-  accuracies for interfacial free energies and associated crys-
cally small(on the order of 1-2 %for rough interfaces, yet talline anisotropies on the order of 5% and 15%, respec-
which are of critical importance for selecting the steady-stateively, employing MD simulations with moderate lengths of
operating point of a dendrite tip during solidificati6m. In 0.5-1 ns. A theoretical analysis based upon the Langevin
the present study we demonstrate an additional application dbrmalism of Ref. 14 is presented, suggesting that such simu-
the fluctuation approach in the calculation of solid-liquid in- lation times should be generally sufficient to achieve compa-
terfacial free energies for binamlloys Simulation studies rable statistical accuracies in fluctuation-based calculations
have played a critical role in developing a microscopic un-of interfacial free energies for a broad class of alloy systems.
derstanding of the equilibrium properties of solid-liquid in- The present results therefore establish the fluctuation method
terfaces in elemental systertfsHowever, far fewer related as a viable approach to simulation-based calculations of an-
studies have been undertaken to date for mixtifeS.In  isotropic solid-liquid interfacial free energies in alloys.
particular, the effects of alloying upon the magnitude and Simulation cells with coexisting solid and liquid alloy
anisotropy of the solid-liquid interfacial free energy remainphases were equilibrated employing a combination of
unstudied by atomic-scale simulations. molecular-dynamics and Monte Carlo simulation methods.
As described in detail in Ref. 4, the fluctuation method forAs described in detail elsewheféthe initial step is a com-
calculating solid-liquid interfacial free energies is basedputation of the equilibrium solidus and liquidus phase
upon the following expression for the equilibrium fluctuation boundaries through thermodynamic-integration calculations
spectrum of a quasi-one-dimensional interface: of bulk-alloy free energies. The present study focuses on
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TABLE |. Calculated stiffness valuesy(t+ y”) as a function of 10.00
interface orientation for a Ni-Cu alloy. Error bars respresent esti-
mated 95% confidence levels associated with statistical sampling. “’jjjjjjg}}g{;gh"l
~~~~~~~ 0100[010]
Orientation (y+ Yo v+ (mIint) o
100[010] 1- 86— Pe, 224+8 <
110[110] 1+ 86+ 26, 331+14 Ny
110[001] 1- 26, + 3%, 175+10 =

0.10

Ni-rich Ni-Cu alloys employing EAM interatomic potentials
developed previously by Foilés. Calculated solid-liquid

phase boundaries derived from these potentials are given i

Ref. 13. The Foiles potentials are found to overestimate the ,
melting point for pure Ni by roughly 100 K1820+6 K 0.10
calculated vs 1728 K measupedalthough the equilibrium

partition coefficient(i.e., the ratio of the equilibrium solidus FIG. 1. Equilibrium fluctuation spectrdA(k)|2) derived from

and liquidus solute compositionss in reasonable agreement MD simulations for a Ni-Cu alloy are plotted on a log-log scale vs
with experimental measurement6.5-0.05 calculated vs wavelengthk. Solid lines indicate the theoretical slopelof?. Er-
roughly 0.6 measurgdSince the primary focus of the work ror bars represent estimated standard statistical uncertainties.
presented here is to extend the fluctuation approach to calcu-

lations of solid-liquid interfacial free energies in alloys, no A for 110{001]. The length of the cells normal to the solid-
effort was devoted to refine the EAM potentials for Ni-Cu in liquid interfaces was roughly@®, and each cell contained on
the present study. the order of 10 atoms.

Periodic simulation cells with coexisting solid and liquid ~ Subsequent to equilibration by Monte Carlo, the resulting
alloy phases were prepared at a temperature of 17806k  interface simulation cells were used as the starting point in
of the melting temperature calculated for pure fillowing molecular-dynamics simulations to measure interface capil-
the approach described in Ref. 13. In the bottom and topary fluctuations. MD simulations were performed in a mi-
halves of a pure Ni sample, Cu solute was randomly substicrocanonical ensemble employing a time step of 0.002 ps.
tuted to establish the equilibrium solidus and liquidus com-After equilibration periods lasting on the order of°1ime
positions of 5.0 and 10.4 at. % Cu, respectively, derived fronsteps, interface configuations were sampled in simulations
the thermodynamic-integration calculatioisSubsequently, lasting roughly 600 ps. During these simulations the height
the liquid half was melted in Monte Carlo simulations at Vs lateral position of the two solid-liquid interfaces was ex-
high temperature, keeping the atomic positions in the retracted every 100 time steps, and the resulting data was used
mainder of the cell fixed. Next, density and composition pro-to compute the Fourier amplitudégk) appearing in Eq(1).
files were equilibrated employing semi-grand-canontcal The method used to distinguish between solid and liquid
Monte Carlo simulations. In these simulations, sampling wagitoms and the procedure for identifying the interface bound-
performed over atomic displacements as well as composiry were the same as those employed in previous studies for
tional degrees of freedom, the latter being performed throughure element§.

Monte Carlo steps involving changes in chemical identities Figure 1 plots on a log-log scale values @A(k)|?)

with an imposed chemical potential difference between Niversus wave number derived from the MD simulations.
and Cu corresponding to two-phase solid-liquid equilibriumError bars represent standard statistical uncertainties, esti-
(as derived from the calculated bulk free energidhe di- mated according to the following formula for the variance
mensions of the cell parallel to the solid-liquid interfacesin the mean value of|A(k)|?), derived from the property
were constrained at values dictated by the zero-stress latti¢hat A(k,t) obeys Gaussian statisti¢e.g., Ref. 16 o2
constant of the crystalline phase at its equilibrium solidus= 2<|A(k)|2>27-(k)/trun. The relaxation times(k) were cal-
composition, while the periodic length normal to the inter-culated by integrating time correlation functioa(k,t)A

face was adjusted to minimize the overall stress. (—k,0))?/{|A(k)|?)? derived from the MD data. The solid

Three quasi-two-dimensional simulation cells, corre-lines through each set of data in Fig. 1 correspond to the
sponding to different orientations of the solid-liquid inter- theoretical slope of-2 given by Eq.(1). For each interface
face, were prepared in this manner. The orientations for eactrientation the predicted slope is observed to hold to within
of these cells are listed in Table | following the notation of the estimated statistical accuracy of the MD data for small
Ref. 4, where the first set of numbers specifies the interfacand intermediate values &f At the highest wave numbers
normal, while the numbers in brackets give the direction ofthe fluctuation wavelengths approach atomic dimensions and
the long axis parallel to the interface. The cell dimensidhs the observed deviations from the predictions of Ef.are
and b were chosen with values comparable to those emexpected. In deriving stiffness values from the MD data, we
ployed in previous calculations for pure elemehtsW  performed a least-squares fit k§T/[bW(]A(K)|?)] vs k?,
=232.7 A for 100010] and 110001], and_246.82 A for as shown in Fig. 2, using the data for valueskofanging
110110]; b=10.91 A for 100010] and 110110], and 10.28 between 0.05 and 0.38 &, thereby excluding data for the

Kk (A™)
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TABLE II. Calculated values of the average solid-liquid interfa-
cial free energy and associated crystalline anisotropies for elemental
Ni and a Ni-Cu alloy as derived from MD simulations based on the
EAM potentials of FoilegRef. 15. Error bars represent estimated
95% confidence levels.
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o o8 XT: i metallic systems. From a comparison of the results in Table
K (A Il, it can be seen that alloying leads to a reduction in the

" D1 s k2 § _ " el magnitude of the calculated solid-liquid interfacial free ener-
FIG. 2. BT/b.W<.|A( )|%) vs k* for a Ni-Cu alloy cacu ated at gies, while no statistically significant changes in anisotropy
1750 K. The solid lines represent the least-squares fit for each ori

! . ) are found.
entation. Interface stiffness values reported in Table | correspond to

the slopes of these best-fit lines The results in Table Il demonstrate statistical accuracies
P ' on the order of 5% and 15% for calculated alloy solid-liquid
two highest wave numbers for each orientation. The resultin. terfacial free_ energies and_ crystalline anisotro_py param-
values of y+9' for each interface orientation are listed in r;(e:;/s'inre;r?ehjgvilgicﬁfagsscgﬁioéka)lT)z(;vies' g?gt;fé'sg;:ilhgccu'
Table I. . . \ . .
The inte.rfacial free energy ancj its gssociated anisotropfmngﬂ;(i; thFeorS'{Eglalil'fgl;e;‘?‘lgvecfnts?ge'rgtgrifscﬁ]éela:ézgﬁ?
can be derived from the [esults given in Table | through th study callculated values ofK) \yary between roughlypl and
use (?f an expansion oy(n) in terms of CUb'.C harmonics, 150 ps for fluctuation wavelengths ranging between 16 and
i.e., linear combinations of spherical harmonics that obey th«?0 A. These values are consistent with @ dependence for

Klqb'é c;rystalllgilseay{nmetrfy. In dptrﬁvﬁﬂs stu_d|ets for eIementaT(k) expected in the limit that dynamic interface fluctuations
| (Ref. 4 and Al it was found that the anisotropy ofcan are limited by solute diffusion. Namely, with only solute dif-

be accufrately palrlal;jn?}ilzgld ‘lf'ng th? Iourth— a%% f"XtE'OrdeIrusion, the amplitude of a linear perturbation of the interface
terms of a so-calle ubic-Harmonic® expansionIn the wavelengthh =27/k relaxes exponentially in timé.e.,

present study we employ an equivalent form for the cubic

= a—ti7(K) :
harmonic expansion proposed by Fehlner and \Visko € ) with
studies of Fermi surfaces in metals, Im|(x°—x2)
L S
5 (k)= ————=, (3)
A . 3 D I'k
y(M/yo=1+e1| 2 nf—¢ ) . "
i=1 5 whereI'=(y+y")Tu /L is the Gibbs-Thomson coefficient
3 17 for the solvent,L is the latent heat of meltingD, is the
" 44 66n2n2n2— — solute diffusivity in the liquid,m is the liquidus slope, and
€ 321 N+ 66ninzng— <. @ (x2—xY) gives the difference between bulk equilibrium lig-

. uid and solid compositions. This expression can easily be
wheren=(ny,n;,n3) is the interface normal. We prefer the optained from the Mullins-Sekerka stability spectrum in
Fehlner and Vosko formulation owing to the desirable prop-the limit of an isothermal alloyi.e., with no thermal gradi-
erty that all the terms in the expansion are orthogonal to eachny at zero growth rate. In contrast, with only interface ki-

other when integrated over the unit sphere. Orientationnetics, exponential relaxation occurs with a time condfant
dependent expressions for the interface stiffness in terms of

the anisotropy parameters in E@®) are given in Table I. 1

From these expressions and the stiffness values derived from (k)= W (4)

the MD fluctuation spectra, we obtain the valuesygf e, K

and e, for the Ni-Cu alloy listed in Table Il. Also given in where u is the interface kinetic coefficient. Owing to the
Table Il are values of the average interfacial free energy andifferent powers ok in the two above expressions fofk),
associated anisotropy parameters computed for elemental Kie largest relaxation time of a fluctuation of wavelength
employing MD simulations based upon the same Foiles\ is governed by diffusion and interface kinetics fap\*
EAM potentials used in the alloy calculations. The interfacialand N<\*, respectively, where the crossover wavelength
free energy anisotropied (y100— ¥110/2y0 and (yin  A*=2m/k* =27D /[ u|m|(x)—x2)] is readily obtained by
—v110/270] listed in Table Il are on the order of a few finding thek* for which the two expressions for(k) are
percent and are comparable to values derived from previousqual. The same result can be obtained more formally by
calculation§~® and recent experimental measurem&htsr  extending to isothermal binary alloys the Langevin formal-
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ism developed previously for pure melfsThis formalism  fluctuation method should be broadly applicable in the cal-
also makes it possible to calculate an explicit expressiorulation of interfacial free energies for molecularly rough
for the dynamic correlation functionA(k,t)A(—k,0)) solid-liquid interfaces in metallic alloys. Specifically, Ed)
with both interface kinetics and diffusion present. This ex-represents a general relation between capillary fluctuation
pression generally depends on bathand D, suggesting amplitudes and interfacial stiffness, valid for systems with an
that the formalism could be employed to extradrom MD-  arhitrary number of elemental constituents. The practical ap-
derived interface-fluctuation spectra for alloys, wilth com-  pjication of the capillary fluctuation method, however, relies
puted independently from the standard Green-Kubgyn the ability to accurately sample fluctuation spectra over
formalism? . _ _ reasonable simulation time scales. In E8), y/L is known

For the Cu-Ni alloy4con5|dered in the present study, weyg pe roughly constant for simple metdlsandD, is of the
computeD, =0.4x10 cn?/s, and a value ou=50 cm/  same order of magnitude for many liquid alloy systems.
s K can be estimated based upon previous calculations of theyyation(3) therefore suggests that the relaxation times for
kinetic coefficient for related systemsFrom these kinetic  interface fluctuations will be generally of the same order of
parameters, and the thermodynamic properties quoted abov@agnitude as those derived here for Ni-Cu. The fluctuation
we derive a crossover wavelength Jof~16 A Hence, the  method is thus expected to provide statistical accuracies
relaxation of dynamic interface fluctuations is predicted to becomparable to those demonstrated in the present study for a
predominantly controlled by solute diffusion in the liquid \yige range of metallic-alloy systems.
over the entire range of wavelengths probed in the MD simu-
lations. From Eq(3), values ofr are predicted for the Ni-Cu This research was supported by the U.S. Department of
alloy considered in this study, ranging from 0.7 to 170 ps inEnergy, Office of Basic Energy Sciences, Materials Science
the range ol between 16 and 80 A, in good agreement with Division, under Contracts Nos. DE-FG02-01ER45910 and
the values derived directly from MD. DE-FG02-92ER45471, as well as the DOE Computational

The results of the present study suggest that the capillariflaterials Science Network program.
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