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Interplay of surface reconstruction and surface electric fields in the optical anisotropy
of GaAs(001)
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The optical anisotropy of(4x4), (2X4), (2X6) and (4x2) reconstructed GaAB01) surfaces has been
calculated from first principles. It consists of surface structure-dependent features originating from electronic
transitions in the uppermost surface layers and of anisotropy peaks close g el E¢/E, bulk critical
point energies. The latter contributions are nearly structure independent and arise from transitions between
surface-modified bulk electronic states. For the smaller reconstructions the influence of surface electric fields
on the optical anisotropy is studied. We find that the linear electro-optic effect modifies mainly the optical
anisotropy from the bulk atomic layers, resulting in changes of the reflectance anistropy spectroscopy signal
which are strongly reconstruction dependent, however. Changes of the atomic relaxation due to surface electric
fields are less important for the modification of the optical signal than the polarization of the electron wave
functions.
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I. INTRODUCTION First-principles calculations for &01) (Ref. 18 indicated,

however, that these factors modify, rather than drastically
Optical spectroscopies, in particular reflectance anisotalter, the optical anisotropy signals.

ropy spectroscopXRAS), often termed reflectance differ- Surface electric fields may be an alternative explanation.
ence SpectroscoﬂRDS), have become very important for Related to the ChanQEd _Surface dlpOle, the ionization energy
situ characterization of static surfaces and real-time monitor®f the GaAs surface varies as a function of the surface com-

ing of surface growth. Aspnes and Stulliscriminate be-  Position and, thereby, reconstructibhFor example, the

tween two components of surface optical spectra: “intrinsic’Measured ionization energies of the 3, and y phases of
contributions arising from optical transitions within the bulk
and “extrinsic” contributions directly related to surface

. 1 . ~ .
chemistry. The latter can often be traced to specific Surfacga;:culatlons.:. hDue to the linear delectrocl) optic :caffecta_solme
electronic states and serve as fingerprints for surface strugpuence o the reconstruction-dependent surface dipole on
P fhe RAS can be expected. Experimentally it has been known

tural motifs? . L . X
T for a long time that electric fields induced by, e.g., the pin-
The GaA$00D) surface with its large number of iy of the Fermi level at the sample surf&eé® or by a

stoichiometry-dependent surface recopstryctions and its im&—doping layer® modify the RAS signal. The investigation
portance for Ill-V based optoelectronics is a very popularof the mechanism behind the electric-field-induced modifica-
model system for the application of RAS. Nevertheless, thejon of the optical signal may not only help to better under-
origin of its optical anisotropy features is still not under- stand the origin of the intrinsic RAS features, but should
stood. Positive anisotropies close to tagandEy/E, bulk  pave the way for applications, such as contactless determina-
critical point (CP) energies, for example, are commonly in- tion of the carrier concentration in a bulk material. Possible
terpreted as fingerprints for the formation of As dim&rsin mechanisms for explaining the influence of electric fields on
contrast, very recent experiments on GaAs surface quantuthe surface optical response are shifts of the surface state
wells indicate that these peaks are intrinsic rather than exenergies, the piezoelectric effec®? and the polarization
trinsic features of the surface optical spectrtfiRreviousab  of the electron wave functiori.Model calculations based
initio calculationd™*? could not clarify the origin of these on the piezoelectric effet?® successfully described the
features unequivocally, due to the computational difficultieselectric field induced line shape changes around&heand
to calculate numerically converged surface optical spectra. E;+ A, CP energies. However, the influence of the surface
The actual origin of the intrinsic RAS features is anotherreconstruction on the field-induced RAS changes or wider
intriguing question. For a long time they have been assumesdpectral ranges have not been considered.
to be related mainly to surface local fieltfsi*i.e., the influ- Here we present first-principles calculations of the optical
ence of the surface-modified microscopic fluctuations of theanisotropy of the main GaA801) surface reconstructions,
electromagnetic field on the macroscopic dielectric responsshown in Fig. 1. The contributions to the spectra are classi-
However, ab initio calculations on $110:H surface®® fied according to their spatial origin into bulk and surface
showed recently that the influence of local fields on the opfeatures. In addition, we calculate the influence of a surface
tical anisotropy may actually be rather small. Surface-electric field ranging from-0.015 to 0.015 V/A on the RAS
induced strain and relaxation in bulk layers were discussedpectra of thec(4Xx4), (2X4), and (4x2) reconstructed
as another possible reason for intrinsic RAS feattffdé8. surfaces.

the GaA$001) surface amount to 5.4, 5.5, and 5.2 eV,
respectively’® Similar values are obtained frorab initio
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02(2x4) III. RESULTS AND DISCUSSION
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i

A. Surface-structure influence on the RAS

The stoichiometry-dependent surface structures of
GaAdq00]) (see Fig. 1 have been studied intensively over
the last decad® There now seems to be consensus on the
geometries of the As-rictt(4x4) and B2(2xX4) recon-
structions, as well as on the2(2X4) structure occurring
for stoichiometric surface€:***°Little, however, is known
about the geometry of the ¢26) reconstructed surface, of-
ten observed in conjunction with other nX6)
symmetries®*42 We model the (X6) surface by the
structure proposed by Biegelsenal* This structure repre-
sents a stoichiometric surface. The preparation conditions
typical for the appearance oh& 6) symmetries, however,
are cation rich®*Anion-cation heterodimers are formed on
many cation-rich 111-\(001) surface$? Therefore, we also
investigate the replacement of the top-layer As dimers by
mixed Ga-As dimers. Both Biegelsen's model and the
mixed-dimer model for the (26) surface are only meta-
stable and should therefore only be observed as transient
structures. Finally, the Ga-rich ¢42) surface is modeled in

FIG. 1. Top view of relaxed GaA801) surface structures. the present work by the structure, favored by receratb
Empty (filled) circles represent G#As) atoms. Positions in the initio calculation§*** and supported by x-ray diffraction
uppermost two atomic layers are indicated by larger symbols. experiment§.5'46

In Fig. 2 the RAS spectra calculated for the surface mod-
els discussed above are shown. Obviously, the surface optical
anisotropy is strongly related to the surface geometry. The

Our density-functiona(DFT-LDA) calculations are based spectra calculated foc(4X4) and 82(2Xx4) agree well
on a real-space multigrid implementation using nonlocawith experimerft’~*® (some experimental curves from Ref.
pseudopotential® The electron wave functions are mapped47 are redrawn in Fig. )3 The appearance of negative
on a grid with a spacing corresponding to 4% of the GaAghisotropies for thex2(2x 4) structure at low photon ener-
bulk lattice constant. The surface is modeled by periodicdies also agrees with the experimentally observed trend: an-
super cells containing 12 atomi®01) layers and a vacuum Nealing temperatures higher than those needed to prepare the
region 8 atomic layers thick. Further details of the DFT-LDA GaAs(001)32(2x 4) surface lead to negative anisotropies at
calculations are those in Refs. 3,32. The electronic structurbout 2 e\A"*® This minimum in the optical anisotropy is
obtained within DFT-LDA is used to calculate the surfacealso found at InP and GaB01) surfaces for the correspond-
optical anisotrop$-3in the independent-particle approxima- ing structures:>! It originates from electronic transitions in-
tion. In general, optical spectra are strongly modified byvolving the cation-cation surface bonds. However, in the
many-body effects such as self-energy corrections anéaAs experimentsee Fig. 3 the positive anisotropy at the
electron-hole attractiof’**~%” However, RAS spectra are Ei energy does not disappear, as calculated here fowthe
difference spectra, which are furthermore normalized to thénodel. This may be explained by the transient character of
bulk dielectric function. Due to the error cancellation, single-the @2 structure, which in case of Ga@®1) is stable only
particle calculations within DFT-LDA are actually quite reli- for a very small window of preparation conditioffsThere-
able in predicting surface optical anisotropteSherefore, fore, it should occur together with other surface geometries,
and because of the large number of optical spectra calculaté#ich as2.
in the present work, we simply use the scissors-operator RAS spectra measured fonk6) surface®*’ show a
approacP? to take self-energy effects into account. Excitonic pronounced minimum at about 2 eV. In addition, positive
and local-field effects are neglected. A saw-tooth functionanisotropies at th&(/E, CP energies are observed. The
added to the electrostatic potential entering the Kohn-Sharanisotropies around thE, energy are strongly preparation
equations is used to mimic the effect of an electric fielddependent. The reflectance anisotropy calculated for Biegels-
perpendicular to the crystal surface. From the self-consistergn’s (2x6) model is positive for all considered photon en-
solution of the Kohn-Sham equations the influence of theergies. Therefore, it cannot explain the experimental find-
electric field on both the wave functions and the eigenvaluethgs. Together with the Ga-rich preparation conditions,
is obtained. Additionally, the surface atomic geometry in thewhich can hardly be reconciled with the stoichiometric Bie-
presence of an electric field is recalculated in case of thgelsen model, our results thus indicate that another structure
c(4x4) reconstruction. The sign convention used herds responsible for the experimental observation o)
is such that the field points in the direction of the surfacesymmetries. The spectrum calculated for the<x@ mixed-
normal. dimer model features negative anisotropies around 2 eV, to-

(2X6) w"‘\...-»""
Biegelsen

Il. COMPUTATIONAL METHOD
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c(Axa) X N o(@x4)
\,\/ A p2(2x4)
B2(2x4)
™ 0.2(2x4)
a2(2xd) . ,\/ \\, e FIG. 2. Calculated RAS spectfaRe{(r (110
- A\ V4 26~ N e —T1110)/(r)}] for GaAg001) surface reconstruc-
= f\/~\_’_ Biegelsen_..‘-"""""."-..' tions shown in Fig. 1. The left panel shows the
_ e 2 - total signal, whereas solid/dotted lines in the right
(2x6) Biegelsen panel show separately the contributions of
(2x6) md RPN (2X6) MG, e, surface/bulk layers to the RAS. The calculated
A / \/ o e positions of the bulk CP energies are indicated.
0.01 E, vl |Ee OV_
) LTI X2 AT NGE
2 3 4 5 2 3 4 5
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gether with positive anisotropies at tBg/E, CP energies. culated in real space, one can roughly divide the RAS in bulk
The main experimental features are thus reproduced, sugnd surface contributions. Such a division is shown in the
gesting mixed Ga-As dimers as one possible building blockight panel of Fig. 2, where we have separated the contribu-
for (nX6) reconstructed GaAB0l) surfaces. tions from the uppermost four layers from the signals in-
The main experimentally observed RAS features for Gaduced by transitions in the layers underneath. The latter are
rich (4x2) reconstructed surfaces are negative anisotropiegnly weakly structure dependent, as is the case for other
for photon energies below the; CP and positive anisotro- 11l-V (001) surfaces. Surface modified bulk electronic states
pies between th&, and E| energies(see Fig. 3 This is  give rise to positive signals around tig and Eo/E; bulk
roughly reproduced by our calculation for tijé4x2) sur- CP energies for nearly all surface models. For B2(2
face. The agreement between theory and experiment, how<4) structure, the reflectance anisotropy is almost entirely
ever, is not as good as for the As-rich surfaces. This holds idletermined by transitions between surface-modified bulk
particular for the comparison with the low-temperature datselectronic states. This is in contrast to the tight-binding re-
of Ref. 49. The discrepancies may be related to surface dsults by Murayama and co-worket$,who associated the
fects: a recent x-ray analysis by Kumgffal*® suggests that reflectance anisotropy near thg energy with As-dimer re-
19% of the (4x 2) surface unit cells are decorated with ad-lated surface states. Berkovits and co-workeatso inter-
ditional Ga adatoms. preted the weakening of the; feature upon adsorption of
Although the RAS is strongly dependent on the surfaceoxygen as indication of its relation to As-dimer states. Such a
structure, as discussed above, not only transitions betwee®nclusion is not imperative, however. A simple cancellation
surface states contribute to the spectra. By means of a line&f bulk- and surface-related optical anisotropies, such as cal-
cutoff function applied to the transition matrix elements cal-culated here for thex2 structure, might be responsible. A
very recent experiment by Lastras-Martinezal1° clearly

o) AT T T supports our prediction of the bulk origin of thg feature in
/\ VR the 82 spectrum.
P=CEIE N
/ B. Electric-field-induced changes of the RAS signal
W\ In order to clarify to what extent the RAS features are
5 __,/\ — modified or caused by surface electric fields we subject our
0.005 (1x6) 488°C slab to an external electric field perpendicular to the crystal
— surface. The field polarizes the electron wave functions,
\/ . slightly changes the density of states, and in addition leads to
(4x2) 609°C small structural changes. In Fig. 4 we show the RAS calcu-
\/// D lated for the GaA®O01)c(4x4) under the influence of an
- I.E1 IEo Ezl electric field of+0.015 V/A. Dotted lines refer to the equi-
5 3 4 5 librium geometry of the surface ground state, as calculated in

the absence of additional electric fields. The solid lines rep-
resent the RAS calculated for surfaces, where the equilib-

FIG. 3. RAS spectrd Re{(r (110~ "110)/(r)}] measured for rium atomic positions have been adjusted according to the
GaAq001) surface reconstruction@fter Ref. 47. The measured additional forces due to the electric field. The differences
positions of the bulk CP energies at 673(Ref. 50 are indicated. between the two sets of curves are small, of the order of the

Energy [eV]
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0.005 T T T T energy positions of specific RAS features are modified. A
ANTR remarkable outcome of our study is the strong reconstruction
dependence of the electric-field-induced RAS changes. For
the c(4x4) reconstructed GaAs surface, strong modifica-
tions of the RAS signal are observed for photon energies
. below 3 eV and at th&y/E, CP energies. The optical an-
isotropy of the (2<4) reconstructe@2 anda2 surfaces, on
the other hand, is mainly altered in the energy region be-
tween theE, and Ej CPs. Finally, nearly the entire RAS
spectrum of the Ga-riclj(4x2) surface is modified by the
application of an electric field. Our finding of a strong influ-
ence of the surface reconstruction on the field-induced RAS
FIG. 4. Calculated RAS spectra for GaAs(0004 < 4) with an IS supported by recent experiments: for photon energies be-
applied electric field of=0.015 V/A. Solid(dotted lines refer to  low the E; CP, Pristovselet al®? found larger differences of
calculations where the field-induced atomic relaxations (am) the RAS ofc(4%x4) and (4x2) reconstructed surfaces of
considered. doped and undoped GaAs samples than fox 43 recon-
structions. On the other hand, the RAS of the<(®) surface
purely numerical accuracy of our calculations. This clearlywas found to be more sensitive to electric fields for photon
indicates that the electric-field-induced distortions of theenergies above thg; energy.
electron wave functions have a far greater influence on the Ajthough the influence of the electric field on the surface
optical anisotropy than the relaxation of the lattice in re-gptical anisotropy is reconstruction dependent, we find that it
sponse to the field. We therefore neglect field-induced latticgs maijnly the signal from the bulk layers that is modified.
relaxation effects in the following. This is obvious in case of thg(4 x 4) reconstructed surface.
The calculated RAS spectra af(4x4), B2(2X4),  The strongest change of the RAS signal occurs at the mini-
a2(2X4), and {(4X2) reconstructed GaAB0D) surfaces ym around 2.8 eV. This minimum is due to optical transi-
for fields ranging from -0.015 to 0.015 V/A are shown in tions in the bulk layers, as shown in Fig. 2. The spatial analy-
Fig. 5. In all cases the magnitude and to some extent thgjs of the origin of the RAS features shows also for the other
surface structures that it is the optical signal from the layers
0.005 T T T T T T T underneath the surface, i.e., the intrinsic anisotropy, that is
affected by the field. Our calculations thus support the view
that the surface optical anisotropy for photon energies near
the bulk CP’s is a consequence of the decay of the bulk
Bloch states into the vacuum region, anisotropically modi-
fied by the surface potential. The surface-induced deforma-
tions of the bulklike wave functions are weighted differently
by thex andy components of the optical transition operator,
leading to an anisotropic optical response. Superimposed on
the surface-induced anisotropies of the electron wave func-
tions are the electric-field-induced deformations. These are
anisotropic too, as visualized in Fig. 6 for the electron den-
sity of the GaA§001)B2(2x4) surface slab. The electric
field influences both the electron wave functions and their
eigenvalues. We find, however, that the changes of the com-
bined density of states due to the electric field are negligible
| ] compared to the deformations of the wave functions result-
ETTTY FET2/FITE L EPETRTTT TR I P Y ing in modified transition matrix elements.
Our results on the influence of electric fields on the opti-
cal anisotropy of GaA$901) surfaces cannot directly be
) compared with experiment. On one hand, this is due to com-
3 putational shortcomings. We neglect the spin-orbit coupling
: and therefore cannot describe tBe/E;+ A4 splitting. The
RAS features close to the,/E;+ A; energy are consider-
ably affected by the spin-orbit interaction. Most measure-
ments of the linear electro-optic effect focus specifically on
FIG. 5. Calculated RAS spectra for G#@81) surface recon- these features. On the other hand, the comparison of experi-
structions with electric fields applied. For GaAs(06)x 4) the ~ mental and simulated spectra is complicated by the facts that
field varies in steps of 0.005 V/A. Thick solid/dotted/dashed lines(i) the magnitude of the surface electric field, induced by,
correspond the field magnitudes of 0-@.015/0.015 V/A. e.g., 6 doping or space-charge layers is not known exactly

o
T

.0.015 V/IA

\/ 0.015 VIA

2 3 4 5
Energy [eV]

0.005 |-

Arhr

Energy [eV]
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fact that the field needed in the calculation to reproduce
changes in the RAS comparable in magnitude to experiment
is nearly one order of magnitude stronger than measured, is
related to the large penetration depth of light. It amounts to
about 170 A for a photon energy of 3 é4vhereas our slab
only models the uppermost 15 A of the GaAs surface. By
varying the distance between tl@edoping layer and the sur-
face Sobiesierski, Westwood, and Efffbhave shown that
the surface electric field reaches far into the bulk and modi-
fies the optical response along the full light penetration
depth. The incoming light decreases in intensity as it pen-
etrates the sample, therefore the ratio between the light pen-
etration depth and the slab thickness gives an upper bound
for the scaling factor needed to relate the calculated and the
measured field sensitivity of the RAS. The value of the
electro-optic coefficient calculated here is thus in the ex-
pected range. This agreement may be fortuitous, however,
given the neglect of spin-orbit coupling in our study. Never-
theless, because both experiment and calculations find a lin-
ear relation between the changes of the optical anisotropy
and the surface electric field, we expect our results, although
obtained for comparatively strong fields, to correctly de-
cribe the basic mechanisms responsible for the field-induced
AS changes.

FIG. 6. Electron density transfer (isosurfaces Ap
=10"“e/Bohr®) induced by an electric field of 0.015 V/A in a slab
modeling the GaAs(0012(2x4) surface. Emptyfilled) circles
represent G@\s) atoms.

and (ii) most experiments are performed on surfaces, th
geometries of which are not well characterized, e.g., oxidize
surfaces.

In measurements done in air on Ga&@®l) surfaces,
Yang, Chen and Worig found a linear relationship between e have investigated the effects of reconstructions and
the change in the RAS at the,/E;+A; energy and the surface electric fields on the optical anisotropy of G@&4)
surface electric field. They determined a linear electro-optigrom first principles. Our results for As-rich(4x4) and
coefficient of 0.46 A/V. In Fig. 7 we show the change of the (2 4) as well as Ga-rich (4 2) reconstructions are in good
RAS signal for the four surface reconstructions at energyagreement with experiment. The line shape measured for
positions indicated in Fig. 5, i.e., slightly below or above the(nx 6) reconstructed surfaces, on the other hand, cannot be
El transition as a function of the _eleCtI’iC field. Clearly, the reproduced by calculations based on Biege|sen’s model for
calculated change of the RAS is linear, as observed experihe (2x 6) reconstructed surface. A trial structure, containing
mentally. The slopes of the curves in Fig. 7 are about 0.0fixed Ga-As dimers, rather than anion dimers, leads to a
AV, much smaller than the measured value of 0.46 A/V. Thespectrum in much better agreement with experiment. This

indicates that novel structural motifs might be needed to ex-

IV. SUMMARY

oooa o U T T plain the (X 6) symmetries of GaAs. Apart from surface-
structure signatures, the RAS spectra contain contributions
L C(4x2) . from electronic transitions between surface-perturbed bulk
states that depend only weakly on the surface reconstruction.

0.002|- B2(2x4) T Mainly the latter, intrinsic features are modified by surface

electric fields via the linear electro-optic effect. The electric-
field-induced modifications of the RAS features are strongly
reconstruction dependent. They do not overwhelm, however,
the RAS signals due to the anisotropy of the surface itself.
The field-induced changes in the RAS signal are caused by
the polarization of the electron wave functions rather that by

Arlr
o
T
|

-0.002 field-induced lattice relaxations.
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