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We present a detailed study of the competition and interplay between the staggered flux phase ordering
d-density waveg(DDW) andd,2_,2 superconductivity within mean field theory. An analytic expression for the
temperature dependence of the DDW order parameter is obtained. The strong competition between the two
order parameters is demonstrated through their unusual temperature dependencies and its importance in cal-
culating single-particle spectral function has been pointed out. In particular, it is shown that in a perfect square
lattice with only nearest-neighbor hopping ), which preserves nesting of the Fermi surface, one of the order
parameters is completely inhibited by the otk&tra given concentration of hgldn this case the DDW state
produces more of a “real gap” rather than a “pseudogap” in the quasiparticle energy. We demonstrate that a
finite negative next-nearest-neighbor hoppity) Etabilizes the DDW state at underdoping, while very close to
the half filling or well inside the underdoped regintg,suppresses DDW order strongly and enhances super-
conductivity. The actual coexistence between the two orders is established only &t fifiite superconduct-
ing T, is always found to be maximum at a doping concentration where the correspdnghipggoes to zero,
the superconducting, decreases on further increase of the doping concentration.
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[. INTRODUCTION the two phenomena are believed to be intimately related.
Furthermore, there is some experimental evidence point-

The underdoped cuprate superconductors exhibiing to the existence of superconducting fluctuations like dia-
pseudogap behavibbelow a characteristic temperatuFé, magnetic activity abovd . (Ref. 21) and vortexlike excita-
well above the superconducting transition temperattizg.( tions in La_,Sr,CuQ, indicating fluctuating superfluid
The pseudogap behavior is visualized as a strong suppressidensity belowT* 22 The origin of the pseudogap is still con-
of low-frequency spectral weight beloWw* . This anomalous troversial. More profoundly, recent detailed investigations of
phenomenon has been observed in angle-resolved photepecific-heat, tunneling, NMR, and transport propeffies
emission  spectroscopy (ARPES,>®  specific-heaf, strongly indicate that the origin of the pseudogap is from
tunneling® NMR,® and optical conductivitymeasurements. some competing condensation other than superconductivity
A variety of theoretical scenarios has been proposed for thigself. For example, Zn substitution on Cu is known to sup-
origin of the pseudogap, although no consensus has beguess SC strongly while such substitution resultsiinsup-
achieved so far. pressionof the pseudogaf’

Broadly, these theoretical scenarios may be divided into The phase diagram of high-temperature cuprate supercon-
two categories. One is based on the idea that the pseudogédpctors is very rich. In addition to antiferromagnetism,
is due to precursor superconductivity, in which pairing takesd,2_2 pairing, and charge ordering, staggered orbital anti-
place afT* but achieves coherence only&t.8*The other ~ ferromagnetism produced by local circulating currents has
assumes that the pseudogap behavior is related to dynamidgalned the list of physical states that might occupy a promi-
fluctuations of some order, such as spint® charge, or nant place in the phase diagrafrPhysically, these currents
structural. Some experiments such as ARPE&fs. 2 and B alternate in sign from plaquette to plaquette in the copper-
and tunneling show that the normal-state pseudogap has thexygen plane and comprise the staggered flux phase. There-
same angular dependence and magnitude as the supercdore, the staggered flux phase is also known as the density-
ducting (SO gap indicating the same symmetry. This makeswave state havingd,2_,2 symmetry (i.e., DDW) or the
the SC fluctuation origin of the pseudogap attractive. Recerd-CDW state(the charge-density-wave state with 2). The
detailed calculations by Paramekaetial.,?’ reveal that the ~essential feature of th&- CDW state is that staggered orbital
SC dome is obtained because of the Mott physics at halfnagnetic momentgor staggered currentbreak parity and
filling, even though spin pairing is strongest there. Theirtime-reversal symmetry by one lattice constant atid ro-
variational calculation predicts evolution of the system fromtations. This new kind of order parameter which is purely
an undoped resonating valence bond insulator tbveave  imaginary is fundamentally different from the other proposed
superconductor to a Fermi liquid with increasing hole dop-theories mentioned above. Furthermore, as it is well known
ing. This along with earlier theories qualitatively explains that the charge-density wave and superconductivity compete
why the doping(x) dependence of* has an exactly oppo- with each other in a strongly correlated systéboth of
site trend as that of; in the low doping regime, even though which will have advantage of avoiding Coulomb repulsion
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due to theird-wave symmetry, a pseudogap arising from a energy ¢,= ef"+ ep™ with eg"=— 2t;(cosk,+cosk,) and
d-density-wave state therefore has immense appeal. Algnnn_ — 4t,cosk,cosk, . W is defined as

though the debate about the mechanism for the pseudogap is

yet to be settled, it is suggested that the essential character-

istics of the pseudogap as observed in many recent experi- Wi=Wof =i, VEEW@I%Q'UC“U}, 2
ments, including photoemissién, tunneling?® and muon K’

spin relaxatiorf, can be explained by the DDW model. More where f,= cosk,—cosk, describes the-wave symmetry of
recently, the detection of the DDW ordering using impurity yo o g, parameter. I—ylekef'iyv is the interaction term in the

resonance has also been proposetherefore, if the DDW %Ievant channel and has been assumed to have the separable
state is responsible for the pseudogap phase, its effect on t|§ o )
b P gap p orm V§PYf, £y, . In order for Hamiltonian(1) to be Hermit-

d-wave superconductivityDSC) must be understood. . )
In the present paper we study in detail the coexistence dfn» the order paramete©P) iW, of the d-CDW state must

the DDW and DSC within mean-field theory. We show thatP€ Purely imaginary, which follows from the propertyy

with decreasing dopin@towards optimal dopingthe DDW ~ — Wirg. )

state produces a gap in the single-particle spectrum at around 1he Hamiltonian in Eq(1) may be rewritten as

(7,0) of the Fermi surface and competes wiklave pair-

@ng, leading to the arrest of th.e growth of supgrponductivity HDDWZZ ‘Pl aﬂ(k)‘l’k .

in the underdoped regime. This strong competition results in o ’

unusual temperature dependencies of the two order param-

eters. In particular, it is shown that when nesting of the FermWith

surface is perfect, as in a square lattice with only nearest- o non )

neighbor(nn) hopping ¢,), one of the order parameters is Ak = € tE M Wi

completely inhibited by the other. In fact, the DDW state —iW, — ("= €™+ p)

produces more of a “real gap” rather than a “pseudogap” in

the quasiparticle energy spectrum. We demonstrate that a fa}ndqfl‘gz(cl,g CLQ'U)_ Here nesting of the Fermi surface

nite negative next-nearest-neighbénnn) hopping ¢2),  (FS) holds only for a part of the FS, namelf"= — €/ .

which is realistic for highf, cuprates, stabilizes the DDW The eigenvalues of thél yield the quasiparticle energy

state near optimum doping without affecting DSC. On the . ()_ _nnn_ =0
other handt, suppresses the DDW strongly and enhancesSpeCtrum of the DDW state, given Hf"= ™~ u* By

superconductivity close to half filling. The actual coexistenceVhereEg= \'eg™ +Wj. Only part of the band energs}" and
of the two orders is established only at fintte The T, is  hence the FS is gapped. So this is a metallic DDW state with
always found to be maximum at a doping concentratior® PSeudogap. _ _ _ R
where the correspondin@jppy (DDW transition tempera- FOTV convenience we find a new basis sdt,,
ture) drops to zero and it decreases with further doping. :(yﬁyg Yks) through a unitary transformation such that

_ The layout of the_ paper is as follows. In Sec. Il we briefly AW, =EW¥,=EUU "W UU t=EUd U which
discuss the essential features of a DDW phase and obtain

. : " jagonalizes the Hamiltoniaril) completely, Hdiag(km)k
analytical expressions for the transition temperature and gaﬁ E D, whered,=U WU and is related tol, as fol-

magnitude. In Sec. lll we consider the coexistence of th _w
DDW and DSC states at the mean-field level and obtain the®V™"

()

coupled gap equations. Section IV discusses the numerical iU
results of the interplay of the DDW and DSC. Concluding ¥ :( k Uk)q) (4)
. k . ks
remarks are added in Sec. V. U Uy
1
Il. DDW STATE where the d-CDW coherence factors,u(vy)= E[l

Microscopic Hamiltonians responsible for various DDW =+ (€l"EP) ]2 With the help of canonical transformatic#)
states have been discussed in detail by Nayak and higsn Eq.(3) the mean-field DDW Hamiltonian reduces to
collaboratoré*®%° Here we present a phenomenological
model for the DDW state witlQ= (7, 7), and analytically t o,
obtain the gap equation and the transition temperature. HDDW:% El¥io Yo T EiVio Vo ®)

The mean-field Hamiltonian for the DDW state is '

Now it is very convenient to calculate the expectation value

FBZ RBZ on the right-hand side of E?2) using the transformatio(#)
Hpoow= >, (e— M)Cl +Ci ot > iWkCl »Crs 0,0+ H-C., and the Hamiltoniari5). This leads to the self-consistent gap
ko T ke ’ ’ @ equation for the DDW state,
1
VCDW f2 EC EV
where FBZ and RBZ denote the full and reduced Brillouin 1= > —':) tan?‘(ﬁ) —tan?‘( &) ) (6)
zones, respectively,"= — 2t;(cosk,+cosk,), and the band 2 % E 2 2
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In the limit of t,=0.0 and at half filing g=0), E; Since nesting is not perfect due to finite dopingpand
=—EY=E?. The DDW gap equation Eq6) takes the form other higher-order hoppings present in highsystemgour
formalism is valid for any order of hoppings; non-nested
f2 BE? band energies may be included éi™), fluctuations of the
1=V§PW> —Otam‘( T) (7)  DDW state will be very strong. In fact, the maximum fre-
[ = guency for the amplitudécollectived mode fluctuations of

Note the formal similarity of this gap equation for the DDW theé DDW gap will beQ)=2W, as discussed in more detail
with a simple BCS-wave gap equation. AE=0, the above I Ref. 29. Therefore, given the realistic situation in high-

equation can also be written as systems, the system will have a strongly fluctuating DDW
state, which may mediaté-wave superconductivity. In this

co24 paper our main aim, however, is to understand the physical

1=VEoWy - situation due to interplay of the DDW and DSC.

ke \e2+Wicog2¢
ow w02 2rdg coL2¢ IIl. COEXISTENCE OF THE DDW AND DSC
=Vo "N(e€p) € 2 2\ Pre2o 1 8

—od2 Jo 2T \[e*+Wocos'2¢ In this section we show that there is a strong interplay

whered=tan (k. /k.) andN is the density of states at between the staggered flux phase ahdave superconduc-
¢ (ky/k (<r) y tivity (DSC) which leads to an interesting phase diagram.

the Fermi level. Equatiofi8) can easily be used to find the , . .
zero-temperature magnitude of the DDW gap and the correc0€Xistence of the pseudogdpDW) with superconductiv-

sponding transition temperatur@gpn,,) as follows, ity (DSCO) (below T.) is consistent with experimental find-
ings and we demonstrate the same only in the presence of

finite t,. The microscopic mean-field Hamiltonian appropri-
9) ate for the coexistence of DDW and DSC states is given as

o 2 p( 1
=—=exp — ————=
Ve N(ep) Vo™
FBz RBZ

and H= kE (6™ ™= p)c) Ch ot kZ iWCl ,Crr 0.0+ H.C.
T ,O

’ (10 S op ot ot t ot
+;(Akck,IC—k,i_Akck-#Q,TC—k—Q,l—'_H'C')' (14)

T Y®Wc 1
DDW aT N(GF)VSDW

where Iny~0.577 is the Euler’s constant. The ratio of the

DDW gap and the transition temperature g/ kgTppw A« IS the superconducting order parameter vadgh 2 sym-
~4.3. One can also get analytic expressions for thenetry having the form A,=Af,, and therefore
temperature-dependent DDW gap following standard expard: o= —A,. The Hamiltonian(14) can be written with the
sions atT<Tcpw and (Tepw—T)<Tcow, T as below: help of a four-component Nambu operatortlfl

T At
=(Ck Ck+q1 €kl C-k-ql) as

Acpw(T T \3
ACD—WEO;: 1—0.37(T ) ; (T )<1 (11)
CDW! CDW, CDW H:E ‘I’lﬂ(k)‘l’k, (15)
and k
A T T T where
ACD—WE();zl.GS\/l—<T ); 1-——<1 (12
CDW CDW CDW €+ — iWk Ak 0
In deriving Egs.(9)—(12) the density of statesDOS . —iW,  —(e +uw) 0 —Ay
around the Fermi leveN(Eg) is assumed to be constant. H= ot : .
. . Ak 0 (6 ,bL) IWk
Based on these approximate expressions at the two extreme ) B
regions of temperatures, extrapolatiffitting) them and with 0 — Ay —1Wj (€ +u)
the help of numerical calculations, we arrive at an analytical (16)
expression for the DDW gap at any temperature:

wheree™ =€+ e."". The eigenvalues of the above matrix,
T 3506 describing the quasiparticle energy spectrum of the coexist-

1—0-95(m/ (13 ence phase, are given Bs k) == JAL+ (ER~ ef™— )2,

_ _ o _ where E)=/el™ +W2. The d-wave superconducting order

We emphasize that this expression is also valid for PUr&arameter is defined as

d-wave superconductorsT ¢pyy Would be replaced byr,).

Such an analytic equation, to our knowledge, has not been

obtained so far and should be checked by others. We shall A= V5 (C G, (17)

show that this analytic equation obeys all our numerical data. K

Acow(T)=Acpw(0)
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whereV>S, = V%, f,. . Following the same procedure as in 0.025 | T ]
Kk 0 ) _ et (@n=10

an earlier section we diagonalize the Hamiltonidd) as 0.02 & ]
follows: .

H=2) Ea(K) (i Bii) + Eo(K) (Yeri— 880
(18)
The necessary canonical transformation is obtained to be

g
_iUkT.Ik iuk;k —ivkﬁﬁ il)kﬁl.}‘(( ]
_Ukak Uk;k Uktl(( _Uk;((
W= .~ o~~~ | XDy,
—lUgvi  —IUUyg VUK v Uy
vk’l;k l)ktlk Uk'l‘)'(( Uk’l:’li’( ‘
(19
Pt ot _ 0.005 - 1
where ®| = (ay By Yk 9) and the superconducting coher- , —
ence factors are given by (uy)=(1/y2)[1+ (EQ+ g™ 0 ; : -

2K 0 50 100 150 200
Fw)lEyl"?  and  v(op)=(1/V2)[1- (= ™ T®
I,u)/El(z)]l’z. Now, we calculate the averages in E4j7) as
well as that in Eq(2) using Egs.(15), (18), and(19). This FIG. 1. Temperature variations of the DDolid lineg and
gives rise to the coupled integral gap equations for the coexaSC order(dashed lingsparameters in the absence of next-nearest-

istence phase of DDW and-wave superconductivity as neighbor hopping,=0.0 for various values of band fillingn{.

given below, Note the peculiar temperature dependence of the DSB) iand(c)
compared to standard second-order phase transitions. We use nota-
1 yoows: f2 [Eg+ &M BEK) tions Acpw(k) = Acow(0)fy andAs(K) = As(0)fy.
= — tanh
O e 2Bk 2

=A (Wi, A, (T)), and w(T)= (Wi, Ay, 1). It should be
EQ— ™™+ u(T) ,8E2(k)} noted that in this process the temperature variation of the

2E,(k) tanh 2 (20) chemical potential must be incorporatéste below for fur-
ther discussion The interaction strengthés®" andV5© are

and chosen as 0.06 eV and 0.05 eV, respectively. The energy
BE,(K) BE,(K) cutoffs around the Fermi surface over which these interaction
tanh nh strengths are effective are chosen as 0.08 eV and 0.06 eV,
1=V5CY f2 2 + . (21  respectively. At half filling and,=0 these parameters give
k 2E,(k) 2E5(k) Tcpw Of 180 K in the absence of superconductivity dndof

around 110 K in the absence of the DDW. These parameter
A,—0, with proper signs taken into account. Similarly, in valuesdare crllosenl SO thatdm;mleJm mterpll(ay bﬁ“"’g?n thl(la
the limit of W,— 0, Eq.(21) reduces to the simple BCS gap WO orders takes place, and the values are kept fixed for a
equation for DSC. The band filling can be varied by tuning the calculations in this paper. Slight changes in the cutoff

the chemical potentigk and may be calculated through the frequencies do not_correspond to any qualitative changes in
relationn=1/NZ, a<0l ,Ck o). Using Eqs.(18) and(19) we our results. We notice that() mean-field theory of thé-J

It may be noted that Eq20) reproduces Eq6) in the limit

obtain model gives rise to/°°"W=0.5] and VS°=J, however, no
bulk DDW state was found in this mod&.We actually
1 EQ+ ™ u(T)  BEy(K) found an interesting regime of interplay only whafty®"

=g ; T 2R tanh— >V5C. We discuss our numerical solutions of the above

equations in the next section.
Ei— e+ pu(T)  BE,(K)
2Ex,(k) T 2 |

In the limit of t,=0 (i.e, ep""=0), at half filling (u=0)
E,=E, andn reduces to unity, as it should. A =0

Now, the study of interplay of the staggered flux phewe In Fig. 1 we present the temperature dependence of the
DDW state with d-wave superconductivity amounts to solv- DDW and DSC energy gaps for various band fillings in the
ing the coupled Eq920)—(22) self-consistently correspond- absence of,. In this panel of figures thick solid lines corre-
ing to the three functionswW, =W, (W, ,A,,u(T)), Ay spond to the DDW gap and long-dashed lines to the DSC

(22
IV. RESULTS AND DISCUSSIONS

064530-4



INTERPLAY OF STAGGERED FLUX PHASE ANDd- . . . PHYSICAL REVIEW B 66, 064530 (2002

0.025 n=0.995 (near half-filling and several values df, in order to study
002 L. @t=00 ] the role of second-neighbor hopping on the interplay be-
0.015 - . tween the DDW and DSC orders. It is worth mentioning at
0.01 - 7 this stage that it was found from ARPES data on
0.005 - ] Bi,Sr,CaCuy0g at optimal doping® that the next-nearest-
P ‘ ‘ ‘ neighbor hopping is negative with respect to the nearest-
0.02 | (b 1,--0.05 ] neighbor hopping, and can be as large ast9.%5Therefore,
0.015 1 18 our choice of values and sign of is in accordance with
g 00tr 12 these observations. General features of Fig. 1, i.e., existence
< 0005 | B of only DSC at lower temperatures and only DDW at higher
0.018 temperatures, are retained in Fig. 2 as well.tAsncreases,
0.01 i the DDW state is strongly suppressed whereas the DSC
- phase is strongly favored;ta as small as 0.125 completely
0005 1 ] suppresses the DDW state witlpy =180 K[cf. Figs. 2a)
0.01 and Zd)]. On the other hand, such a small changé,ican
L (@ =-0.125 1 strongly stabilize the DSC by settingTa as high as 100 K
0.008 N ] from 0 K [cf. Figs. 4a) and Zc)]. Maximum T, is found
0.004 - % q only when DDW order just vanishgsf. Fig. 2c) and Fig.
ol R | ] 2(d)]. This feature is found to be universal at the optimum
0 50 100 T(K)15° 200 doping (at which maximumiT,, occurs.

Therefore, in these figures we have only one of the order
FIG. 2. Temperature dependencies of the D@@ick dashed parameters surviving—the DSC gap at lower temperatures
lines) and the DDW(thick solid lines gap parameters in the pres- and the DDW gap at higher temperatures. This feature is
ence oft, at 0.5% doping. It is worth noting that for smaller values very important for calculation of the single-particle spectral
of t, the DDW transition temperatures are suppressed whereas thfgnction, etc. Although an effective gapVZ+AZ appears in
SC correlations are enhanced. The trend changes=at 0.125;. the quasiparticle energy spectrum, eitkidy or A, survives.

gap. Energy-gap scales are in eV whereas temperatures areﬁﬁother feature to be noticeq is that the_ temperature varia-
Kelvin. In the very low doping regime or very close to the tions of the DSC gaps are quite unusual in the sense that the
half filling no DSC is found whereas no DDW state is found 9ap vanishes suddenly almost like a first-order phase transi-
above 4% of doping. tion. Furthermore, because of this strange interplay between
Due to perfect nesting at half filling of the square latticethe DDW and the SC states, the BCS ratia,"?*/kgT,, is
there will be a strong instability of the FS due to DDW much larger compared to the standard weak-coupling value
formation and hence there will be no carriers available forof 4.3 (for d-wave superconductorat small doping which is
pairing resulting in the vanishing of the DSC gegee Fig. typical of highT. cuprates. Therefore, interplay of the DDW
1(a)]. The scenario changes abruptly as one dopes the systenith DSC can make fundamental modifications to the tem-
and nesting of the FS is violated; this results in very rapidperature dependencies of each other.
suppression of the DDW gap with doping. In competition,  These results described above may be understood qualita-
thereby, the DSC state starts appearing as one dopes the sygely within the discussions on the loss of nesting dué,to
tem. More quantitatively, a small doping of about 3.5% re-and its effect on the DDW state in connection with Fig. 1.
duces the transition temperature for the DDW state by aboyjowever, those arguments are valid only close to half filling:
35 K (not shown in the figune whereas the DSC transition introduction oft, causes loss of nesting and damages the
temperature increases by 100 K. Thus we see that each ordgbw very strongly and thus in competition SC enhances.
inhibits the other very strongly. Thereforet, enhances the possibility of SC appearing close
~ In addition to the strong tendency towards DDW forma-tg half filling. We should mention that no antiferromagnetic
tion at half filling, thed-wave SC state is also strongly fa- order is considered in our self-consistent model calculation,
vored due to the Van Hove singularity in the normal-statetherefore the possibility of SC close to half filling appears.
DOS. This results in a Strong Competition between the th:|na||y, we d|Sp|ay the ana'ytica' E(qlg) for a d-wave gap
orders near half filling. In fact, this competition is so strongin Figs. Xa), 2(a), and Zd) with circular points. This estab-
that even a smaller DSC gap completely suppresses a larggshes that thelempirica) analytical expression obtained in
DDW gaplsee Figs. (b) and Xc), and also Fig. @)]. Thus,  Eq. (13) closely represents the exact result for ahywave
with doping the CDW gap decreases sharply whereas the Sgap.
gap and its transition temperature increases. The highest — |n Fig. 3 we present the same data as that in Fig. 2 but at
is obtained when the DDW gap just vanishes. Further ing higher doping concentration of 7%. Here we show that
crease in hole doping reduces fhg. exactly the opposite happens to the DDW compared to that
in Fig. 2. In Fig. 3a) there was no DDW when,=0.0,
B. t,#0 which appears with 3pp~125 K for a small increase of
In Fig. 2 we have plotted the temperature dependence dh=—0.078, [see Fig. &)] although the SC gap an@,
the DDW and DSC gaps for a fixed doping concentrationremain almost unalteredincrease only slightly Even
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0.015 _n=093 . 4 ——
0.01 o @1~ 1 3
0.005 F 4;-%\0\ .
0 . ' 2t 1
0.015 — —
0.01 =g (b)t,=—0.075 1< 1k |
S 0.005 | N 13 - al |
P 0 — AL B =2 0
0015 T (C)tz=J-U.l -1 F -
0.01 —— >
0.005 [« ¢ . 2t |
0 L 1 AW L ]
3 4
0.015 1 (@)=—0.125 |
001 " . 7 _4 Il L L 1 1 L 1
0.005 .L\ . 4 3 2 4 0 1 2 3 4

0 2
0 50 TK) 10 150
FIG. 4. Noninteracting FS for various dopings)(and {,). The
FIG. 3. Thermal variations of the DSC and the DDW gap pa-perfect square FS, represented by the thin solid line corresponding
rameters in the presence gfat 7% doping. Notations are same as to t,=0 at half filling, has a large nested area. The FS curve with
that in Fig. 2. Note a different role df, than that in Fig. 21, cross(less densesymbols representa=0 andt,=—0.1t. Now
stabilizes the DDW as well as its coexistence with DSC. The arresivhen u is decreased te-0.07 (and hence with increased dopjray
of the growth of the DDW gap with the appearance of DSC is worthlarge amount of FS nesting is recoveisde the densest curve with
noting[e.g., segb)—(d)]. the small parallel bar

though the SC gap is larger compared to that of the DDW,

the DDW gap is not completely suppressed and the two owith u=—0.07. It can be seen that the “gap” opened around
ders coexist. With further increase ity to —.1t; or the high-symmetry 4,0) points(corners, ratherin Fig. 4(b)
—.125, the DDW amplitude is enhanced further whereasreduces in the case of Fig(a}, reproducing more regions of
the DSC is suppressed. However, a further increass, in flat Fermi line segments that can be translated to fall on the
again suppresses the DDW and hence enhances SC. Thegber side of the FS and hence FS nesting is enhanced. How-
behaviors have important bearings related to the nesting afver, on further increase of chemical potentja) @nd hence

the FS as discussed below. doping, the “gaps” increase agaimot shown in the figure

We also emphasize that we see the actual coexistence bfer clarity) and separate into four different branches of para-
tween the two orders for the first time in Figgbp-3(d).  bolic segments with less nesting. This behavior of the FS
Here both the order parametarsexist although the appear- topology has an important influence on the coexistence phase
ance of superconductivity arrests the growth of the DDWof the DDW and DSC, in the sense that in the region
with decreasing temperature. Therefareat higher doping  VSPY>VS€ more nesting will favor the DDW and hence in
stabilizes the DDW state. This again can be understood isompetition DSC will be suppressed and vice versa. These
terms of FS nesting. features are obvious from Figs. 2 and 3.

Interestingly, the thermal variation of the DSC is exactly It will be interesting to study how the energy gaps behave
governed by the analytical Eg13), evenin the coexistent for different dopings at a fixet,. This has been displayed in
phase. This is shown by the circular points over the dashe#ig. 5; for a fixedt,= —0.1t, the temperature dependencies
lines. Therefore, the DSC can coexistlependentlyith the  of the order parameters are plotted for various band fillings.
DDW phase. This is further established from the fact that thé=or n=0.97 no coexistence is found and at lower tempera-
circular points obtained from Edq13) exactly overlap with tures DSC order is strong enough to suppress the DDW. As
the numerical data which are self-consistent solutions of th¢he system is further doped the superconductivity is sup-
coupled Eqs(20)—(22). Hence Eq(13) is the analytical so- pressed and the DDW state extends all the way from low to
lution for anyd-wave OP at finite temperature. high temperature, coexisting with the superconductivity.

In Fig. 4 we present the noninteracting FS’s. This successMore importantly, theTpp, remains almost constant until
fully demonstrates that while doping destroys the FS nestinga=0.93 whereas the DSC state continues to grow within the
t, brings back a large amount of nesting at higher dopingDDW phase at lower temperatures causing only a small sup-
Thereby, DDW order is enhanced. In Fig@4 the solid pression in the amplitude of the DDW géagee Figs. f)-
perfect square presents the FS at half filling in the absence &(d)]. Interestingly, even a larger SC gap than that of the
the next-nearest-neighbor hoppirig)( In Fig. 4b), the less DDW does not completely suppress the DDW at lower tem-
dense cross-symbol curve represents the FS,fer—0.1t, peraturegcf. Fig. 5e)] and a true coexistence between them
and n=0 [this therefore corresponds to going away fromis established. This behavior may be contrasted with those in
half filling in contrast to Fig. 4a)]. In Fig. 4(c), the dense Figs. 1 and 2.
curve with thin parallel bar symbols corresponds to the FS We will draw an approximate phase diagram based on
with the same value df, as that in the case of Fig(#) but  these discussions of Figs. 1-5. Before that, we present the
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t,=-0.1t, -0.005 ———
002 N T | T | (;;) ] _001 -
0-(?5 - n=0.97] —0.015
oS T~ B -0.02 -
0.00(5) __ L I L {l\ L _- _0025
0.02 T T
- | | b E -0.003
0.015 = n(——3.95_ )
0.01 - -0.008 - =
0005k~ N 3 -0.013 <
~ - : ——2 -0.018 c
8 . N T T T T (c)l ] % 0.00 =,
8 0.015 — n= 094—_ <(.J —J. ] T T T
<1 001 -] -0.025
0,005~ ~ 2 ,
0 I Al — 1L 4 -0.03
0.02 . . -
ysita T @ -0.035
o n=0.93 —0.094
0.01 —— 3 Real
0.005 > N - ~0.096
0 0? : o — -0.098 ] t2=—0.1 B
0008 s~ © * n=093
. - n=0.92 - -0.1 . : :
8882 = — 0 50 100 150
0.002 - | 3 TK)
O 1
0 50 T (K)IOO 150 FIG. 6. Strong temperature dependence of the chemical poten-

tial (x). Abrupt changes i with temperature correspond to tran-
FIG. 5. Effect of doping on the temperature dependencies of th&ition points(see also Figs. 1)3or comparison.
DDW (solid line) and the DSQdashed lingorder parameters for a

temperature dependenice(T)] of the chemical potential in
Fig. 6. The top two figures correspond to situations of Fig.
1(a) and Fig. Za) while the remaining two correspond to

200 T T T I T I T

Figs. 2b) and 3c). These drastic changes pf with tem- e, -

perature have a strong influence, and are properly taken care 150 **** t (2)0 0]

of within the self-consistent solution of the order parameters. 100 DDW- . | 2 ]

The sudden changes jm correspond to the SC and DDW _ ‘., 4

transition points as observed in Figgbjl 1(c), 2(b), and 50 DSC —

Z(C) K 1 ] 1 | e | 1 i
200

The phase diagram shown in Fig. 7 comprises transition i i
temperaturesTppw for DDW andT, for DSC) as a function 150 |- * ¥ * % (b)
3k

a -
of doping (9). In Fig. 7@ no coexistence is found, i.e, be- Q F DDW i t2 = '0-05t1—
low optimum doping only the DDW order exists at higher o 100 b=, T ]
temperatures whereas only DSC exists at lower temperatures. solH (s DSC.' .

For quite a different set of parameters we do not expect any h””] : | 4
qualitative changes to the phase diagram butroaghave a 200 ' : : +
coexistence phase within a very thin doping regiah, 150 . (c) ] ]
=0.025-0.03. However, we did not find any coexistence 5 * t=-0. t1
phase within the set of parameters used, although the two 100~ *DDW Te -
orders influence very strongly each otliramely, the DDW s0 :DSC.‘ e ]
order would not have been suppressed if the DSC were not k -|'|-| ‘ DSC . |
present at lower temperatuje8y a coexistence phase we ol— 11 Y

0 0.05 0.1 0.15 0.2

mean a region of temperature and doping where magnitudes Doping Conc (5)

of both the order parameters are nonzero, such as, for ex-
ample, the case in Figs(l and 3c), but not the case in Fig. FIG. 7. Phase diagram of the coexistent DDW-DSC for various

5(@ or Fig. 1. The highest; at optimum doping occurs t,; transition temperatureSpp,y (T.) are plotted as a function of
where the DDW vanishes. As is increased the maximum of doping concentrations. The coexistence phase extends for higher

the DDW shifts away from half filling to higher dopings. For values oft, and the optimum doping shifts to higher values. The
t,=—0.0%, [Fig. 7(b)] the DDW order is finite but weaker shaded region by vertical lines indicates the coexistence phase.
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than that in Fig. @) and coexists with DSC represented by phase diagrantonly in restricted cases are boitf, and A

the shaded regions. At finitg maximum nesting of the FS is nonzerg. In some cases, the peak will be governed either by
not at half filling but at some other higher doping, therebythe DSC or DDW depending on the temperature even at a
the maximum of the DDW ordering correspondingly occursgiven doping concentratigisee Fig. a)]. Similarly, a large

at that doping. Therefore, as the system is doped away froiumber of physical properties that depends on the tempera-
half filling, the DDW order enhances and the DSC dimin-ture dependence of the order paraméter example, spe-
ishes, and at arouné=0.04, the DDW attains its maximum Cific heaj will strongly be influenced. If DDW order is in-
whereas the DSC is almost completely suppressed. For dof€€d cause for the pseudogap of the cuprates then the normal
ing beyond 0.04, a similar trend to that of Figayis ob-  State of the cuprates should shpw a peak/hump in the specific
tained, except that both the orders coexist for a substantidl€at atTppw. In other words, in contrast to the supercon-
region of doping. The optimum doping where maxim@ip ~ ducting phase fluctuation scenario of the ps_euddéape
occurs continues to shift to higher values with increaging PPW phase involves an “extra” thermodynamic phase tran-
however, the maximuriT, does not change much. Also, the Sition and the_refore vyl_ll be S|gna_led by.the correspondm_g
total superconducting region enlarges withAt sufficiently ~ thérmodynamic quantities. In particular, if the pseudogap is
larget, (= —0.1t,) [Fig. 7(c)], the DDW order at half filling due to_strongly fluctuating but nonvanlshlng DDW_order, a
becomes weak enough to be completely suppressed {f|€@ Signature due to such a phase transiteog, a discon-
completion with DSC. Thus, at very close to half filling the tnuity in the specific heatmay not be seen experimentally.
DSC prevails alone and this trend continues until slightly” 12rge number of experimental properties of the cuprates is

more than 5% of doping, and then the coexistence phasq‘eonsistent with the presence of DDW order in the under-
establishes. doped cuprates are discussed in detail in Ref. 24. This paper

gives the actual behavior of the DDW and the DSC from
which a large number of physical properties can be calcu-
lated. Furthermore, we have shown that the DDW phase has
We have made a detailed study of the interplay betweethe correctT* vs 6 behavior. Therefore, given the fact that
the DDW andd-wave superconductivity. Strong influence there are other possible routes from an extra competing con-
and interplay between these ordered phases has been estdbnsation scenario that would lead to the pseudogap, the pos-
lished through their temperature dependencies and detailesibility of the DDW as a candidate has been strengthened
study of the phase diagrams reveals its resemblance to that vfrther. An unique feature of the DDW state is the broken
the highT, cuprates. The possibility of either superconduc-time-reversal and translational symmetries. Therefore, this
tivity or the DDW at half filling appears in the present model should be observable, e.g, in neutron scattering the DDW
as the antiferromagnetic order has not been taken into astate should have a Bragg signal at the antiferromagnetic
count in our self-consistent calculation. We have successfullyvave vector. However, its moment direction, temperature de-
established that a negative next-nearest-neighbor hoppirgendence, and Bragg intensities will certainly make a differ-
stabilizes the coexistence phase of the two orders. In thence between an antiferromagnet and a DBVRurther-
absence of next-nearest-neighbor hopping the DDW ordemore, since the DDW state breaks time-reversal symmetry, a
appears as @gular “real gap” in the energy excitation spec- left circularly polarized light(beam would produce a pho-
trum, and the resulting coexistence phase becomes almostcurrent different from that produced by a right circularly
impossible. In the presence tf, a large amount of nesting polarized light.
may be retained at higher doping resulting in enhanced As a word of caution, we would like to mention that the
DDW order and thereby opening the possibility for coexist-underdoped cuprates have a short coherence length and the
ence of the two orders. phase stiffness is small with small superfluid density. There-
We pointed out the importance of this self-consistent calfore, phase fluctuations in the underdoped regime are very
culation for a single-particle spectral function. The spin-spinimportant and would be considered in future works.
correlation functionS(Q, w) at Q= (7, ) will have a peak
near aboutv = 2\/W02+ Aoz because the spectral function sum

will have restriction ofé[ w — E; (k) — E5(K) ]. (At half filling One of us(H.G) would like to thank Dr. K. C. Rustagi,
the peak should exactly be at/®3+A3). Therefore, the Dr. P Chaddah, and Dr. M. Randeria for useful discussions
peak position as well as its strength will strongly depend orand encouragement. He also thanks Dr. M. P. Singh for dis-
doping(and hence om) and temperature as governed by thecussions on interesting numerical fittings.

V. CONCLUSION

ACKNOWLEDGMENTS

1T, Timusk and B. Statt, Rep. Prog. Phg2, 61 (1999. 4J.W. Loram, K.A. Mirza, J.R. Cooper, and W.Y. Liang, Phys. Rev.
2H, Ding, T. Yokoya, J.C. Campuzano, T. Takahashi, M. Randeria, Lett. 71, 1740(1993.
M.R. Norman, T. Mochiku, K. Kadowaki, and J. Giapintzakis, 5Ch. Renner, B. Revaz, J.-Y. Genoud, K. Kadowaki, and O. Fisher,

Nature(London 382, 51 (1996. Phys. Rev. Lett80, 149 (1998.
3A.G. Loeser, Z.-X. Shen, D.S. Dessau, D.S. Marshall, C.H. Park,®M. Takigawa, A.P. Reyes, P.C. Hammel, J.D. Thompson, R.H.
P. Fournier, and A. Kapitulnik, Scien&r3 325(1996. Heffner, Z. Fisk, and K.C. Ott, Phys. Rev. 48, 247 (199)).

064530-8



INTERPLAY OF STAGGERED FLUX PHASE ANDd-. . . PHYSICAL REVIEW B 66, 064530 (2002

7C.C. Homes, T. Timusk, R. Liang, D.A. Bonn, and W.N. Hardy, (London 406, 486 (2000.

Phys. Rev. Lett71, 1645(1993. 23].L. Tallon and J.W. Loram, Physica 329, 53 (2001).
8V.J. Emery and S.A. Kivelson, Natufeondon 374, 434(1995.  2S. Chakravarty, R.B. Laughlin, Dirk K. Morr, and Chetan Nayak,
9R. Micnas, M.H. Pedersen, S. Schafroth, T. Schneider, J.J. Phys. Rev. B63, 094503 (2001); C. Nayak, ibid. 62, 4880

Rodrguez-Nez, and H. Beck, Phys. RevbB 16223(1995. (2000; 62, R6135(2000.

105, Ranninger and J.M. Robin, Phys. Revb8& R11961(1996. 25M. Norman, H. Ding, M. Randeria, J.C. Campuzano, T. Yokoya,
M. Randeria, Ji-Min Duan, and Lih-Yir Shieh, Phys. Rev. Lett.  T. Takeuchi, T. Takahashi, T. Mochiku, K. Kadowaki, P.
62, 981(1989. Guptasarma, and D.G. Hinks, Natyteondon 392 157(1998.
2TD. Lee, Natureg/London 330, 460 (1987). 26\/ M. Krasnov, A. Yurgens, D. Winkler, P. Delsing, and T. Clae-

13V.B. Geshkenbein, L.B. loffe, and A.l. Larkin, Phys. Rev5B, son, Phys. Rev. LetB4, 5860(2000).
3173(1997. 273.E. Sonier, J.H. Brewer, R.F. Kiefl, R.I. Miller, G.D. Morris, C.E.
YFor a discussion of phase-fluctuation models-iwave supercon- Stronach, J.S. Gardner, S.R. Dunsiger, D.A. Bonn, W.N. Hardy,
ductors, see A. Paramekanti, M. Randeria, T.V. Ramakrishnan, R. Liang, and R.H. Heffner, Scien@92 1692(2001).
and S.S. Mandal, Phys. Rev.@, 6786(2000. 283-X. Zhu, W. Kim, C.S. Ting, and J.P. Carbotte,
153.R. Schrieffer and A.P. Kampf, J. Phys. Chem. Soffs1673 cond-mat/0105580 (unpublishedgt D.K. Morr,
(1995. cond-mat/010628%unpublishedt Q.-H. Wang, Phys. Rev. Lett.
18p A Lee, N. Nagaosa, T.K. Ng, and X.-G. Wen, Phys. Re&7B 88, 057002(2002; H.V. Kruis, I. Martin, and A.V. Balatsky,
6003(1998. Phys. Rev. B64, 054501(2002).

P, W. AndersonThe Theory of Superconductivity in the Hih  2°Haranath Ghoslunpublishegl
Cuprate Superconductorérinceton University Press, Prince- 3°See also X.G. Wen and P.A. Lee, Phys. Rev. LZt.503(1996.

ton, NJ, 1997. 81E. M. Lifshitz and L. P. PitaevskiiStatistical Physic¢Pergamon,
18, Fukuyama, Prog. Theor. Phys. Supp8 287 (1992. New York, 1991, Part II.
19D, Pines, Z. Phys. B: Condens. MattE03 129 (1997. 20Qjang-Hua Wang, Jung Hoon Han, and Dung-Hai Lee, Phys. Rev.
20A. Paramekanti, M. Randeria, and N. Trivedi, Phys. Rev. I8att. Lett. 87, 077004(2001).

217002(2001). 33M.R. Norman, M. Randeria, H. Ding, and J.C. Campuzano, Phys.
2, Iguchi, T. Yamaguohl, and A. Suglmoto, Natuileondon 412, Rev. B52, 615(1995.

420 (2001). 344.A. Mook, D. Pai, S.M. Hayden, A. Hiens, J.W. Lynn, S.-H.

227 A. Xu, N.P. Ong, Y. Wang, T. Kakeshita, and S. Uchida, Nature  Lee, and F. Dogam, cond-mat/02040@@publishedl

064530-9



