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Using molecular-dynamics simulations we study the thermodynamic behavior of a single-component cova-
lent material described by the recently proposed environment-dependent interatomic poEDifRl The
parametrization of EDIP for silicon exhibits a range of unusual properties typically found in more complex
materials, such as the existence of two structurally distinct disordered phases, a density increase upon melting
of the low-temperature amorphous phase, and negative thermal-expansion coefficients for both th@trystal
high temperaturgsand the amorphous phasat all temperaturgs Structural differences between the two
disordered phases also lead to a first-order transition between them, which suggests the existence of a second
critical point, as is believed to exist for amorphous forms of frozen water. For EDIP-Si, however, the unusual
behavior is associated not only with the open nature of tetrahedral bonding but also with a competition between
fourfold (covalenj and fivefold (metallic coordination. The unusual behavior of the model and its unique
ability to simulate the liquid/amorphous transition on molecular-dynamics time scales make it a suitable
prototype for fundamental studies of anomalous thermodynamics in disordered systems.
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[. INTRODUCTION while the broadest region of structural anomalies occurs
where the structural entropy increases upon compression.

The idea of a first-order transition between two metastable Anomalous structural, dynamical, and thermodynamic be-

disordered phases appears to be well established both copavior is typically exhibited by substances that form rela-
ceptually and theoreticallz® Moreover, such “liquid/ tively open network structures associated with relatively spe-
liquid” (or “amorphous/amorphoug’phase transitions have Cific chemistry, such as the hydrogen bond in water. In this
been observed experimentally for waterl,05-Y,0, context, especially from a theoretical perspective, silicon can
melts® and triphenylphosphittAn analogous transition has be considered as a prototypical anomalous material. Despite

also been postulated in the interpretation of the calorimetri®€ing @ pure elemental substance, silicon displays remark-

data obtained in rapid heating of amorphous silicon and gel‘?bly dlvcterse coodrdmanon—dept?[ndent che;mlf‘itr)’ﬁ Adt IOWh
manium thin films’ although in such cases the direct obser- emperatures and pressures, strong covalent bonding charac-

X L . L terizes the stable diamond crystalline phdseSi) and a
vation of two coexisting disordered phases is hindered b¥netastable amorphous pha@S), which both have open
rapid recrystallization. P P . pen,

’ . fourfold coordinated structures. At high pressures, chemical
) 'The' existence of a f|rst-order.amorphous/amorphous tra'?Bonding becomes more metallic, and various denser, overco-
sition in the metastable extension of the phase diagram i§;ginated crystal structures become stable, such as the six-
believed to be responsible for unusual thermodynamic bego|q coordinateds-tin structure. At high temperatures, liquid
havior, even in the stable region of the phase diagram, a§jjicon (I-Si) is also metallic, roughly sixfold coordinated,
evidenced by negative thermal-expansion coefficients or and more dense than the crystal and amorphous phases.
liquid of higher density than the crystalline solid. Due to its First-principles electronic-structure calculations further re-
key importance in our life cycle, water is perhaps the mosteal that the liquid has some remnant covalent bonding, with
studied “unusual” substance. For example, liquid water hason average two out of six first neighbors forming transient
a maximum density at 4 °C and a minimum isothermal com-covalent bond$?~1* Theseab initio results are consistent
pressibility at 46 °C, which are both likely manifestations of with  experiment and molecular-dynamics (MD)
thermodynamic singularities occurring in the supercooled resimulations® showing signs of partial covalent bonding in
gion of the phase diagram. the structure factor of the supercooled liquid.

Based on the results of molecular-dynamics simulations it More than two decades ago it was predicted that the
has been postulated that thermodynamic anomalies of watéiquid/amorphous transition in silicon would be first
arise from the existence a second critical point, above whiclorder!’'® which has since has been confirmed in laser-
two metastable amorphous phases of ice becomhbeating experiments, albeit with extremely fast heating
indistinguishablé. Recent molecular simulations of water rates'*~?!In experiments, however, it is very difficult to pre-
have revealed a comprehensive picture of various anomaliagent crystallization of the supercooled liquid, so the liquid/
in the phase diagram. Specifically, the region in the phaseamorphous transition has mainly been studied using MD
diagram where density decreases upon cooling is embeddaimulations. The pioneering work of Car and Parinello dem-
in a region where the diffusivity increases upon compressiongnstrated that the liquid can be quenched directly into a re-
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alistic amorphous structure with 97% fourfold coordinationa-Si and the dynamics of the liquid/amorphdtsand
in ab initio MD simulations with 64 atoms at constant crystal/amorphoud?® transitions, which makes it a natural
volume?*?* Much less realistic amorphous structuresth  choice for the present work. ' _
over 25% coordination defegthave also been obtained by  In this paper we examine the thermodynamic properties of
quenching small liquid samples using empirical tight-bindingthe EDIP-Si model. We demonstrate that, quite surprisingly,
methods**?® The practical limitations of short times and it exhibits a set of thermodynamic anomalies quite similar to
small system sizes, however, appear to preclude any detaildfose observed, or postulated to exist, for amorphous ice,
study of the liquid/amorphous transition with quantum-Wh'le various aspects of high-temperature silicon are not
mechanical methods, so instead empirical potentials hav&ell described. Nevertheless, we argue that the model is a
been used much more extensively. useful general prototype for anomalous thermodynamic be-
A variety of artificial preparation methods, such as “indi- havior, particularly in the context of amorphous/amorphous

rect” quenching using modified potentials with enhanced anfransitions. ,
gular forceg®?” “bond-switching” randomization of the The paper is organized as follows. In Sec. Il the formula-
crystal?® and the “activation-relaxation techniqué?® can tion of the EDIP for silicon is introduced, and existing results

produce reasonable amorphous structgespecially the lat- 9" its phase beha\_nor are Sumr_narlzed. In _Sec_:. lll, an accu-
ter two methods but until recently only limited success has até thermodynamic melting poititrystal to liquid for the
been achieved in direct simulations of liquid quench usingnedel is reported, and in Sec. IV the thermal expansion of
empirical potentials. An early attempt to quench the liquidthe crystalline, amorphous, and liquid phases is analyzed in
with the popular potential of Stillinger and WeBRi(sw) detal[._Sect|on \Y descrlpes a s;udy of the amorphoqs/hqwd
failed to observe any transition to an amorphous phase, rdransition, Sec. VI F:ontalns a discussion Qf the pos_S|bIe rel-
sulting only in a frozen liquid staf®. With slower cooling &vance of EDIP_-S| for fundament_al studies of various so-
rates, however, it was shown that the SW potential does iigalled “two_-speues models,” and finally the conclusions are
fact predict a reversible transition from the liquid to another,Presented in Sec. VII.

structurally distinct, low-temperature disordered phisé*
This transition involves a nonzero latent heat and change in
coordination, signifying a first-order transition, rather than a
standard glass transition.

Although liquid quenching with the SW potential demon-  In spite of many well-known limitationgreviewed in
strates the possibility of a first-order transition between twoRefs. 11 and 35 the simple, pioneering potentials of SW
disordered phases of an elemental material, the lowand Tersoft’ have traditionally been the most popular for
temperature phase possesses over 20% coordination defeM® simulations of silicon. In contrast, over 30 other empiri-
(more than one over-coordinated neighbor per atdtrthus  cal potentials, mostly involving large parameter sets or com-
bears little resemblance to realSi, whose structure is that plicated functional forms with unclear physical interpreta-
of a random tetrahedral network of fourfold coordinated at-tion, are much less popular. This experience suggests that the
oms with a very low concentration of coordination defectsmost successful approach to designing empirical potentials is
(typically <0.1%. to build the essential physics into a simple functional form

On a more fundamental level, the SW potential is notcontaining only a few adjustable parameters, rather than
satisfactory as a model for phase transitions in silicon bebrute-force numerical fitting. The latter method produces po-
cause it only has theoretical justification for one type oftentials with overly complex functional forms, which reduces
chemical bond, the ide@br weakly distortefisp* hybrid. As  computational efficiency and hinders physical interpretation.
a result, the metallic bonding of the liquid is unrealistically  In an effort to go beyond the practical limits of the guess-
modeled by severely distortexp® hybrids having the same and-fit approach, recent work has providaalinitio theoret-
bond-length and bond-angle preferences as the crystal. Othmal guidance to motivate a simple functional form for atomic
covalent hybridge.g.,sp?, which is crucial for carbonare  interactions in covalent solids, the environment-dependent
not described at all. In other words, bonding preferences witlinteratomic potentialEDIP).2%11%¢ | ike most potentials for
the SW potentialand most otherS) are completely insensi- silicon, including SW, the EDIP functional form involves
tive to the local environment, which changes dramatically intwo-body radial forces to describe bond stretching and three-
phase transitions. body angular forces to describe bond bending. Each of these

In an attempt to provide a more accurate description oforces depends strongly on an effective atomic coordination
bulk silicon and its phase transitions, the environmentnnumberZ, which induces three-body and four-body interac-
dependent interatomic potenti@EDIP) was recently pro- tions, respectively. The preferred radial distance lengthens
posed in Ref. 11 as a general model for covalent solidsand the bond strength decays with coordination humber to
taking into account thab initio coordination dependence of describe the transition from covalent to metallic bonding.
chemical bonding obtained in Ref. 10 via exact inversions ofThis is similar in spirit to the Tersoff potentials of Ref. 40,
cohesive energy curves. The parametrization of EDIP forhich vary the strength and length of a bond based on neigh-
silicon (EDIP-S) provides a substantially improved descrip- boring bond lengths and angles in a very different way, but in
tion of the low-temperature structures of defects in the crysEDIP the local environment is defined from the perspective
tal phase, including point defects, stacking faults, andof the atom, rather than the bond.
dislocations’®%7 It also accurately describes the structure of ~ An interesting feature of EDIP is the strong environment

II. ENVIRONMENT-DEPENDENT INTERATOMIC
POTENTIAL
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FIG. 1. Bond-angle distribution functions of the liquid Bt 1800 K for the EDIP-Si potentialsolid line), Stillinger-Weber potential
(dotted ling, andab initio model from Ref. 13dashed ling In each case, the cutoff is taken to be the first minimum of the pair-correlation
function g(r) beyond its first maximum, which for EDIP-Si is around 2.85 A. The peaks at 60° and 100° in the EDIP-Si bond-angle
distribution are associated with fivefold and fourfold coordinated atoms, respectively. If a smaller cutoff (beisedroughly 2.45 Athe
peak at 60° is reduced, and the main peak shifts closer to the tetrahedral angle, indicating the covalent character of shorter bonds.

dependence of angular forces. The preferred bond anglEDIP-Si to produce an “ideal” amorphous structure, com-
shifts from the tetrahedral angl@09.471j at Z=4 to the pletely free of coordination defects. This has recently been
hexagonal anglé120° at Z=3, to describe the transition achieved with EDIP-Si using 64 atoms, a small system size
from sp® to sp? covalent hybridization, respectively. Ais  which perhaps aids the exploration of phase space over MD
increased above 4, angular forces are also substantialljme scale$® When relaxed withab initio quantum-
weakened to describe the transition to metallic bondingmechanical method®,the energy of the ideal structure goes
which is well described by coordination-dependent radialfrom 0.15 eV/atom down to 0.10 eV/atom above the crystal
forces with little angular dependence.g., embedded-atom ground state, which is remarkably low and well within the
potentialy. Unlike the SW potentiajand others which can  experimental energy rande<0.19 eV/atom. The availabil-
only describe tetrahedral semiconductors, EDIP can at leadlly of an ideal amorphous structure generated by EDIP-Si
in principle describe more complex materials, as a result ofmakes it possible to isolate the effects of coordination de-

its environment dependence. Indeed, a recent extension &cts on thermodynamic behavior below.
Consistent with its theoretical motivation, EDIP-Si also

EDIP to carbon(with an additional empirical description of
provides a useful tool to study phase transitions from the

7 bonding beyond thab initio justification for the original
EDIP) appears to provide a good description of the differentamorphous phase at moderately high temperatures in the

forms of amorphous carbd¥, which cannot be achieved range 800-1200 K. For solid-phase epitaxial growth, the
amorphous to crystal transition, EDIP-Si predicts an activa-

with environment-independent potentials.
When fitted to various zero-temperature bulk phases antlon energy and a shape for the activated state in good agree-
defect structures of silicon, EDIP-Si displays remarkablement with experimental measurements of the interfacial ve-
transferability for zero-temperature properties, includinglocity, and specific atomistic mechanisms for the transition
elastic constants, bulk crystal structures, point defects, stackan also be identifietf EDIP-Si has also been used to study
ing faults, and dislocation core reconstructidhdinstable  ion-beam induced amorphization of the crystal and the sub-
stacking-fault free energies at finite temperatures are alssequent material relaxatiéfi.For amorphous melting, the
well described? Also, quite remarkably, EDIP-Si predicts a amorphous-to-liquid transition, the interfacial velocity is also
direct quench from the liquid into a high quality amorphouspredicted in good agreement with experimental values,

structure. Even an extremely fast quench rate-800 K/ps  which is not the case with the SW potential.
At still higher temperatures, however, EDIP-Si shows ma-

leads to a structure with 84% fourfold coordination, while at
jor differences with real silicon. In particular, the liquid at

slower quench rates of1 K/ps (still much faster than in
laser-quenching experimeptsa fairly realistic structure is T=1800 K has an average coordination of 4.5, well below

produced with almost 95% fourfold coordination at room the experimental value of 6.5. Moreover, the density is some-
temperature. The vibrational properties of a-Si with véids what below that of crystal, when in reality the density in-

and crystal interfacé have also recently been studied with creases by 10% upon melting. In spite of its lack of justifi-
cation for metallic bonding in the liquid, these properties are

EDIP-Si.
Occasionally, it is possible to quench the liquid with well described by the SW potential. On the other hand,
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EDIP-Si curiously offers some qualitative improvement in
the bond-angle distribution functigsee Fig. 1 by reproduc-
ing the auxiliary maximum at 60° observedah initio simu-
lations of the liquid:**although the primary maximum in-
correctly occurs near the tetrahedral angle. In the original
paper on EDIP-Si® it was noted that the overly low density
and coordination of the liquid may be artifacts of the short
cutoff of the potential, which is appropriate for the low-
temperature covalently bonded structures used in the fitting,
but is perhaps too short for metallic phases like the liquid
(which has also been said of the Tersoff potential$is is
perhaps also a reason or one of the reasons for the unusual ]
behavior of EDIP-Si at high temperatures described below. Y1 N —
0 01 02 03 04 05 06
Time (ns)

Temperature {K]

Ill. CRYSTAL /LIQUID TRANSITION

FIG. 2. Temperature vs time dependence of the coexisting crys-

EDIP-Si potential have already appeared in the literature, n | and ”qUi(.j pptained in the constant energy.simulations. Reg‘?‘rd'
ess of the initial temperature, the system will reach the melting

systematic studies of the crystal melting point have bee . A .
reported, although it was mentioned in Ref. 38 that its valuetemper"’lture in equilibriunindicated by the dotted line

is 1500 K. Part of the trouble in pinning down the melting
point is the persistent misconception about how it should béhe simulation cell according to the value of the lattice pa-
determined. One problem is that, in a periodic defect-fregameter of the crystal at given temperature. Inzfrection
crystal, nucleation of the liquid phase requires overheatingve employ a variant of the standard constant pressure algo-
well above the thermodynamic melting point. In the case ofrithm to keepzzcomponent of the stress tensor at zero value.
EDIP-Si, melting of the periodic crystal occurs around 2200This allows the accommodation of volume changes during
K, well above the experimental melting point of 1680 K. melting or crystallization.
This difficulty can be removed by introducing either external  Plots of the coexisting liquid-crystal system temperature
interfaced’ or grain boundarié§ which eliminates the nucle- as a function of time are presented in Fig. 2. In one of the
ation barrier. However, one needs to introduce planar interpresented cases the temperature is initially above the melting
faces, since otherwise the surface curvature shifts the appgseint, which induces melting of the additional portion of the
ent melting point. In the original attempt to establish thecrystal. Due to the heat of fusion, however, this melting re-
EDIP-Si melting poinf? a nanocluster of 3200 atoms was quires a lowering of the temperature as shown in Fig. 2.
found to melt at 1376 20 K. This is, however, a likely un- Finally, once the temperature reaches the melting point, the
derestimation of the true bulk melting point, as evidenced bysystem is in equilibrium and no further change of tempera-
experimental results on small cluster melting temperatiftes. ture is observed, apart from small fluctuations. Figure 2 also
To more accurately determine the bulk crystal meltingpresents the temperature of a system that is initially placed
point, we performed two independent sets of simulations orpelow the melting point. In this case a portion of the liquid
a system involving a planar liquid-solid interface. In both crystallizes, which injects additional thermal energy to the
cases the simulation cell contains initially a perfect siliconsystem and thus increases the temperature. Similarly, once
crystal with dimensions along the y, and z coordinates the melting temperature is reached, only fluctuations around
equal to 5, 5, 20, respectively, in units of the silicon latticethe true thermodynamic melting point are observed. As
parameter,. In the first step, half of the system is melted shown in Fig. 2, both constant energy simulation runs yield,
by heating to 2500 K, while the rest of the atoms are kept awithin the error bar, the same melting point of 1530
their crystalline positions. This results in an approximately=20 K. This is, as expected, above the melting point of the
10a,-wide slab of liquid connected to a 4@ slab of solid, 3200-atom finite cluster and well below the stability tem-
with the normal to the crystal-liquid interface oriented alongperature of the perfect crystal.
the (100 crystallographic direction. We note that, due to An alternative MD procedure relies on a series of
periodic boundary conditions, the system contains twaconstant-temperature simulations of the liquid-crystal
liquid/solid interfaces in the simulation cell. interface?’ If the temperature is above the melting point, the
In the first set of simulations the system temperature isnterface moves towards the liquid with a temperature-
lowered to the vicinity of the likely melting point, and the dependent velocity, while below the melting point the crystal
whole system is allowed to evolve at constant energy withougrows. Within the classical theory of nucleation and growth
any constraints! For the constant energy simulations it can be shown that the velocity of the crystal liquid inter-
throughout we use a time step ok80 1 s to ensure good facev in the vicinity of the melting poinT , is proportional
energy conservation over several hundred thousand €teps to
constant temperature we use throughout a slightly larger time
step of 1.4 10 % s). To avoid any effect of stress on the
melting point we rescale and fix the lateral sizegndy) of V~(T,—T)exp —E/kgT), (D)

Despite the fact that many publications employing
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T +0.05 eV. Interestingly, this energy for EDIP-Si is signifi-
‘L cantly higher than the corresponding value, 0.42 eV, for the
T SW potential’ As a result, the maximum growth velocity
along the(100 crystallographic direction of~5 m/s with
EDIP-Si is four times smaller than the value, 20 m/s, ob-
o tained for the SW potential. Overall, the velocity versus tem-
perature curve predicted by SW agrees well with the experi-
mental results ori100) epitaxial growth of Sp*
These results demonstrate that the SW potential provides
a better description than EDIP-Si, not only of the liquid-
phase structure, but also of the dynamics of crystal growth
and melting. Since, unlike EDIP, the SW potential lacks any
theoretical justification in the metallic liquid phagdis-
cussed above this may be related to the explicit fitting of
the SW potential to the melting point. In any case, the diffi-
' ‘ ' ' ' ' culty of EDIP-Si in describing crystal-melt interfacial dy-
1200 1400 1600 1800 namics is perhaps due to the low coordination of the liquid,
Temperature [K] which may lead to a lower diffusivity and thus a higher ac-
tivation energy and lower growth velocities. Since EDIP-Si
rovides a better description of the amorphous-liquid inter-
acial velocity than SWsee below and Ref. 3g8however, it
may also be that the problem in describing the crystal-liquid
interfacial velocity is also due to unphysical properties of the
EDIP-Si crystal at high temperatures, as we will discuss be-

whereE is an activation energy associated with the diffusion/OW-

in the liquid phase(the atomic mobility in the crystal is

essentially zero by comparison with the mobility of the lig- IV. THERMAL EXPANSION
uid) andkg is the Boltzmann constant.

Figure 3 shows the value of the velocity of the liquid-
crystal interfaces obtained from the analysis of the amount of In addition to the melting temperature, thermal expansion
liquid and crystal present in the simulation cell. This analysisrepresents one of the basic thermodynamic characteristics of
relies on the monitoring the total system energy as a functiom material. To obtain this property for the crystalline phase
of time. Due to the latent heat, when the crystal grows, thave equilibrate a 1000-atom perfect crystal at a number of
total energy decreases, while liquid growth is associated withlifferent temperatures and monitored the average specific
an energy increase. Zero growth velocity indicates equilibvolume over sufficiently long time perioddypically over
rium. As shown in Fig. 3, the velocity versus temperature100 000 MD time steps at each temperatuceavoid exces-
curve fitted to the formula given by E@l) crosses the tem- sive fluctuations. From such data we calculate the corre-
perature axis af =1520+ 30 K. This value of the melting sponding average values of the linear dimensions of the
point is in perfect agreement with that obtained from thesimulations box.
constant energy simulations. The size of the simulation box vs temperature normalized

The fact that the melting point predicted by EDIP-Si is to unity atT=0 K is presented in Fig. 4open circles It is
within 10% of the experimental value of 1685 K is notewor- striking to observe that, whereas the crystalline material ini-
thy because no properties of the liquior any other high- tially expands with temperature, it reaches a maximum size
temperature structurevere included in the fitting database. at about 1200 K and then decreases. In other words, EDIP-Si
Out of more than 30 potentials for silicon, no other predictspredicts anegative thermal-expansion coefficient for the
a reasonable melting point, with the exception of the SWerystal at high temperatureshis is contrary to the real Si
potential and one oth&twhich were explicitly constrained crystal, which expands at high temperatures all the way to
to reproduce the melting point during fittingThe difficulty  the melting point. Such a negative thermal-expansion coeffi-
in predicting the melting point and other high-temperaturecient has been observed for 3é@nd a number of covalent
material properties while maintaining realistic low- materials including S{Ref. 56 at low temperatures, but at
temperature properties is exemplified by the multiple paramhigh temperatures only rather chemically complicated mate-
etrizations of the Tersoff potentials of Ref. #(n this light,  rials such as Zr'WOg (Ref. 57 exhibit negative thermal ex-
it is also noteworthy that the experimental latent heat ofpansion. Also, graphite has a slightly negative thermal-
melting (50.7 kd/mo] is more accurately reproduced by expansion coefficient in the basal plane directianaxis),
EDIP-Si (37.8 kJ/mo) than by SW(31.4 kJ/mo).*® Never-  even at high temperature, but a much larger and positive
theless, the EDIP-Si liquid is quite different from real 1-Si. coefficient in the normal to the basal plane directi@n

Returning to our MD simulations of the crystal-melt in- axis).>®
terface, in addition to the melting temperature, the fit to the To gain some insight into the origin of thermal contraction
velocity formula gives an activation energ)s=0.65 at high temperatures we monitor the temperature dependence

10—t
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= n o
L . I\ i

]
-
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FIG. 3. The velocity of a crystal-liquid interface as a function of
temperature. Positive and negative velocity corresponds to cryst
growth and melting, respectively. The solid line is the fit of the data
to the formula given by Eq(1). The horizontal and vertical dotted
lines indicate the melting point.

A. Crystal phase
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FIG. 4. Linear thermal expansion of crystalline EDIP-Si. Also  F|G. 5. The same as Fig. 3, but for an amorphous model mate-
shown is the temperature dependence of the average distances bgyq obtained by quench from the liquid.

tween first-, second-, third-, and fourth-nearest neighbors.
B. Amorphous phase

of the distance between first-, second-, third-, and fourth- The unusual property of negative thermal expansion is
nearest-neighbor atoms. Such distances are obtained §yen more pronounced in the amorphous material. We first
monitoring time averaged radial distribution functions atanalyze a 1000-atom EDIP-Si amorphous sample prepared
various temperatures. Then we fit Gaussians and treat tHY @ “slow” (—1 K/ps) quench from the melt, which results

mean positions as the average interneighbor distances. in a relatively high _quality random tetrahgdral network with
The results of this analysis are also presented in Fig. 496% fourfold coordinated atoms and 4% fivefold coordinated

Whereas the first-neighbor distance expands with temperef—efeCtS at zero temperature. We will refer to this model as

ture with increasing slope, the expansion of the second-no'!Oleal amorphous structure. . .
neighbor distance is smaller by roughly a factor of 2. The Figure 5 shows the thermal-expansion data for this sample

third-neighbor distance already shows contraction at hi r?btained in the same manner as described above for crystal-
g y e model. From the figure, it is apparent tr@horphous

temperature, and the fourth-neighbor distance follows th%DIP-Si contracts for all temperatures from absolute zero to

macroscopic behavior. We note that the fourth neighbors argo amorphous-liquid melting poinat T=0K, the coeffi-

at the Qistance corresponding to exactly one lattice parametefo+ of linear thermal expansiond(/dT)/L, is —2.13
of cubic unit cell. o % 10° 1/K, and the equilibrium length at T=0 K is 1.24%

The preceding analysis indicates that the unusual thermg)eater than that of the crystal. The first-neighbor expansion
contraction at high temperatures is not associated Wity the amorphous material is very similar to that of the crys-
simple bond contraction but rather with an attempt of theta|, except aff =0 K the average bond length is noticeably
material to probe the “empty” interstitial space in its dia- |arger than the perfect crystal bond length. In contrast, the
mond crystal lattice. In this way, the material can lower itsSsecond-neighbor distance is almost constant for the amor-
free energy by increasing its entropy as it explores its rathephous material and not monotonically expanding as in the
open and low-coordinated crystal structure. The idea of aase of the crystal. This indicates more pronounced bending
empty space be also understood by considering an eighof the angle between adjacent tetrahednal bonds as they
atom cubic unit cell of the diamond lattice: Four atoms re-stretch, on comparison with the crystalline material.
side at fcc lattice points while the other four atoms fill only  The more pronounced thermal contraction of the amor-
half of the tetrahedral holes in the fcc lattice. This partialphous material is perhaps associated with a shift in the com-
filling of the “holes” in the fcc lattice allows entropy-driven petition between bond-length expansion and the lowering of
thermal contraction at high temperatures even when the bonithe average bond angle caused by the structural disorder
length increases monotonically with temperature. present in the amorphous phage contrast to only thermal

We also observe that the average bond angle between twdisorder present in the crystaSimilar effects are observed
vectors having a common origin on an atom and connectingxperimentally for amorphous silica, which exhibits a lower
two different nearest neighbors of the atom decreases monthermal expansion than the crystalline phases. This explana-
tonically with increasing temperature from the perfect tetra-tion, however, requires some further refinement to account
hedral angle of 109.4°. This observation is consistent witifor defects.
our interpretation of the thermal contraction observed for the The amorphous phase actually contdime types of struc-
model. However, we note that, for small perturbations, alltural disorder. (i) the random tetrahedral network of fourfold
forms of disorder on a regular tetrahedron will reduce thecoordinated atoms, an@) a small concentration of fivefold
average bond angle, rendering this an insensitive measure toordinated defects. Since the preceding analysis does not
discriminate between different types of disorder. distinguish between these two types of disorder, we also ana-
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lyze the thermal expansion of the “ideal” 100% four- perature actually inhibits thermal contraction. This is pre-
coordinated, periodic 64-atom EDIP-Si amorphous structursumably due to the more compact local structure of overco-
discussed in Sec. Il. A detailed structural and electroniordinated defects compared to portions of the random
analysis is given in Ref. 45, but here we focus only on thertetrahedral network, which locally reduces the entropic driv-
mal expansion and compare with the results above for @ng force for contraction.

slightly defective sample. To further test this hypothesis, we measure a statistically

First, a 1728-atom ideal amorphous sample is created bgveraged volume per defect at finite temperatures for ideal
replicating the periodic 64-atom sample<3x 3 times and sample, using a technique from Ref. 45. In short we compare
then randomizing the velocities. This defect-free sample isictual volume contraction in the temperature range of 300—
then gradually heated fro=0.1 K at 1 K/ps. Up to room 600 K with volume contractions extrapolated from the low-
temperature, the average number of defects remains less theamperature regiméelow 300 K. Then by correlating the
one, so the structure may still be considered defect-free idensity of five-coordinated defects with additional volume
this temperature range. Therefore we fit the system lengthontraction we obtain the excess volume per defect 8f
versus temperature folfT<273K to obtain the low- =3 A3 This corresponds to a local volume reduction of
temperature thermal-expansion characteristics of the ideabouts in close agreement with the estimate obtained above
amorphous structure. The zero-temperature volume is 5.4%6r volume reduction associated with five-coordinated atoms
larger than the crystal, which is greater than correspondingt in zero temperature nonideal amorphous structures. In
3.8% for the “no-ideal” sample with 4% defects. Based on conclusion, we now understand the negative thermal expan-
the above comparison we can assign an effective volumsion of amorphous EDIP-Si as a primary contraction of the
reduction of about one-third of the atomic volume associatedandom tetrahedral network plus a secondary contraction due
each fivefold coordinated defect. This is also consistent withio the creation of fivefold coordinated defects.

a more comprehensive analysis of different defective
samples in Ref. 45.

Above room temperature, the slowly heated ideal sample
spontaneously forms a very small concentration of defects, In Fig. 7, we present the data for the specific volume of
reaching 0.1% at 500 K and 1% at 1000 K, as shown in Figboth crystalline and disordered phases over a larger tempera-
6. Since the presence of defects causes a local reduction inre range normalized to the specific volume of the perfect
volume, it may seem that the gradual increase in defect corsrystal atT=0 K. The results for crystalline material and
centration with temperaturén both the ideal and original low-temperature amorphous material have already been dis-
samples could explain the unusual negative thermal expan<cussed above. A dramatic decrease of the specific volume is
sion reported above. It turns out, however, that this is only abserved abovd&>1100 K. This temperature is associated
secondary effect, at least at low temperatures. Insteggh-  with a transition of the amorphous solid into a denser and
tive thermal expansion is an inherent property of the idealhigher coordinated liquid, as we discuss in detail in the next
defect-free amorphous structure section. The density of the liquid reaches a maximum at

For T<273K, the constant-pressure linear thermal-1300 K and then decreases monotonically. Suctiensity
expansion coefficient of the ideal amorphousTat0 is  maximum in the supercooled liquid also predicted by the
—2.86x10°® 1/K, which is quite surprisingly 35% larger in SW potential® and is associated with the fact that once the
magnitude than the same quantity for the nonideal sampleoordination number ceases to increase, increasing bond
(with 4% defects In other words, although the addition of length leads to decreasing density. The liquid density maxi-
new defects with increasing temperature lowers the overalinum resembles the celebrated ondsiable liquid water at
volume, the presence of pre-existing defects at a given ten# °C, which has been attributed to the proximity to a second

C. Supercooled liquid phase
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FIG. 7. Specific volume of the crystalline, liquid, and amor-

phous phases as a function of temperature normalized to unity for FIG. 8. The energy of the disordered system in the vicinity of
the zero-temperature perfect crystal. the amorphous/liquid transition for cooling and heating. The double
s-shaped curve indicates an underlying first-order transition.

critical point in the metastable region of the phase diagram Following a standard approach to the study of transitions
(e.g., see Ref.)3 However, this may not be the case herepetween the disordered phases, we first melt a 1000-atom
(see below perfect crystal at high temperature and rapidly quench it to
It is interesting to note that 1300 K is close to the tem-1300 K at zero pressure, where the liquid is still stable. We
perature where the crystal density reaches a minimum valughen quench the sample at a much slower rate of 1 K/ps
The higher density of the liquid over amorphous material iswhich is still quite fast on experimental time scalestil
accompanied by increased coordination reaching the value @he transformation to the amorphous structure is complete.
about 4.5 af = 1600 K, whereas it is just slightly above 4 in Finally, we heat the sample back to the starting temperature
the amorphous phase. The coordination of the liquid is belowyf the cooling cycle, once again going through the melting
the experimental value of 6.5, and this is perhaps the reasapansition.
why at the 1e¢ melting point of 1530 K the liquid is less  The energy of the system as a function of temperature in
dense than the crystal, whereas real 1-Si is about 10% mokRe heat cycle just described is shown in Fig. 8. At the high
dense. and low temperature ends, the heating and cooling curves
overlap indicating the presence of equilibrium liquid and
amorphous phases, respectively. In the vicinity of the transi-
V. AMORPHOUS/LIQUID TRANSITION tion, i.e., in the 1000—1200-K temperature range, the liquid
persists upon cooling, while the amorphous phase persists up
to higher temperatures upon heating. Both heating and cool-
Silicon is one of the simplest materials exhibiting two ing curves have an s shape, a signature of the underlying
structurally different disordered phases, a covalent amoffirst-order transitior(as previously observed for the SW po-
phous solid at low temperatures and a metallic liquid at hightential in Refs. 32—34 The underlying reason for the double
temperatures. From an empirical modeling point of view, thes-shaped heat cycle curve is the jump in energy associated
SW potential provides a good description of 1-Si densitywith the latent heat of amorphous material melting. Similar
(greater than that of the crystand coordinatiorfaround 6, behavior is observed for the density and average coordina-
albeit quite surprisingly since it has no theoretical justifica-tion.
tion for metallic bonding. The SW potential also allows di- To establish the amorphous melting temperature more
rect MD simulations of transitions between the liquid and aprecisely, we perform constant energy, constant pressure
low-temperature amorphous structure, but the latter have exsimulations analogous to those used to calculate of the crys-

A. Transition at zero pressure

cessive numbef20%) of coordination “defects.” Further- tal melting point above in Sec. Ill. A coexisting liquid-
more, from a practical point of view the transition occursamorphous system is created by first preparing the amor-
very slowly on MD time scales with the SW potential. phous and liquid components in separate simulations at 900

On the other hand, EDIP-Si provides a superb descriptiomnd 1200 K, respectively. Then, the liquid and amorphous
of a-Si but a rather poor description of the liquid density parts are joined by sintering under slightly positive pressure,
(less than the crystaind coordinatiori4.5). In addition, the and equilibrated aff=1150 K for 20000 MD steps. One
important advantage of EDIP-Si is that it transforms verysuch system consists of 10000 atoms and has dimensions
easily between the liquid and amorphous phases on MD timBa, X 5a,X ~50a,. Following this preparation procedure,
scales. Therefore, we view EDIP-Si as a convenient modehe periodic system containing coexisting amorphous and
system to study first-order amorphous/amorphous phase tratiquid phases, and two flat interfaces between them, is sub-
sitions in a simple elemental material. jected to constant pressure and constant energy simulations
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FIG. 9. Amorphous/liquid transition temperature as a function  F|G. 10. Average atomic coordination in the coexisting liquid
of pressure obtained from a constant energy simulation of coexistand amorphous phases as function of pressure.
ing phases with a planar interface between them.

value obtained in recent constant-temperature simulations of

for several hundred thousand MD steps during which weamorphous/liquid interface of the EDIP-Si using velocity
monitor average values of a number of system properties. versus temperature methdtiwe note also that below-0.5

By monitoring the slice-by-slice time-averaged density,GPa the system becomes unstable and cavities are formed,
energy, and coordination across the liquid/amorphous intemaking it practically impossible to explore further into the
face, we observe a liquid with higher coordination, denSity,negative_pressure region of the phase diagram.
and energy coexisting with the amorphous material. From The presence of the two structurally distinct disordered
the energy profiles, we establish that the latent heat of thghases suggests the existence of the second critical point in
liquid/amorphous transition is not zero, signifyingfiest-  the metastable region of the phase diagram where amorphous
order phase transitionThe precise value of the latent heat is and liquid phases become indistinguishable. In an attempt to
0.10=0.01 eV/atom. This is unlike in the standard glassdetermine the location of this possible critical point we
transition which is believed to be either a second-order phasgonitor the average coordination in the coexisting liquid and
transition or a sudden change in kinetic behavior, involvingamorphous phases at various pressures. The selected results
zero latent heat in either case. presented in Fig. 10, however, show no signs of criticality.

For EDIP-Si, as in the case for real Si, the amorphousfrhe average coordination of both liquid and amorphous ma-
liquid transition also involves a discontinuous change interial increases with pressure, but the difference between
structure, as evidenced by a sudden change in coordinatiqhem is almost constant and equal to about 0.15 at all studied
(from 4.07 to 4.22 The bond-angle distribution also makes pressures. This indicates that either our simulations are still
a sudden change from a narrow, single peak at the tetrahedmalr away from the critical pointwhich may be even located
angle for the amorphous phase to the broad, bimodel distrin inaccessible negative pressure regionare too short to
bution of the liquid shown in Fig. 1. These discontinuousreach equilibrium, considering the slow dynamics near the
changes in local symmetry are typical for a first-order tran-ritical point.
sition. The unusual feature of the amorphous/liquid transi- Future simulations, with significantly longer simulation
tion, however, is that it does not involve any change in mactimes and system sizes, may perhaps resolve the issue of
roscopic symmetry, since both phases have no long-rangsecond critical point for EDIP-Si. If one were found for such
order. a model elemental substance, it would be quite remarkable
because a second critical point has previously only been sug-
gested by MD simulations of water. Such simulations, how-
ever, are beyond the scope of this work and would require

The equilibrium melting temperatures resulting from con-significantly more computational power.
stant energy simulations of coexisting liquid and amorphous
phases for several different pressures are shown in Fig. 9. As
expected, due to the higher liquid density, increasing the
pressure promotes this phase and thus lowers the transition The atomic structure of defects in real amorphous silicon
temperature. At zero pressure, we estimate the amorphousas been a subject of considerable controversy in the
liquid transition temperature to be 11%@0 K, which is literature?*®1-®3Experimental studies invariably suggest that
23% below the crystal melting temperature of 1520 K.threefold coordinated coordinated atoffdangling bonds”)
Experimentally’® the amorphous melting point for silicon is are the primary defects in the random tetrahedral network
estimated at 1420 K, which is roughly 16% below the crystal(e.g., see Ref. 62 and references thereis pointed out by
melting point of 1685 K. Our result is close to 1200 K, a Pantelide$! some experimental observations are also con-

B. Pressure-temperature phase diagram

C. Role of defects
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FIG. 11. Liquid-amorphous transition for an
ideal amorphous structuréa) EDIP coordination
number,Z (b) specific volumeper aton), and(c)
energy.

sistent with overcoordinated defects, such as the fivefold coef this paper therefore we always refer to fivefold coordi-
ordinated “floating bond.” Indeed, all theoretical calcula- nated atoms as the “defects” in the amorphous phase.

tions of bulk amorphous silicon, using bo#b initio and In order to understand the role of amorphous defects
empirical methods, invariably predict overcoordinated de<fivefold coordinated atomsn the phase transition, we have
fects (e.g., see Ref. 45 and references therelie reason also slowly heated the ideal, defect-free 1728-atom sample
for this glaring discrepancy between theory and experimentlescribed abovéobtained by liquid quenghuntil it melts.

is still unclear, but it may be related to the presence of void$As the sample is heated above room temperature, it develops
with reconstructed surfaces. In any case, this controversy i@ small concentration of fivefold coordinated defects, whose
not relevant in the present context because we are studyingpncentration is roughly given b¥—4, whereZ is the av-
EDIP-Si only as a convenient model system and do not inerage EDIP coordination of the sample, as shown in Fig. 6.
tend to draw conclusions about real silicon. For the purposeEven at high temperatures in the range 1000-1200 K, the
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An intriguing alternate possibility suggested by our simu-
lations is that the melting point and other thermodynamic F|G. 12. Positions of fourfold coordinate@pen circles and
properties cannot be unambiguously defined for the “amor{ivefold coordinatedsolid circleg atoms in a 4& 40-A-wide, 5-A-
phous phase,” because it is by definition metastébée, out  thick slab of supercooled liquid at 1400 K.
of equilibrium), and hence does not correspond to a unique
set of allowable thermodynamic states. Indeed, many propcoordinated atoms suggests that EDIP-Si may be used in
erties of reala-Si, such as the average coordination, arefyndamental studies representing what is sometimes called
known to depend sensitively on sample history in experithe “two species model,?* the “two state model,® or the
ment. Certainly at low temperaturéoughly below 800 K two level model.” ® In such models, one assumes the ex-
the amorphous structure is effectively frozen out of equilib-jstence of two “species,A andB, in one component phase,
rium and can only relax very slowly without completely ex- which can be interconverted via a physical or chemical reac-
ploring its phase space. tion. The equilibrium concentrations of speciésand B,

At higher temperaturegoughly above 1000 K however,  hich in the EDIP-Si model corresponds to fourfold and
defects are much more mobile, and one would expect that f/efold coordinated atoms, respectively, depend on tempera-
quasiequilibrium is attained. In this regime, the defect contyre and pressure, consistent with our analysis of the ideal
centration is likely to be able to reach a well-defined steadyyng defective amorphous samples during melting simula-
value for a given temperature and pressure, and hence fipns. If the two species are assumed to be in nonideal solu-
should be meaningful to discuss thermodynamic averagegons, the system may exhibit a first-order phase transftion,
and a unique melting point. This interpretation is supportedgs s the case for the system studied in this work.
by the two independent measurements of the EDIR-Si To graphically illustrate the concept of the two species
melting point described aboveours and that of Ref. 38  model for EDIP-Si, in Fig. 12 we present atomic positions of
which yield the same value. fourfold (open circley and fivefold (solid circles coordi-

In our simulation of heating the ideal amorphous struc-nated atoms in a 4040x5-A-thick slab of liquid atT
ture, the unusually low defect concentration at high tempera= 1400 K and zero pressure cut from a larger structure. At
tures may simply be the result of an overly short MD simu-thjs temperature the composition is abguftve coordinated
lation time, which does not allow the system to reach itsang2 four coordinated atoms. It also appears that the fivefold
equilibrium defect concentration. Indeed, a closer look at thegordinated atoms tend to cluster, which is consistent with
simulation data shows a sharp change in slope for the curvage nonideal nature of tha-B solution. A more quantitative

of coordination, volume, and energy versus temperature negalysis indicates that the average cluster size is in the range
the equilibrium melting point of 1170 K determined above. gf 1_2 nm at this temperature and pressure.

Above this temperature, it may be that ideal sample was Thjs clustering is very similar to that observed in molecu-
heated too quickly to allow for a proper equilibration of the |ar simulations of the SP&/modef® of glassy water, where
defects, which may be necessary before nucleation of thgyy.-gensity and high-density amorphous water tends to form
liquid and subsequent melting can occur. Note that the defeGimijar clusters at the microscopic lev8lAnother striking
concentration reaches 5% when the superheated sample ggsemblance of the EDIP-Si liquid to amorphous water is in
tually begins to melt, which is close to the 7% equilibrium the pond-angle distribution function shown in Fig. 1, which
concentration in the simulations using nonideal amorphougyhibits two maxima at 60° and 100°, associated with five-
material. and fourfold coordinated atoms, respectively. The orienta-
tional order parameter in SPEflassy water also exhibits a
very similar bimodal distributior’® The analogy between the
unusual thermodynamic behavior of water and silicon has
The fact that the amorphous phase of the EDIP-Si is prebeen extensively discussed by Angell and his collaborafors.
dominantly fourfold coordinated and high-temperature liquidThe results of our studies underscore similarities between
phase is a roughly equal mixture of four- and five- water and silicon despite apparent differences in chemical

VI. TWO STATE MODEL
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FIG. 13. Top panel: positions of fourfold coordinat@gen circleg and fivefold(plus a few sixfold coordinatedsolid circles atoms in
a 1024-atom slab of EDIP-Si material in equilibrium at the liqguid/amorphous melting point, which has undergone a spontaneous phase
separation into an amorphous layer and a liquid layer parallel to the left and right free suffdeeperiodic sample is replicated once in
the vertical direction for clarity.Bottom panel: spatial distributions of fourfold and fivefdjdus some sixfolgl coordinated atoms in the
direction perpendicular to the two layers for the structure in the top panel.

complexity. Like silicon, water has a locally tetrahedral ar-liquid transition of the model studied in this paper is associ-
rangement, with adjacent molecules connected via the twated with the relatively fast transition dynamics allowing for
lone pairs, and the two hydrogen atoms. Perhaps this locallgirect MD dynamical studies of this process. To illustrate this
tetrahedral character and associate open network structure pbint, in Fig. 13 we present the atomic positions and the
water and silicon are principle factors in their anomalouscoordination profiles of a system that was initially prepared
thermodynamic properties. as a liquid and then slowly cooled and equilibrated at thee 1-
Perhaps the most interesting aspect of the amorphousfansition temperature using EDIP-Si. Instead of homoge-
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neously transforming the liquid into the amorphous structuremal contraction at high temperatures, and the liquid has a
the sample undergoescamplete spontaneous phase separa-considerably lower coordination than real liquid silicon.
tion into liquid and amorphous regiong his indisputable Nevertheless, we have shown that EDIP-Si provides a
evidence for a nonzero interfacial tension provides additionasimple and computationally efficient model system to study
proof of the first-order nature of the phase transition andanomalous thermodynamic behavior, including a first-order
opens possibility of future studies of dynamical behavior oftransition between two structurally distinct disordered
this two state system. phases.(For comparison, simulations of water require the
much more demanding computation of long-range Coulomb
interactions. We expect that future simulations of the dy-
. ) ) namics of this phase separation, and the associated coarsen-
In this paper we have examined a wide range of thermogmg process, may provide important insights into the dynam-
dynamic properties of the EDIP model for silicon including jcs of such unusual phase transitions. Finally, our results
the crystal, liquid, and amorphous phases. We have demoRnow that EDIP-Si has some high-temperature thermody-
strated that, compared to other empirical potentials, EDIP-Shamic properties, which are not only qualitatively, but also
provides an excellent description of the |°W'temperaturguantitatively, similar to those of water, thus suggesting a

crystal and amorphous phases. We have also accurately C@laneral link between tetrahedral bonding and anomalous
culated the crystal and amorphous melting points withthermodynamic behavior.

EDIP-Si using two different methods and have found that
they are predicted remarkably weltontrary to previous
published resulys The crystal melting point is notoriously
difficult to predict with empirical potentials, and, in contrast,
previously it has only been reproduced by explicit fitting. On ~ We thank Professor Cornelius Moynihan, Professor H.
the other hand, we have also shown that EDIP-Si does ndtugene Stanley, and Professor Michael J. Aziz for an invalu-
properly describe other thermodynamic properties and thable discussion on the amorphous/amorphous transition and
structure of the high-temperature phases. In particular, botthe two state model. This work was supported by the Na-
the crystalline and amorphous phases exhibit negative thetional Science Foundation under Grant No. DMR 00-74273.

VII. CONCLUSIONS

ACKNOWLEDGMENTS

1c. A Angell, Science267, 1924(1995.

2p. H. Poole, T. Grande, F. Sciortino, H. E. Stanley, and C. A.

Angell, Comput. Mater. Sc#4, 373(1995.

3P. H. Poole, T. Grande, C. A. Angell, and P. F. McMillan, Science
275, 322(1997.

40. Mishima, K. Takemura, and K. Aoki, Scien264, 406(1991).

®S. Aasalnd and P. F. McMillan, Natuteondon 369, 633(1994.

6]. Cohen, A. Ha, X. Zhao, M. Lee, T. Fischer, M. J. Strouse, and

D. Kivelson, J. Phys. Cheni00 8518(1996.

18F. Spaepen and D. Turnbull, lcaser-Solid Interactions and La-
ser Processing—197@&ef. 17, p. 73.

Y e} Thompson, G. J. Galvin, J. W. Mayer, P. S. Peercy, J. M.
Poate, D. C. Jacobson, A. G. Cullis, and N. G. Chew, Phys. Rev.
Lett. 52, 2360(1984.

203, M. Poate, P. S. Peercy, and M. O. ThompsorPhase Transi-
tions in Condensed Systems—Experiments and Theditgd by
G. S. Cardgill Ill, F. Spaepen, and K.-N. Tu, Mater. Res. Soc.

7E. P. Donovan, F. Spaepen, D. Turnbull, J. M. Poate, and D. C. Symp. Proc. No. 5AMaterials Research Society, Pittsburgh,

Jacobson, J. Appl. Phy§7, 1795(1985.

83, Harringtonet al,, Phys. Rev. Lett78, 2409(1997.

9. R. Errington and P. G. Debenedetti, Nat(lrendon 409, 318
(2002).

0\, z. Bazant and E. Kaxiras, Phys. Rev. Lét?, 4370(1996.

M. Z. Bazant, E. Kaxiras, and J. F. Justo, Phys. Re86B8542
(1997).

12R. car and M. Parinello, Phys. Rev. LeB, 2471(1985.

B3|, stich, R. Car, and M. Parinello, Phys. Rev. L&, 2240
(1989; Phys. Rev. B44, 4262(1991).

4. stich, M. Parinello, and J. M. Hollender, Phys. Rev. L&8,
2077(1996.

153, Ansell, S. Krishnan, J. J. Felten, and D. L. Price, J. Phys.
Condens. Mattel 0, L73 (1998.

16C. A. Angell and S. S. Borick, J. Phys.: Condens. Matter8163
(1999.

17B. G. Bagley and H. S. Chen, ihaser-Solid Interactions and
Laser Processing—197&dited by S. D. Ferris, H. J. Leamy,
and J. M. Poate, AIP Conf. Proc. No. B8IP, New York, 1979,
p. 97.

1987, p. 455.

2. p. Donnovan, F. Spaepen, D. Turnbull, J. M. Poate, and D. C.
Jacobson, J. Appl. PhyS§7, 1795(1985.

22R. car and M. Parinello, Phys. Rev. LeBD, 204 (1988.

23|, stich, R. Car, and M. Parinello, Phys. Rev4B, 11092(1997).

24E. Kim and Y. H. Lee, Phys. Rev. B9, 1743(1994.

25G. Servalli and L. Colombo, Europhys. Le®2, 107 (1993.

%M. D. Kluge, J. R. Ray, and A. Rahman, Phys. Re\3® 4234
(1987.

2’W. D. Luedtke and U. Landman, Phys. Rev3R 4656(1988.

28F. Wooten, K. Winer, and D. Weaire, Phys. Rev. L&, 1392
(1985.

2G. T. Barkema and N. Mousseau, Phys. Rev. L&t 4358
(1996.

30F. H. stillinger and T. A. Weber, Phys. Rev.®, 5262(1985.

313. Q. Broughton and X. P. Li, Phys. Rev.35, 9120(1987.

32W. D. Luedtke and U. Landman, Phys. Rev4B, 1164(1989.

33M. H. Grabow and G. H. Gilmer, idtomic Scale Calculations in
Materials Scienceedited by J. Tersoff, D. Vanderbilt, and V.
Vitek, Mater. Res. Soc. Symp. Proc. No. 14dMlaterials Re-

064104-13



KEBLINSKI, BAZANT, DASH, AND TREACY

search Society, Pittsburgh, 1989. 341.
34G. H. Gilmer, M. H. Grabow, and A. F. BakkeProceedings of

the International Workshop on Computational Materials Sci-

ence, Tsukuba Science City, Japgd®890, p. 27.
354, Balamane, T. Halicioglu, and W. A. Tiller, Phys. Rev.48,
2250(1992.

36J. F. Justo, M. Z. Bazant, E. Kaxiras, V. V. Bulatov, and S. Yip,

Phys. Rev. B58, 2539(1998.

%70ur software implementing EDIP is freely available at http:/

math.mit.edu~bazant/EDIP

38, Brambilla, L. Colombo, V. Rosato, and F. Cleri, Appl. Phys.
Lett. 77, 2337(2000.

39N. Bernstein, M. J. Aziz, and E. Kaxiras, Phys. Rev6B 6696
(2000.

403, Tersoff, Phys. Rev. LetB6, 632(1986; Phys. Rev. B37, 6991
(1988; 38, 9902(1988.

4IN. A. Marks, Phys. Rev. B3, 035401(2001).

42M. de Koning, A. Antonelli, M. Z. Bazant, E. Kaxiras, and J. F.
Justo, Phys. Rev. B8, 12555(1998.

433, M. Nakhmanson and D. A. Drabold, J. Non-Cryst. Solé§-
269, 156 (2000.

443, L. Feldman, N. Bernstein, E. Kaxiras, and M. Z. Bazamt-
published.

45M. Z. Bazant and E. Kaxiraqunpublishel

46J. Nord, K. Nordlund, and J. Keinonénnpublishedl

4TM. D. Kluge and J. R. Ray, Phys. Rev.3®, 1738(1989.

83 R, Phillpot and D. Wolf, 3. Am. Ceram. So&3, 933(1990.

“°M. Z. Bazant, E. Kaxiras, and J. F. Justo, Tight-Binding Ap-
proach to Computational Materials Scienadited by P. E. A.

Turchi, A. Gonis, and L. Colombo, Mater. Res. Soc. Symp. Proc.

No. 491 (Materials Research Society, Pittsburgh, 1998 339.
503.-P. Borel, Surf. Sci106, 1 (1981).
51y. Landmanet al, Phys. Rev. Lett56, 155 (1986.
52D, Turnbull and J. C. Fisher, J. Chem. Phgg, 71 (1949.

PHYSICAL REVIEW B 66, 064104 (2002

53A. D. Mistriotis, N. Flytzanis, and S. C. Farantos, Phys. Rev. B
39, 1212(1989.

54G. J. Galvin, J. W. Mayer, and P. S. Peercy, Appl. Phys. K&t.
644 (1985.

S5A. Katrusiak, Phys. Rev. Let77, 4366(1997).

%6D. F. Gibson, Phys. ReW12 136(1958.

S'T. A. Mary, J. S. O. Evans, T. Vogt, and A. W. Sleight, Science
272 90(1996.

8R. K. Kirby, T. A. Hahn, and B. D. RothrockAmerican Institute
of Physics HandbookAIP, New York, 1972, pp. 4-119-4-142.

%9C. A. Angell, S. Borick, and M. Grabow, J. Non-Cryst. Solids
205-207, 463(1996.

80p A. Stolk, A. Polman, and W. C. Sinke, Phys. Rev4R 5
(1992).

613, T. Pantelides, Phys. Rev. LébZ, 2979(1986; J. C. Phillips,
ibid. 58, 2824(1987; S. T. Pantelidesbid. 58, 2825(1987); M.
Stutzmann and D. K. Biegelseihid. 60, 1682 (1988; S. T.
Pantelidesibid. 60, 1683(1988.

62K. Laaziri, S. Kycia, S. Roorda, M. Chicione, J. L. Robertson, J.
Wang, and S. C. Moss, Phys. Rev6B, 13520(1999.

53M. Fornari, M. Pressi, S. de Gironcoli, and A. Baldereschi, Euro-
phys. Lett.47, 481(1999.

64E. Rappaport, J. Chem. Phy&6, 2891 (1967.

85C. M. Davis, Jr.,, and T. A. Litovitz, J. Chem. Phy42, 2563
(1965.

8|, L. Aptekar and E. G. Ponyatoskii, Fiz. Met. Metallovezb,
777 (1968.

7C. T. Moynihan, inStructure and Dynamics of Glasses and Glass
Formers edited by C. A. Angell, K. L. Ngai, J. Kieffer, T.
Egami, and G. U. Nienhaus, Mater. Res. Soc. Symp. Proc. No.
455 (Materials Research Society, Pittsburgh, 1997 411.

8H. J. C. Berendsen, R. J. Grigera, and T. P. Stroatsma, J. Phys.
Chem.91, 6269(1987).

%9p_G. Debenedetti, Princeton Universifyrivate communication

OSee Fig. 1 in Ref. 9.

064104-14



