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Role of excitation-induced shift in the coherent optical response of semiconductors
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A transient four-wave-mixing signal is shown to arise from an excitation induced shift. In semiconductors,
this signal can be comparable to or stronger than signals arising from saturation, local fields, or excitation
induced dephasing. Calculations using modified optical Bloch equations show that multiple peaks in the
transient four-wave-mixing spectrum are a signature of an excitation induced shift contributing to the signal.
We observe this experimentally from a semiconductor multiple quantum well and confirm the presence of a
shift directly using spectrally resolved differential transmission.
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The interaction between light and semiconductors proTFWM signal has only been noted in passmgnd its con-
vides fundamental insight into the dynamics of the opticallytribution to the TFWM signal has not been identified, to the
created excitations. This is particularly true when techniquedest of our knowledge. Due to the similarities between the
that are sensitive to coherence are employed. Coherent spaone-integrated TFWM signal produced by local fields, EID,
troscopy is well understood for a dilute vapor, where onlyand EIS, it is difficult to determine which one is responsible
isolated atoms or molecules need to be considétediense  for the emitted signal. In addition, quantum interference due
materials, such as semiconductors or a dense atomic vapaeo, excitation of continuum states causes the time integrated
many-body interactions lead to dramatic differences from thesignal to decay rapidly as a function of defdy?® To over-
dilute limit.2 These effects can completely alter the interpre-come this, we spectrally resolve the signal and observe a
tation of spectroscopic measurements and the performance splitting in the peak, although the absorption spectrum shows
optoelectronic devices. only a single peak. Numerical calculations using modified

Substantial progress has been made in understanding hawptical Bloch equations show that only EIS can result in such
interactions among elementary optical excitati¢gescitons a split peak. This provides clear proof that EIS is responsible
or unbound electron-hole pajrsfluence the coherent opti- for an important contribution to the TFWM signal. The pres-
cal response of semiconductors, which is typically observe@nce of EIS is confirmed by performing spectrally resolved
using transient four-wave mixingTFWM). Early workl=>  differential transmissiofiSR-DT) measurements, which pro-
was interpreted based on the optical Bloch equationside characteristic line shapes that are distinct for saturation,
(OBE’s),® which are appropriate in the dilute limit. Subse- EID, and EIS.
quently, it was realized that in addition to the signals arising It is important to note that, although EID and EIS are
from saturation, which are described by the OBE's, theréexcitation induced” effects, the corresponding signals do
were additional signals due to the interactions. The appeanot disappear in the low excitation density limit. This is be-
ance of a signal for “negative” delay in a two-pulse TFWM cause, for sufficiently low excitation density, the relevant pa-
experiment and a delay in the emission as a function of realameter(dephasing rate or oscillation frequen@an simply
time”® are the most dramatic signatures. These effects can Hee written as a linear function of the excitation density. As
calculated using a full many-body treatménf.in addition, we see below in Eq(2), the signal strength simply depends
they can be described phenomenologically in a few-level apen the slope of the dephasing rate or oscillation frequency
proach as arising from local field51? excitation induced with excitation density, which is a constant. Contrary to in-
dephasing(EID),*~1° and biexcitonic effect®®!’ The phe- tuition, these effects can actually be weaker at high excita-
nomenological approach yields corrections to the OBE'stion density because the change in the dephasing rate or os-
which can produce very good agreement with experifient cillation frequency saturates due to screening and other
including complex polarization selection ruf€swWhile the  many-body interactions. Wangt al. discussed this point
full many-body treatment is clearly based on a stronger thewith respect to the excitation dependent polarization proper-
oretical foundation, the phenomenological description is usuties of the EID signal and the excitation dependence of the
ally easier to understand in terms of the underlying physicsdephasing rat&® Although the signal due to EIS and EID
The foundation provided by the full many-body treatmentmay dominate and have a cubic dependence for sufficiently
has been used to develop a microscopic basis for the phéow excitation density, the spectrum of the signal can still
nomenological few level approaéh. depend on excitation density.

We show that an excitation induced sHilS) can result The full many-body theory of the coherent response of
in a TFWM signal similar to that produced by the other semiconductors provides a good microscopic model that re-
mechanisms listed above. EIS is a manifestation of fundaproduces the experimentally observed TFWM signal if cor-
mental many-body interactions that result in a modificationrelation terms beyond the mean field are included, up to
of the excitonic frequency in the presence of an excitedsixth-order correlations have clearly been identif@é@hese
carrier population. While the presence of EIS in semi-correlation terms collectively described the phenomena of
conductors is well known from differential absorption biexcitonic correlations, EID, and EIS. In many-body lan-
measurements;?? the fact that it results in a coherent guage, the latter two are due to renormalization of the self-
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energy, with EIS corresponding to the real part and EID the 14 a) ;bh b) WM Sical
imaginary part. Thus care is needed to unravel how these ;”“rs"em’“m g
contribute to the TFWM signal based on a many-body &
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model. As a consequence, the nature of these higher-ordeg Linear Absorption . K, // -
correlations are not fully understood and further research is / i0>u/<
required? . A /J

Split peaks or dips at the exciton energy have been ob- 158 142 146 SR-DT Signal

served several times in spectrally resolved TFWM signals Energy (eV)
from ZnSe quantum wells. It was attributed to the presence 11 2 i

of antibound state¥, and interference between coherent and 2 :
incoherent contribution€ Line shapes very similar to those
we present below were attributed to reabsorption in a five
quantum well sampf& and an optically thick single quantum
well.*° To reduce the effect of reabsorption, further experi- o {udess \ il . ore
ments were performed on optically thin single quantum wells 1.38 1.39 1.40 1.38 1.39 1.40
by the latter group’ A dip at the heavy-hol¢hh) line center Energy (eV) Energy (eV)

was still observed for a specific polarization configuration , , ,
and attributed to contributions from the two-pair FIG. 1. (8 Linear absorption and laser spectrum. Experimental

. 31 Thi K al b hat th | . setup(b) shows the two-pulse configuration for TFWM and DT in
c_ontmuum. . IS wor asp observes t _att € spectra _pos_l'transmission. Typical SR-TFWM data, in transmissi@h and in
tion of the exciton peak shifts as a function of delay, which ISreflection(d), both for r=0 delay. The dashed lines {6) and (d)
reproduced in the theory that includes the pair continuuMyhoy the linear absorption spectrum.

contributions. None of this prior work discusses EIS or how

it directly causes a contribution to the TFWM. Presumablygpifts in molecular systeni.Thus EIS must be considered
such contributions are present in the many-body theory useghen analyzing the TFWM signals from these systems as
to model the experiments as part of the self-energy renormaiye||.
ization, however, the real and imaginary parts are not distin- We studied a 50-period multiple quantum well structure
guished. Thus our results can also contribute to a better urbf 8.3-nm-thick I Ga ggAs wells and 8.0-nm-thick
derstanding of the many-body effects. We note that all of th@aAso.nPo.zg barriers>* The quantum well layers are sym-
results from ZnSe show two peaks due to the presence ofetrically strained, which increases the heavy h@ib)—
strong biexciton contributions. This results in an apparentight hole (Ih) splitting to 70 meV. This allows broadband
“split” spectrum, however, the underlying physics is com- excitation of the hh and the continuum, while avoiding band
pletely different from what we discuss here. mixing between the hh and the Ih. The binding energy for the
The fact that we observe a spectral dip for the commorhh exciton is approximately 4 meV. All measurements were
configurations of collinear and cocircular polarized incidentcarried out with the sample held & K in a cold finger
pulses is an important distinction between our work and thagryostat. Using a Kerr-lens-mode-locked Ti:sapphire 1&3er,
on optically thin ZnSe quantum wells where the dip is onlythe sample is illuminated with pulses from 10 to 40 fs in
observed for the special case of where the first pulse‘is duration (corresponding to a transform limited bandwidth
polarized and the second pulse is linear polarized inxthe from 70 to 15 nm at a repetition rate of 90 MHz. The laser
direction! We attribute the fact that we observe a dip in all 'S tYPically tuned to produce 40-fs pulses with a spectrum

cases to a substantial population of free carriers that are e%Eat overlaps the hh exciton and the continuum, but not the Ih

. e . . |see Fig. 18].
cited _by the broa_ld b_and '”C'd?”‘ pulses. In ado!ltlon toin The TFWM experiment was carried out in the standard
creasing the excitonic dephasing rate, free carriers cause.a

; hift of th toni f h two-pulse self-diffraction configuration as depicted in Fig.
S ron?e_r S 'f ot the exc|| onlclreséor;ance dreqﬁency_d an i(b). In this configuration, the coherent signal is emitted in
population of excitons alone. In ZnSe and other wide-gaRy,q girection X, k,, wherek; is the incident wave vector

materials where the excitonic binding energy is much Iargerof the first pulse assuming the nominal time ordering, lend

broadband pulses predominantly create excitons. Thus thg the incident wave vector of the second pulse delayed by
effects that we observe, which are stronger in the presence Qfne . For all data presented here, the pulses are collinearly
free carriers, would have been weak in those experiment$olarized in the plane defined by the wave vectors of the
These differences in excitation conditions account for thgncident pulses. The TFWM signal is integrated temporally

differing polarization configurations and other parameters foland spectrally by using a detector with a slow response com-
which a split peak is observed in our experiment as compared to the time between pulses. To obtain additional infor-
pared to prior work. Additionally, our cocircular results rule mation, we spectrally resolve the sigt8R-TFWM) using a

out biexcitonic effects. 7 meter spectrometer.

EIS can also occur in systems other than semiconductors. In Fig. 1(c), we show the SR-TFWM signal for zero delay
Evidence for EIS has been observed in a dense atomic vap¢pulses temporally coincidenand low intensity excitation
due to the difference in collision cross section between expulses. For comparison, the linear absorption is also shown.
cited and ground staté$.It is also similar to excited state The spectrum has a pronounced dip at approximately the
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center line. An obvious explanation for the dip is reabsorp- Using perturbation theory with delta-function pulses, we
tion of the TFWM signal as it propagates through theanalytically solve the MOBE’s for the third-order polariza-
sample’® However, reabsorption is inconsistent with the tion. The observed cubic dependence of the signal suggests
slight shift between the center of the dip and peak of thethat a third-order solution should be sufficient. Keeping only
linear absorption. To further rule this out, we performed thethose terms in the directionk2-k; and neglecting coherent
TFWM experiment in the reflection geometf¥ig. 1(d)], transients, the third-order polarization in the rotating wave
where the signal is emitted in the direction that is the reflecapproximation(RWA) is

tion of 2k,-k; about the sample surfac®This shows that

the dip isstrongerin reflection than transmission, which is = (3) . ,u124 N
contrary to the expectation if the dip is due to reabsorption. P2(V=1535 3
Although reabsorption can affect the reflected signal, deple-

tion of the incident pulses means that the first quantum wells XO(t—7)0(7)+C(1—e Me n"270(t)
will contribute more strongly to the signal than quantum ;

wells that are deeper in thegs)é\mple. Hovgever, the sci]gnal from XO(—r)jertleam T2 tc.c, @
fche first quantum Wel_ls will experience stronger reabsorptio_r;,\,here C=N(y' —i2np—iw)ly, ﬂ:MizL/ﬁ: E, is the

in the transmission signal due to the remaining wells, than inyjectric-field strength of the pulse in directién, the first
reflectlon where there are no addmonal wells. Th_e opposn%mse arrives at time=0, the second pulse arrives at time
is true for quantum ngls deeper in the sample. Since deplg-_ 7, Niis the initial ground-state population, afi(x) is the
tion means that the signal from the first quantum wells proe, fnction. The time integrated TFWM intensity is calcu-

vide a greater contribution to the total signal in either case, ;:aq pv taking the absolute square of and intearatin
dip due to reabsorption should have the opposite dependeng@er tin)ge yiegllding g €2 g g

from what we observed, namely it should be stronger in
transmission than reflection. Therefore we conclude that the 8 N2 12] 2.
1o N7 15 1[( ¥'N

EZEF{[1+C(1—e " 7)]e 7ot

dip cannot be due to reabsorption alone. At the excitation | (7)=—% —— )e‘ZVDhT(T)

densities 5x10° pairs/layer/cri) used for Figs. (c) and h® 128 ypn Y+ 2%pn

(d), the strengt.h qf signal i;_cubic with incident laser power. NZ[ y'2+ (27+ ' )?]

At higher excitation densities, the dip becomes less pro-

nounced in both transmission and reflection geometries, al- (y+2%5n) (7 F pn)

though it is clearly no longer cubic. No significant change

occurs as the incident intensity is lowered. However, due to X (e~ 2@ (71)+e" 7O (- 7)), ©)

the cubic intensity dependence of the signal on incident
power, the input intensity can be reduced by only a factor ofyherel, is the intensity of the pulse in directidn. The first
2 before the signal to noise becomes sufficiently poor thaferm in Eq.(3) is the signal due to saturation; it occurs only
any changes are obscured. for >0 and decays exponentially at a rate of,g. The
To examine other possible origins for the dip in the second, third, and fourth terms in E@®) all involve interac-
TFWM spectrum, we choose to use the phenomenologicalons and depend on the phenomenological parameteys,
approach and solve the OBE's with corrections for localande’. The fourth term is of particular interest because it is
field, EID, and EIS. We igno_re the _biexciton co_ntribution the only term present for<0, thus a signature of complex
because the same spectrum is obtained for cocircularly pgnteractions is a signal at negative delay. This perturbation
larized pulses, which prevent the formation of a bound biexyesult proves our prior statement that the signals due to EID
citon since only opposite spin excitons can bind to form aand EIS do not disappear for arbitrarily low intensities,
biexciton. The corrected OBE's, which we call modified op- clearly decreasing the pulse intensities in this equation do not
tical Bloch equationsMOBE's), are change the relative strength of the EID or EIS terms com-
pared to the ordinary saturation term. Thus they can be the
dominant signal for arbitrary low excitation density. The SR-
TFWM signal is given by taking the Fourier transform of Eq.
(2) and taking the modulo squared, which yields the spectral
intensity. It is clear from Eq(3) that EIS(terms withw') is
a TFWM signal that appears on an equal footing to EID
I (terms with y"). The relative strength of the EID and EIS
+ 2 [ E+LP)](p22—pay), (1) signals will be determined solely by relative sizesyofand
w'.
where p;; are the elements of the density matrix wijth, This perturbation result shows that EIS must be consid-
+ps=1, y is the spontaneous emission ratg, is the di-  ered, but it does not show the split spectrum that we observe
pole matrix elementy,, is the dephasing ratey, is the  experimentally. Indeed the calculation does not even show
unexcited center frequenclk, is the applied fieldN is the  the faster decay of the TFWM sign&nd corresponding
density, andP is the polarization given by=N Tr(up). broadening of the spectrynthat must accompany EID. In
Phenomenological corrections for local field, EID, and ElSprevious treatments, this has been added “by hafdrhis
are included a4, v', andw’ respectively. must be done carefully because populations can be generated

_ i
Poo=—Ypoot %[Mlg(E'i‘ LP)1(p12—p21)

p12= — (¥pht ¥ Np2o) p1oti(wat @ Npyo)pio
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FIG. 2. Numerical calculation of a TFWM spectrum using the
MOBE's, with both EID and EIS present.

Increasing
Negative
Delay

by perturbation pathways that do not contribute to the signal, ;35 138 140 136 1.38 1.40
for example the population due to either pulse alone. Al- Photon Energy (eV)
though these populations do not contribute to the signal, they
must be included in the population when determining the FIG. 3. Experimental data fag) increasing delayo, 32, and 42
dephasing rate that results in the decay of the TFWM signalfs), (b) decreasing delay0, —10, and—35 fs), and theoretical re-
If they are calculated separately and included in the populasults for (c) increasing delay(10, 50, 100, and 200 ¥sand (d)
tion used to calculate the dephasing rate between pulses, afgcreasing delay—10, —50, —100, and—200 fs.
after the second pulse, then the intuitive result that the decay o ) )
of the TFWM depends on excitation density is obtained. CalWhere p1,=p16'*" connects the rotating and nonrotating
culating to higher order in perturbation does not remedy thiframes. Plugging these expansions into €lgyields a set of
shortcoming, thus we conclude that this is a fundamentafoupled differential equations that are solved numerically af-
failure of perturbation theory. In the case of EID, it is rela- ter being truncated spatially. We verify that the truncation
tively straightforward to correctly adjust the decay rates. Indoes not affect the result. To simulate our two pulse TFWM
the case of EIS, it is more difficult, so we choose instead tXPeriment, we apply input fields in tige=0 and 1 compo-
numerica”y solve the MOBE, which allows us to include nents of the electric field. The pOlarization produced by the
finite pulse width effects and treat EID and EIS correctly. ¥=2 component o, yields the TFWM signal. Note that

In Fig. 2, we show the numerical solutions to the higher-order mixing processes are easily obtained by extend-
MOBE's, which clearly exhibit a split peak, similar to that ing the spatial expansion. The goal of these phenomenologi-
observed in the experiment. For these results, the local fiel@al calculations is not a detailed fit to the data, but rather to
EIS, and EID were included. The numerical calculations aréhow the essential role played by EIS. Indeed, without EIS
based on performing a spatial Fourier expansion in théve never see a split peak for any combination of EID and
paraxial approximation of the density-matrix elements andocal-field parameters. These calculations are for 30-fs pulses
the electric field(both incident and generatedThe spatial With an area of 0.02m, y,,=300fs, y=10ps, No’
Fourier expansion is purely a tool to facilitate numerical cal-=10* ps™*, Ny’ =10’ ps*, and »=10" (based on the per-
culation of the TFWM signal in a flexible way. Specifically, turbation analysis, these quantities can be directly compared

we write the electric field as in determining the relative contributions to the signal, by
expressing the EID and EIS terms this way they are per
E(r,t)=2%[e(r,t) et “t+e*(r t)e ¢, fractional excited-state populatipriThe calculated signal is

cubic with pulse area, which is usually the criterion for being
, , in the “perturbative” regime. However, in the presence of
e(r,)=2 eyt)e Kl isakr, (4 EID and EIS, this is not sufficient, but rather the magnitude
S of the EID and EIS parameters need to be considered as well.
and the density-matrix elements in the rotating frame as ~ Simulations show that TFWM signal can saturate at
pulse areas as small as 0.81f EID and EIS are included’
1 _ _ The experimental and theoretical results as a function of
p22=7 2 paape PRt pY, Ak delay show similar qualitative featurd&ig. 3). As noted
P previously, quantum interference due to exciting continuum
states causes a rapid decay of the experimental “di#ta.
PO N —iKr o—ivAkr This is not included in our simple theory; this theory shows
P12 EV: Pram® € ' ® a slight rise for increasing delay, while the experiment de-
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FIG. 5. The difference of two Lorentzians provides a model for
SR-DT showing the processes of saturatisalid), EID (dasheg
and EIS(dotted. Inset: Lorentzian curves differenced in the main

. . . . figure: the reference curvéheavy, a reduced oscillator strength
cays immediately. For negative delay, the agreement is Ve;f theavy g

. . 4 solid), an increased broadeniridasheg, and a positive shiftdot-
good, including the faster decrease of the high-energy pe G)fd) I ind . positive shift
in the spectrum for both theory and experiment.

In order to show that EIS is occurring in our sample for apsorption spectrum from Fig(d is fit with a pseudo-Voigt
the excitation conditions used in the SR-TFWM experimentprofile for the exciton plus an inverse tangent to fit the band
and estimate the relative strength compared to EID, we pegdge. Then, the SR-DT data are fit by taking the difference of
formed spectrally resolved differential transmissi®R-DT)  the linear absorption baseline and a spectrum with modified
measurements. The experimental setup is shown in 3. 1 parameters for the pseudo-Voigt profile and band edge. From
The probe pulse ik; is attenuated by 100:1 compared to the thjs analysis, we conclude the EID and EIS are comparable
pump pulse irk;. The pulse in the directiok; is spectrally  jn magnitude and that saturation is negligible. Figure 4
resolved after passing through the sample. A SR-DT speGhows typical SR-DT data for temporally coincident pulses,
trum is the difference in transmission with and without theyith a pump intensity generating~2.5x 10° carriers/
pump light incident on the sample, which is proportional tocn/jayer. The fit yields a shift of 1.78 meV, broadening of
the absorption per unit length in the sample. This can b 05 meV, and a decrease in oscillator strength xfLD*.
written asAT/T=(1—1o)/lo>=—AaL, where the transmitted  A|so apparent in Fig. 4 is a dip on the high-energy side of the
intensity with and without the pump Isandl, respectively.  exciton peak, arising from band-gap renormalization. The
Typical SR-DT data are shown in Fig. 4. relative size of these fit parameters are consistent with the

To quickly and simply understand the linear and nonlineaparameters used to calculate the spectrum shown in Fig. 2
optical response of a homogeneously broadened system, Wghe overall magnitude depends on the choicéNaised in

FIG. 4. Typical SR-DT curvépointy at =0 delay, showing a
strong shift, and a fitsolid line).

describe the induced polarizati®has a Lorentzian, the calculation Additionally, we performed partially nonde-
1 T generate SR-DT with a spectrally narrow pump pulse tai-
P(w)~ 7 T2 (6)  lored to overlap only the continuum and a broadband probe.

(w—wg)>+ — These daténot shown were strongly dominated by the shift,
4 making the band-gap renormalization contribution more dis-

wheref is the oscillator strength; is the linewidth, andog is  tinct.
the center frequency. Any optical system will produce a non- Under broadband excitation conditions, where both the
linear response if one or more of the three paramdier's  exciton and free electron-hole paifsontinuum statesare
and w, depend on the intensity of the incident lightThe  excited, a comparison of the decay of time-integrated TFWM
SR-DT spectra are modeled by taking the difference of twaand the width of SR-TFWMor absorption linewidthyields
Lorentzians, where one of the parametéisl’, or wg) is  conflicting results. Specifically, if the decay of the TFWM
changed to represent the effect of the pump. The resultingignal as a function of delay is interpreted as being due to
line shapes are shown in Fig. 5. In general, a typical opticatlephasing, the corresponding homogeneous linewidth is
system will exhibit a superposition of the three nonlineari-significantly broader than observed. This has been explained
ties. Therefore it is important to note the relative “orthogo- in terms of quantum interference arising from coupling be-
nality” of the curves in Fig. 5, which will enable a robust tween the exciton and continuum statés® Any coupling
fitting procedure. between the exciton and continuum causes rapid decay of the
Due to the broadband excitation and the energetic proxTFWM signal due to destructive interference. The decay
imity of the hh exciton(4 meV), the continuum state inter- does not depend on the details of the coupling between the
actions have a noticeable effect on the data. When excitedontinuum states and exciton, but it is important to know
carriers are present, the continuum states shift to a lowetow it arises. Earlier wo¢? only included EID, however,
energy due to band-gap renormalizatiol® The simple we observe that similar shifts of the exciton are observed in
Lorentzian model for SR-DT must be corrected to accounSR-DT for excitation in the continuum. This indicates that
for the contribution of the continuum states. First, the linearElS also contributes strongly to the coupling. In addition,
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coupling between opposite spin excitons has been studied lpur sample. Finally, we note that EIS was not considered
time resolving beats between heavy and light iSlasd by ~ when making a connection between the microscopic ap-
observing Raman coherencé$? The time-resolved results proach and the phenomenological approZaihich yielded
were well produced by a phenomenological model that insome surprising correlations between the two. We suggest
cluded EID as the coupling mechanisiWe suggest that that the inclusion of EIS may provide a more intuitive

EIS should be considered here as well.

picture.

In summary, we have shown that excitation induced shifts

can contribute to the coherent TFWM signal in semiconduc-
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