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Role of excitation-induced shift in the coherent optical response of semiconductors

Justin M. Shacklette and Steven T. Cundiff*
JILA, University of Colorado and National Institute of Standards and Technology, Boulder, Colorado 80309

~Received 5 October 2001; revised manuscript received 12 March 2002; published 17 July 2002!

A transient four-wave-mixing signal is shown to arise from an excitation induced shift. In semiconductors,
this signal can be comparable to or stronger than signals arising from saturation, local fields, or excitation
induced dephasing. Calculations using modified optical Bloch equations show that multiple peaks in the
transient four-wave-mixing spectrum are a signature of an excitation induced shift contributing to the signal.
We observe this experimentally from a semiconductor multiple quantum well and confirm the presence of a
shift directly using spectrally resolved differential transmission.
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The interaction between light and semiconductors p
vides fundamental insight into the dynamics of the optica
created excitations. This is particularly true when techniq
that are sensitive to coherence are employed. Coherent s
troscopy is well understood for a dilute vapor, where on
isolated atoms or molecules need to be considered.1 In dense
materials, such as semiconductors or a dense atomic v
many-body interactions lead to dramatic differences from
dilute limit.2 These effects can completely alter the interp
tation of spectroscopic measurements and the performan
optoelectronic devices.

Substantial progress has been made in understanding
interactions among elementary optical excitations~excitons
or unbound electron-hole pairs! influence the coherent opti
cal response of semiconductors, which is typically obser
using transient four-wave mixing~TFWM!. Early work3–5

was interpreted based on the optical Bloch equati
~OBE’s!,6 which are appropriate in the dilute limit. Subs
quently, it was realized that in addition to the signals aris
from saturation, which are described by the OBE’s, th
were additional signals due to the interactions. The app
ance of a signal for ‘‘negative’’ delay in a two-pulse TFWM
experiment and a delay in the emission as a function of
time7,8 are the most dramatic signatures. These effects ca
calculated using a full many-body treatment.9,10 In addition,
they can be described phenomenologically in a few-level
proach as arising from local fields,11,12 excitation induced
dephasing~EID!,13–15 and biexcitonic effects.16,17 The phe-
nomenological approach yields corrections to the OBE
which can produce very good agreement with experime18

including complex polarization selection rules.19 While the
full many-body treatment is clearly based on a stronger t
oretical foundation, the phenomenological description is u
ally easier to understand in terms of the underlying phys
The foundation provided by the full many-body treatme
has been used to develop a microscopic basis for the
nomenological few level approach.20

We show that an excitation induced shift~EIS! can result
in a TFWM signal similar to that produced by the oth
mechanisms listed above. EIS is a manifestation of fun
mental many-body interactions that result in a modificat
of the excitonic frequency in the presence of an exci
carrier population. While the presence of EIS in sem
conductors is well known from differential absorptio
measurements,21,22 the fact that it results in a coheren
0163-1829/2002/66~4!/045309~6!/$20.00 66 0453
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TFWM signal has only been noted in passing15 and its con-
tribution to the TFWM signal has not been identified, to t
best of our knowledge. Due to the similarities between
time-integrated TFWM signal produced by local fields, EI
and EIS, it is difficult to determine which one is responsib
for the emitted signal. In addition, quantum interference d
to excitation of continuum states causes the time integra
signal to decay rapidly as a function of delay.23–25 To over-
come this, we spectrally resolve the signal and observ
splitting in the peak, although the absorption spectrum sho
only a single peak. Numerical calculations using modifi
optical Bloch equations show that only EIS can result in su
a split peak. This provides clear proof that EIS is respons
for an important contribution to the TFWM signal. The pre
ence of EIS is confirmed by performing spectrally resolv
differential transmission~SR-DT! measurements, which pro
vide characteristic line shapes that are distinct for saturat
EID, and EIS.

It is important to note that, although EID and EIS a
‘‘excitation induced’’ effects, the corresponding signals
not disappear in the low excitation density limit. This is b
cause, for sufficiently low excitation density, the relevant p
rameter~dephasing rate or oscillation frequency! can simply
be written as a linear function of the excitation density.
we see below in Eq.~2!, the signal strength simply depend
on the slope of the dephasing rate or oscillation freque
with excitation density, which is a constant. Contrary to
tuition, these effects can actually be weaker at high exc
tion density because the change in the dephasing rate o
cillation frequency saturates due to screening and o
many-body interactions. Wanget al. discussed this poin
with respect to the excitation dependent polarization prop
ties of the EID signal and the excitation dependence of
dephasing rate.13 Although the signal due to EIS and EID
may dominate and have a cubic dependence for sufficie
low excitation density, the spectrum of the signal can s
depend on excitation density.

The full many-body theory of the coherent response
semiconductors provides a good microscopic model that
produces the experimentally observed TFWM signal if c
relation terms beyond the mean field are included, up
sixth-order correlations have clearly been identified.26 These
correlation terms collectively described the phenomena
biexcitonic correlations, EID, and EIS. In many-body la
guage, the latter two are due to renormalization of the s
©2002 The American Physical Society09-1
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energy, with EIS corresponding to the real part and EID
imaginary part. Thus care is needed to unravel how th
contribute to the TFWM signal based on a many-bo
model. As a consequence, the nature of these higher-o
correlations are not fully understood and further researc
required.2

Split peaks or dips at the exciton energy have been
served several times in spectrally resolved TFWM sign
from ZnSe quantum wells. It was attributed to the prese
of antibound states,27 and interference between coherent a
incoherent contributions.28 Line shapes very similar to thos
we present below were attributed to reabsorption in a
quantum well sample29 and an optically thick single quantum
well.30 To reduce the effect of reabsorption, further expe
ments were performed on optically thin single quantum we
by the latter group.31 A dip at the heavy-hole~hh! line center
was still observed for a specific polarization configurati
and attributed to contributions from the two-pa
continuum.31 This work also observes that the spectral po
tion of the exciton peak shifts as a function of delay, which
reproduced in the theory that includes the pair continu
contributions. None of this prior work discusses EIS or h
it directly causes a contribution to the TFWM. Presuma
such contributions are present in the many-body theory u
to model the experiments as part of the self-energy renorm
ization, however, the real and imaginary parts are not dis
guished. Thus our results can also contribute to a better
derstanding of the many-body effects. We note that all of
results from ZnSe show two peaks due to the presenc
strong biexciton contributions. This results in an appar
‘‘split’’ spectrum, however, the underlying physics is com
pletely different from what we discuss here.

The fact that we observe a spectral dip for the comm
configurations of collinear and cocircular polarized incide
pulses is an important distinction between our work and t
on optically thin ZnSe quantum wells where the dip is on
observed for the special case of where the first pulse iss1

polarized and the second pulse is linear polarized in thx
direction.31 We attribute the fact that we observe a dip in
cases to a substantial population of free carriers that are
cited by the broad band incident pulses. In addition to
creasing the excitonic dephasing rate, free carriers cau
stronger shift of the excitonic resonance frequency tha
population of excitons alone. In ZnSe and other wide-g
materials where the excitonic binding energy is much larg
broadband pulses predominantly create excitons. Thus
effects that we observe, which are stronger in the presenc
free carriers, would have been weak in those experime
These differences in excitation conditions account for
differing polarization configurations and other parameters
which a split peak is observed in our experiment as co
pared to prior work. Additionally, our cocircular results ru
out biexcitonic effects.

EIS can also occur in systems other than semiconduc
Evidence for EIS has been observed in a dense atomic v
due to the difference in collision cross section between
cited and ground states.32 It is also similar to excited state
04530
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shifts in molecular systems.33 Thus EIS must be considere
when analyzing the TFWM signals from these systems
well.

We studied a 50-period multiple quantum well structu
of 8.3-nm-thick In0.14Ga0.86As wells and 8.0-nm-thick
GaAs0.71P0.29 barriers.34 The quantum well layers are sym
metrically strained, which increases the heavy hole~hh!–
light hole ~lh! splitting to 70 meV. This allows broadban
excitation of the hh and the continuum, while avoiding ba
mixing between the hh and the lh. The binding energy for
hh exciton is approximately 4 meV. All measurements we
carried out with the sample held at 8 K in a cold finger
cryostat. Using a Kerr-lens-mode-locked Ti:sapphire lase35

the sample is illuminated with pulses from 10 to 40 fs
duration ~corresponding to a transform limited bandwid
from 70 to 15 nm! at a repetition rate of 90 MHz. The lase
is typically tuned to produce 40-fs pulses with a spectr
that overlaps the hh exciton and the continuum, but not th
@see Fig. 1~a!#.

The TFWM experiment was carried out in the standa
two-pulse self-diffraction configuration as depicted in F
1~b!. In this configuration, the coherent signal is emitted
the direction 2k22k1 , wherek1 is the incident wave vecto
of the first pulse assuming the nominal time ordering, andk2
is the incident wave vector of the second pulse delayed
time t. For all data presented here, the pulses are colline
polarized in the plane defined by the wave vectors of
incident pulses. The TFWM signal is integrated tempora
and spectrally by using a detector with a slow response c
pared to the time between pulses. To obtain additional in
mation, we spectrally resolve the signal~SR-TFWM! using a
1
4 meter spectrometer.

In Fig. 1~c!, we show the SR-TFWM signal for zero dela
~pulses temporally coincident! and low intensity excitation
pulses. For comparison, the linear absorption is also sho
The spectrum has a pronounced dip at approximately

FIG. 1. ~a! Linear absorption and laser spectrum. Experimen
setup~b! shows the two-pulse configuration for TFWM and DT
transmission. Typical SR-TFWM data, in transmission~c! and in
reflection~d!, both for t50 delay. The dashed lines in~c! and ~d!
show the linear absorption spectrum.
9-2
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ROLE OF EXCITATION-INDUCED SHIFT IN THE . . . PHYSICAL REVIEW B 66, 045309 ~2002!
center line. An obvious explanation for the dip is reabso
tion of the TFWM signal as it propagates through t
sample.30 However, reabsorption is inconsistent with th
slight shift between the center of the dip and peak of
linear absorption. To further rule this out, we performed
TFWM experiment in the reflection geometry@Fig. 1~d!#,
where the signal is emitted in the direction that is the refl
tion of 2k2-k1 about the sample surface.36 This shows that
the dip isstronger in reflection than transmission, which
contrary to the expectation if the dip is due to reabsorpti
Although reabsorption can affect the reflected signal, de
tion of the incident pulses means that the first quantum w
will contribute more strongly to the signal than quantu
wells that are deeper in the sample. However, the signal f
the first quantum wells will experience stronger reabsorpt
in the transmission signal due to the remaining wells, than
reflection where there are no additional wells. The oppo
is true for quantum wells deeper in the sample. Since de
tion means that the signal from the first quantum wells p
vide a greater contribution to the total signal in either cas
dip due to reabsorption should have the opposite depend
from what we observed, namely it should be stronger
transmission than reflection. Therefore we conclude that
dip cannot be due to reabsorption alone. At the excitat
densities (;53109 pairs/layer/cm2) used for Figs. 1~c! and
~d!, the strength of signal is cubic with incident laser pow
At higher excitation densities, the dip becomes less p
nounced in both transmission and reflection geometries
though it is clearly no longer cubic. No significant chan
occurs as the incident intensity is lowered. However, due
the cubic intensity dependence of the signal on incid
power, the input intensity can be reduced by only a facto
2 before the signal to noise becomes sufficiently poor t
any changes are obscured.

To examine other possible origins for the dip in t
TFWM spectrum, we choose to use the phenomenolog
approach and solve the OBE’s with corrections for lo
field, EID, and EIS. We ignore the biexciton contributio
because the same spectrum is obtained for cocircularly
larized pulses, which prevent the formation of a bound bi
citon since only opposite spin excitons can bind to form
biexciton. The corrected OBE’s, which we call modified o
tical Bloch equations~MOBE’s!, are

ṙ2252gr221
i

\
@m12~E1LP!#~r122r21!

ṙ1252~gph1g8Nr22!r121 i ~vA1v8Nr22!r12

1
i

\
@m12~E1LP!#~r222r11!, ~1!

where r i j are the elements of the density matrix withr11
1r2251, g is the spontaneous emission rate,m12 is the di-
pole matrix element,gph is the dephasing rate,vA is the
unexcited center frequency,E is the applied field,N is the
density, andP is the polarization given byP5N Tr(mr).
Phenomenological corrections for local field, EID, and E
are included asL, g8, andv8 respectively.
04530
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Using perturbation theory with delta-function pulses, w
analytically solve the MOBE’s for the third-order polariza
tion. The observed cubic dependence of the signal sugg
that a third-order solution should be sufficient. Keeping on
those terms in the direction 2k2-k1 and neglecting coheren
transients, the third-order polarization in the rotating wa
approximation~RWA! is

P̂12
~3!~ t !5 i

m12
4

\3

N

8
E2

2E1* $@11C~12e2g~ t2t!!#e2gpht

3Q~ t2t!Q~t!1C~12e2gt!e2gph~ t22t!Q~ t !

3Q~2t!%e1 i ~vA2V2hN!~ t22t!1c.c., ~2!

where C5N(g82 i2h2 iv8)/g, h5m12
2 L/\, Ei is the

electric-field strength of the pulse in directionk i , the first
pulse arrives at timet50, the second pulse arrives at tim
t5t, N is the initial ground-state population, andQ(x) is the
step function. The time integrated TFWM intensity is calc
lated by taking the absolute square of Eq.~2! and integrating
over time, yielding

I s~t!5
m12

8

\6

N2

128

I 2
2I 1

gph
F S 11

2g8N

g12gph
De22gphtQ~t!

1
N2@g821~2h1v8!2#

~g12gph!~g1gph!

3„e22gphtQ~t!1e14gphtQ~2t!…G , ~3!

whereI i is the intensity of the pulse in directionk i . The first
term in Eq.~3! is the signal due to saturation; it occurs on
for t.0 and decays exponentially at a rate of 2gph . The
second, third, and fourth terms in Eq.~3! all involve interac-
tions and depend on the phenomenological parametersL, g8,
andv8. The fourth term is of particular interest because it
the only term present fort,0, thus a signature of comple
interactions is a signal at negative delay. This perturbat
result proves our prior statement that the signals due to
and EIS do not disappear for arbitrarily low intensitie
clearly decreasing the pulse intensities in this equation do
change the relative strength of the EID or EIS terms co
pared to the ordinary saturation term. Thus they can be
dominant signal for arbitrary low excitation density. The S
TFWM signal is given by taking the Fourier transform of E
~2! and taking the modulo squared, which yields the spec
intensity. It is clear from Eq.~3! that EIS~terms withv8! is
a TFWM signal that appears on an equal footing to E
~terms with g8!. The relative strength of the EID and EI
signals will be determined solely by relative sizes ofg8 and
v8.

This perturbation result shows that EIS must be cons
ered, but it does not show the split spectrum that we obse
experimentally. Indeed the calculation does not even sh
the faster decay of the TFWM signal~and corresponding
broadening of the spectrum! that must accompany EID. In
previous treatments, this has been added ‘‘by hand.’’15 This
must be done carefully because populations can be gene
9-3
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JUSTIN M. SHACKLETTE AND STEVEN T. CUNDIFF PHYSICAL REVIEW B66, 045309 ~2002!
by perturbation pathways that do not contribute to the sig
for example the population due to either pulse alone.
though these populations do not contribute to the signal, t
must be included in the population when determining
dephasing rate that results in the decay of the TFWM sig
If they are calculated separately and included in the pop
tion used to calculate the dephasing rate between pulses
after the second pulse, then the intuitive result that the de
of the TFWM depends on excitation density is obtained. C
culating to higher order in perturbation does not remedy
shortcoming, thus we conclude that this is a fundame
failure of perturbation theory. In the case of EID, it is rel
tively straightforward to correctly adjust the decay rates.
the case of EIS, it is more difficult, so we choose instead
numerically solve the MOBE, which allows us to includ
finite pulse width effects and treat EID and EIS correctly.

In Fig. 2, we show the numerical solutions to th
MOBE’s, which clearly exhibit a split peak, similar to tha
observed in the experiment. For these results, the local fi
EIS, and EID were included. The numerical calculations
based on performing a spatial Fourier expansion in
paraxial approximation of the density-matrix elements a
the electric field~both incident and generated!. The spatial
Fourier expansion is purely a tool to facilitate numerical c
culation of the TFWM signal in a flexible way. Specificall
we write the electric field as

E~r ,t !5 1
2 @«~r ,t !e1 ivt1«* ~r ,t !e2 ivt#,

«~r ,t !5(
s

es~ t !e2 iK re2 isDkr , ~4!

and the density-matrix elements in the rotating frame as

r225
1

2 (
p

r22~r!e
2 ipDkr1 r̂22~r!

* eipDkr ,

r̂125(
n

r̂12~n!e
2 iKr e2 inDkr , ~5!

FIG. 2. Numerical calculation of a TFWM spectrum using t
MOBE’s, with both EID and EIS present.
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where r125 r̂12e
ivt connects the rotating and nonrotatin

frames. Plugging these expansions into Eq.~1! yields a set of
coupled differential equations that are solved numerically
ter being truncated spatially. We verify that the truncati
does not affect the result. To simulate our two pulse TFW
experiment, we apply input fields in thes50 and 1 compo-
nents of the electric field. The polarization produced by
n52 component ofr12 yields the TFWM signal. Note tha
higher-order mixing processes are easily obtained by exte
ing the spatial expansion. The goal of these phenomenol
cal calculations is not a detailed fit to the data, but rathe
show the essential role played by EIS. Indeed, without E
we never see a split peak for any combination of EID a
local-field parameters. These calculations are for 30-fs pu
with an area of 0.02p, gph5300 fs, g510 ps, Nv8
5104 ps21, Ng85103 ps21, andh5102 ~based on the per
turbation analysis, these quantities can be directly compa
in determining the relative contributions to the signal,
expressing the EID and EIS terms this way they are
fractional excited-state population!. The calculated signal is
cubic with pulse area, which is usually the criterion for bei
in the ‘‘perturbative’’ regime. However, in the presence
EID and EIS, this is not sufficient, but rather the magnitu
of the EID and EIS parameters need to be considered as w
Simulations show that TFWM signal can saturate
pulse areas as small as 0.01p if EID and EIS are included.37

The experimental and theoretical results as a function
delay show similar qualitative features~Fig. 3!. As noted
previously, quantum interference due to exciting continu
states causes a rapid decay of the experimental data.23–25

This is not included in our simple theory; this theory sho
a slight rise for increasing delay, while the experiment d

FIG. 3. Experimental data for~a! increasing delay~0, 32, and 42
fs!, ~b! decreasing delay~0, 210, and235 fs!, and theoretical re-
sults for ~c! increasing delay~10, 50, 100, and 200 fs! and ~d!
decreasing delay~210, 250, 2100, and2200 fs!.
9-4
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ROLE OF EXCITATION-INDUCED SHIFT IN THE . . . PHYSICAL REVIEW B 66, 045309 ~2002!
cays immediately. For negative delay, the agreement is v
good, including the faster decrease of the high-energy p
in the spectrum for both theory and experiment.

In order to show that EIS is occurring in our sample f
the excitation conditions used in the SR-TFWM experime
and estimate the relative strength compared to EID, we
formed spectrally resolved differential transmission~SR-DT!
measurements. The experimental setup is shown in Fig. 1~b!.
The probe pulse ink2 is attenuated by 100:1 compared to t
pump pulse ink1 . The pulse in the directionk2 is spectrally
resolved after passing through the sample. A SR-DT sp
trum is the difference in transmission with and without t
pump light incident on the sample, which is proportional
the absorption per unit length in the sample. This can
written asDT/T5(I 2I 0)/I 0}2DaL, where the transmitted
intensity with and without the pump isI andI 0 , respectively.
Typical SR-DT data are shown in Fig. 4.

To quickly and simply understand the linear and nonlin
optical response of a homogeneously broadened system
describe the induced polarizationP as a Lorentzian,

P~v!;
1

2p

f G

~v2v0!21
G2

4

, ~6!

wheref is the oscillator strength,G is the linewidth, andv0 is
the center frequency. Any optical system will produce a n
linear response if one or more of the three parametersf, G,
and v0 depend on the intensity of the incident light.38 The
SR-DT spectra are modeled by taking the difference of t
Lorentzians, where one of the parameters~f, G, or v0! is
changed to represent the effect of the pump. The resul
line shapes are shown in Fig. 5. In general, a typical opt
system will exhibit a superposition of the three nonlinea
ties. Therefore it is important to note the relative ‘‘orthog
nality’’ of the curves in Fig. 5, which will enable a robus
fitting procedure.

Due to the broadband excitation and the energetic pr
imity of the hh exciton~4 meV!, the continuum state inter
actions have a noticeable effect on the data. When exc
carriers are present, the continuum states shift to a lo
energy due to band-gap renormalization.39,40 The simple
Lorentzian model for SR-DT must be corrected to acco
for the contribution of the continuum states. First, the line

FIG. 4. Typical SR-DT curve~points! at t50 delay, showing a
strong shift, and a fit~solid line!.
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absorption spectrum from Fig. 1~a! is fit with a pseudo-Voigt
profile for the exciton plus an inverse tangent to fit the ba
edge. Then, the SR-DT data are fit by taking the difference
the linear absorption baseline and a spectrum with modi
parameters for the pseudo-Voigt profile and band edge. F
this analysis, we conclude the EID and EIS are compara
in magnitude and that saturation is negligible. Figure
shows typical SR-DT data for temporally coincident puls
with a pump intensity generating;2.531010 carriers/
cm2/layer. The fit yields a shift of 1.78 meV, broadening
0.05 meV, and a decrease in oscillator strength of 731024.
Also apparent in Fig. 4 is a dip on the high-energy side of
exciton peak, arising from band-gap renormalization. T
relative size of these fit parameters are consistent with
parameters used to calculate the spectrum shown in Fi
~the overall magnitude depends on the choice ofN used in
the calculation!. Additionally, we performed partially nonde
generate SR-DT with a spectrally narrow pump pulse
lored to overlap only the continuum and a broadband pro
These data~not shown! were strongly dominated by the shif
making the band-gap renormalization contribution more d
tinct.

Under broadband excitation conditions, where both
exciton and free electron-hole pairs~continuum states! are
excited, a comparison of the decay of time-integrated TFW
and the width of SR-TFWM~or absorption linewidth! yields
conflicting results. Specifically, if the decay of the TFW
signal as a function of delay is interpreted as being due
dephasing, the corresponding homogeneous linewidth
significantly broader than observed. This has been expla
in terms of quantum interference arising from coupling b
tween the exciton and continuum states.23–25 Any coupling
between the exciton and continuum causes rapid decay o
TFWM signal due to destructive interference. The dec
does not depend on the details of the coupling between
continuum states and exciton, but it is important to kno
how it arises. Earlier work24,25 only included EID, however,
we observe that similar shifts of the exciton are observed
SR-DT for excitation in the continuum. This indicates th
EIS also contributes strongly to the coupling. In additio

FIG. 5. The difference of two Lorentzians provides a model
SR-DT showing the processes of saturation~solid!, EID ~dashed!,
and EIS~dotted!. Inset: Lorentzian curves differenced in the ma
figure: the reference curve~heavy!, a reduced oscillator strengt
~solid!, an increased broadening~dashed!, and a positive shift~dot-
ted!.
9-5
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coupling between opposite spin excitons has been studie
time resolving beats between heavy and light holes19 and by
observing Raman coherences.41,42 The time-resolved results
were well produced by a phenomenological model that
cluded EID as the coupling mechanism.19 We suggest that
EIS should be considered here as well.

In summary, we have shown that excitation induced sh
can contribute to the coherent TFWM signal in semicond
tors. Calculations provide a unique signature for the prese
of EIS, which we observe. Spectrally resolved different
transmission measurements confirm the presence of EI
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04530
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our sample. Finally, we note that EIS was not conside
when making a connection between the microscopic
proach and the phenomenological approach,20 which yielded
some surprising correlations between the two. We sugg
that the inclusion of EIS may provide a more intuitiv
picture.
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