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Modeling of compound semiconductors: Analytical bond-order potential for Ga, As, and GaAs
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An analytical bond-order potential for GaAs is presented, that allows one to model a wide range of prop-
erties of GaAs compound structures, as well as the pure phases of gallium and arsenide, including nonequi-
librium configurations. The functional form is based on the bond-order scheme as devised by Abell-Tersoff and
Brenner, while a systematic fitting scheme starting from the Pauling relation is used for determining all
adjustable parameters. Reference data were taken from experiments if available, or computed by self-consistent
total-energy calculations within the local density-functional theory otherwise. For fitting the parameters, only
structural data of the metallic phases of gallium and arsenide as well as those of different GaAs phases were
used. A number of tests on point defect properties, surface properties, and melting behavior have been per-
formed afterward in order to validate the accuracy and transferability of the potential model, but were not part
of the fitting procedure. While point defect properties and surfaces with low As content are found to be in good
agreement with literature data, the description of As-rich surface reconstructions is not satisfactory. In the case
of molten GaAs we find support for a structural model based on experiment that indicates a polymerized
arsenic phase in the melt.
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[. INTRODUCTION material processes based on an atomic level description.
However, in both MC and MD simulations it is not fea-
Compound semiconductors, such as GaAs, are of increasible to calculate the Hamiltonian by means of quantum-
ing technological importance because of their use in optomechanical methods because of their enormous computa-
electronic applications and also because of their potential tdonal demands. Therefore analytical potentials that provide a
replace silicon in microelectronic components which requiresyfficiently accurate approximation of the energy hypersur-
a high carrier mobility. As the use of compound semicon- face are an indispensable tool for large-scale computer simu-
ductors becomes more widespread, the interest in using iQBtion studies. Such potentials have been very successfully
implantation in their processing also has increased, and i§seq in the past for simulations of covalent materials like

now used for instance in the fabrication of GaAs-basedjjicon carbon, and others, as well as numerous metals and
MOSFETZ Even though GaAs is probably the most stud|eda”OyS (see, e.g., Refs. 639but much less for compound

compound semiconductor, many aspects of materials pr semiconductors. This is because of the difficulties in model-

cessing like radiation damage or surface growth are not full . . S : .
understood. Diffuse x-ray scattering work has elucidated th)ézng the interatomic interaction in semiconducting compound

mechanisms of point defect production by electrons inmate_rials_ and its c_onstituen_ts by means of a simplif_ied ap-
GaAs? and defect recovery and amorphization by ion irra-Proximative _z_anz_alytlcal functional thf_iF h_as o be_ vahql not
diation is also fairly well understoctf But many details of only for equilibrium but also nonequmk_mum configurations.
the initial damage production process by ions and subsequent t©0; Khor, and Das Sarma were the first to propose a bond-
damage clustering remain poorly understood. MoreoverPrder-type potential for GaAb. However, since no param-
since GaAs components are frequently manufactured b§ter sets for the pure elements were given, this model cannot
various surface growth methodhe properties of the GaAs be used for simulations of nonequilibrium processes. Stnith
surfaces during intermediate growth stages are also of gre@foposed a complete Tersoff-like potential for GaAs that was
scientific interest. later modified in a study by Sayest all? These potentials
Understanding and improving these manufacturing stepd)ave problems in describing surfaces, melting behavior,
which are typically driven by physical processes far frompoint defects and pure structures and are therefore re-
equilibrium, is therefore a task of high technological impor-stricted in their applicability’> Recently, Conrad and
tance. A natural tool for studying irradiation effects and pro-Scheerschmidt published a potential with parameters di-
cesses like surface growth are atomistic computer simularectly derived from the tight-binding momentum approxima-
tions. Molecular dynamic$MD) as well as kinetic Monte tion. Although this potential is theoretically better motivated,
Carlo (MC) method have become key tools for modelingit suffers from problems similar to those mentioned above.
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Most seriously, the potential predicts a positive heat of for- In our approach we have therefore adopted a short-ranged
mation for the zinc-blende structure, that leads to a phasbond-order potential similar to the Tersoff-Brenner type. This
decomposition of GaAs after heating and cooling. While theansatz allows us, in principle, to model covalent and metallic
Smith and Sayeet al. potentials are only fit to a limited set bonds within one functional forrt. Although long-range in-
of reference data, the problems of the potentials of Ref. 14eractions are not explicitly included, the use of a short-
might be related to an inappropriate set of tight-binding pa+anged potential for modeling the ionic-covalent interaction
rameters, that has been used for the parametrization. A difn GaAs can be justified because the Madelung energies for
ferent approach was chosen by Kodiyaletral® for study-  this compound are small compared to the covalent binding
ing phase transformations in GaAs nanoclusters. Thegnergy, and moreover are implicitly included in the input
combined an electrostatic term and a Stillinger-Weber threedata set as taken from experiment or density-functional-
body function, but did not include bond-order dependenciesheory (DFT) calculations.
or charge-transfer effects. Therefore, only processes that do Following Tersoff and Brennéf, the total potential en-
not include changes of the chemical environment can be resrgy is written as a sum over individual bond energies:
alistically described with this scheme.

In the present study we have explored the possibility to
devise a potential that overcomes the deficiencies of the ex-

JIy/A
isting models and is sufficiently transferable. Our criteria in- _E Firip)| Vig(ry; Vilrp) |- (@
cluded the description of various crystalline structures of the —_'—’
elements and the compound system, their melting behavior, By

point defect and surface properties.
In fact after almost two decades of efforts in developing The pairlike attractive and repulsive energies are given in
analytical potentials for solid structures, there is still no gen-Morse-like forms
eral recipe for how to achieve this. However, in our opinion
there are three indispensable key ingredients of equal impor- Rip)— _
tance. First, a well-motivated analytical form has to be de- ViD= exq ,8\/_S(r fo)l,
rived, that is simple but not oversimplifying. Second, the
parameters have to be adjusted using a solid and systematic
fitting procedure. Finally, a reference data set as large as
possible is necessary, which should be taken from experi-
ments and quantum mechanical total-energy calculations. [#1at depend on the dimer bond eneiy, the dimer bond
this study we have made an attempt to derive a potential thatistance, and the adjustable parameleiThe parametep
fulfills these requirements and delivers an energy descriptiofan be determined by the ground-state oscillation frequency
for a wide range of configurations of Ga, As, and GaAs. Of the dimer. The major caveat of this ansatz is the finite
The paper is organized as follows. First we give the anarepulsion at interatomic distances approaching zero. If nec-
lytical form of the bond-order potential as used in this study,essary, this can be corrected by a spline procedure, as de-
and explain the strategy for its parametrization. Then thescribed in the Appendix.
technical details of the total energy calculations are briefly Since we only consider the bond integrals to the next
described and the parameter sets for pure Ga, pure As, amgighbors, it is convenient and computationally efficient to
GaAs are derived and discussed in detail. Finally, we give &€strict the interaction to the next neighbor sphere by a
series of examples that prove the transferability of the givergutoff-function

SD
VAN = o—

potential.
1, r<R-D
={ +— isi r—R)/(2D)}, R-r|<D
Il. BASIC METHODOLOGY AND ENERGY FUNCTIONAL F(r) (2) 2 n{Tr( M )} | R | b ©)
) rZ + 1

Gallium arsenide is a semiconducting material with domi-
nantly covalent bonds. Due to the small difference in elecWhereD andR are adjustable quantities.
tronegativities of about 0.4, local charge transfer leads to The bond-order parametd;; also includes angular de-
interacting effective net charges. Pure gallium and pure argpendencies, which are necessary to accurately model the de-
enide structure have mixed covalent and metallic bonds, af®rmation of covalent bonds. Tersoff proposed an angular-
discussed below in detail. Consequently, an analytical poterdependent bond-order function for silicon, carbon, and
tial for GaAs would ideally be able to deal with all those germanium'® while Brenner introduced a more refined
types of chemical bonds. To our knowledge there is presentigpproact’ for modeling hydrocarbons. Other closely related
no established scheme for a reactive analytical potential thatotentials were proposed for Si and®Cand, recently, sev-
fulfills these requirements. Only the numerically expensiveeral studies derived analytical bond-order functions directly
variable charge method proposed by Streitz and Mintmire fofrom a momentum expansidfi?1?2 Although all of these
modeling mixed ionic-metallic interactichwould be a pos- approaches differ in the details of their functional form, the
sible candidate, but hitherto this has only been parametrizegesulting angular dependencies of the bond order are proven
for a small number of metal oxides without considering ex-to be very similaf>?*Therefore we have adopted a straight-
plicitly angular terms. forward extension as used by Brenner, which is simply an
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angular-dependent terg( 6) in the inner sum of the bond- IV. FITTING PROCEDURE

order function, so thal;; reads The parameter set for Ga-Ga, As-As, and Ga-As were

B = (1+Xij)_1/2: adjusted independently. Those structures and properties, that
are affected by the interplay of the different parameters, were
not included in the fitting procedure, but were analyzed later.

Xij:k(;_) fir(ri) Gi(Oij exd 2uik(rij—ri) 1. (4 The parameters in the pairlike terms were chosen in accor-
! dance to the dimer properties if possible, while the slope of
Here again the cutoff function is included, while the indi- the énergy-bond relation was adjusted to the total energy data
ces monitor the type dependence of the parameters, which B varyingS Finally, elastic moduli and structural properties
important for a description of compounds. The square root/€'® f'g[gd simultaneously using the Levenberg-Marquardt
dependence of the bond order is chosen in agreement to tifaethod:
second-order momentum approximation and is not subject to
adjustments in the fitting procedure. The angular function A. Gallium

g9(6) is given by Gallium has a rather complicated phase diagram with

9 2 many stable and metastable crystalline phases, all close in
90 )=7v| 1+ e ¢ _ (5) energy to the ground statéThe stable low-pressure phase
Y d? [d2+(h+cosaijk)2] a-Ga reveals an unusual crystal structure. It can be described

in terms of a face-centered orthorhombic cell with each site

Forc=0 this term vanishes and the total potential resemble§jCCupied by a Gadimer. The semimetallic element exhibits

a short_ ranged eranedden—atom-method potential of thSovalent-metallic duality in its bonds. Throughout the litera-
Finnis-Sinclair typé-

: : . . ture cell parameters are assigned in different ways. Here we
Despite the semiempirical character of this approach, th_?ollow the definition as described in Ref. 42 with the unit-

number of freely adjustable parameters is not more than Six : : .
. . o ell parameteb corresponding to the long axis. One atom is
for each interaction type. If the binding enerBy, and the Ioca?ed at (W,v) withpu=0.19539 and 0.%798 in fractional

tghround_-sta_te flreqyenqt/) of the dimer molecule are knoWncoordinates of the unit celf Each atom has seven nearest
eng is simply given by neighbors, six within the distance of metallic bondd X,
M2, M3) and one within a shorter distance determined by

:ki the dimerlike covalent bond). At higher pressures Ga-ll
B , (6) : _ ou
V2D, / and Ga-lll are the stable configurations. The first is a body-

centered structure with six atoms per unit cell, and the latter
a faced-centered tetragonal structure similar to indium that
appears at very high pressures30 kbar) and resembles a
distorted fcc-lattice.
In the past, comprehensive studies of the energetics of Ga
— _ _ polymorphs using DFT calculations were presented by Ber-
Ep =~ DoexH — BV2S(ry=1o) . (D Nasconi and co-workef&4° we performed similar calcula-

In order to reproduce the lattice parameters and cohesivéons ona-Ga, Ga-ll, fcc-Ga, and the hypothetical diamond
energies of structures with different atomic coordinations2@s Well as the simple cubic structure. The anisotrapiGa
the condition in Eq(7) has to be fulfilled. Only then can we has three independent lattice parameters and two internal de-
expect the potential to be transferable to structural configudrees of freedom. We minimized the total energy by varying

wherek is the wave number and the reduced mass.

The parametet& can be determined by the Pauling rela-
tion, which connects the equilibrium bonding distangend
the energy per individual bonéy, :

ration that are not part of the input data base. the cell parameters to achieve zero stresses. The internal co-
ordinates were kept fixed at the experimental value during
IIl. TOTAL-ENERGY CALCULATIONS this step. Afterward, the internal coordinates were relaxed

leading to a remaining residual stress of less than 1 kbar. In

Where necessary, reference data for the potential fittingable | the calculated structural parameters are given. In gen-
were computed from total energy calculations in the frameeral, LDA results underestimate the lattice parameters. How-
work of the density functional theo?ywith the pseudopo- ever, our calculations with ultrasoft pseudopotentials are in
tential codecasTER?® Ultrasoft pseudopotentialsis-PB as  better agreement with the experimental numbers than those
given by Lee were applied and the local-density approximaef Bernasconiet al*® Since DFT calculations are reliable
tion (LDA) (Refs. 26 and 2i7was taken for exchange and with respect to energy differences but do not give correct
correlation functionals. For all calculated structures the cutcohesive energies, we have shifted the total energy-Gfa
off energies andk points were chosen to achieve conver-to the experimentally known cohesive energy, and calculated
gence better than 0.01eV/atom. For the pure structures thadl other cohesive energy from the total-energy difference of
experimental and several hypothetical structures were calcihe competing structures. The energies reported by Ber-
lated. The minimum total energy, lattice constant, bulknasconiet al®° are in excellent agreement with our calcula-
modulus, and pressure derivative of the bulk modulus weréions for fcc and Ga-l(see Table | and Fig.)1Even the bulk
calculated from energy-volume data by fitting to the Birch-modulus for @-Ga, that we calculated for simplicity from
Murnaghan equatioff%° isotropic deformations, agrees well with the value given by
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TABLE |. Energy and structure of different Ga phases. Given are the experimental nutRedss

31-35, theoretical dimer propertieRRefs. 36 -39 results of LDA calculations by the Trieste grouRef.

40), the us-PP LDA calculations of this work, and the corresponding numbers as described with the analytical

model.
Experiment Theory us-PP LDA Anal. Pot.

Ga, (Ref. 31 (Refs. 36—-3%
ro (A) - 2.694-2.746 2.3235
D, (eV) 1.4 1.12-1.28 1.4
w, (cm™1) 165 162-180 162
diamond-Ga Bi;=0.9882
Vv (A%/atom) 22.912) 21.22
a, (A% 5.680 5.537
ro (A% 2.459 2.397
Econ/atom (eV) —2.458 —2.485
Ebona (€V) —1.2292 —1.2425
B (GPa) 46.%2) 27.9
=X 5.064) 3.41
sc-Ga B;j=0.9569
Vv (A3/atom) 18.123 17.561
a, (A) 2.626 2.599
ro (A) 2.626 2.599
Econ/atom (eV) —2.699 —2.694
Epona (€V) —0.899 —0.898
B (GPa) 61.81) 42.97
=X 5.022) 3.36
a-Ga (Cmca (Ref. 32 LDA (Ref. 40
Vv (A3/atom) 19.58 17.58 18.45 19.19
a, (A) 4.5192 4.3768 4.4422 4.4113
b, (A) 7.6586 7.3880 7.5180 7.4037
co (A) 4.5258 4.3505 4.4220 4.7028
u 0.1539 0.1567 0.1558 0.1613
v 0.0798 0.0803 0.0831 0.0898
ro (A) D 2.4655 2.4185 2.4552 2.5339

M1 2.6995 2.5753 2.6257 2.6709

M2 2.7348 2.6399 2.6668 2.6931

M3 2.7918 2.6791 2.7348 2.7024
E.on/atom (eV) —2.810(Ref. 332 —2.81¢ -2.81¢ —2.833
Ebona (V)
B (GPa) 61.3(Ref. 39 66.9 67.42) 42.94)
(@273 K 56.9 (Ref. 33
B’ 4.683 5.27 3.4[)
Tmert (K) 302.9(Ref. 33 - 600100
Ga-ll (143d) (Ref. 35 B;j;=0.9322
Vv (A%/atom) 17.56 16.15 17.13 17.18
a, (A) 5.951 5.787 5.901 5.907
ro (A) 2.78 2.71 2.76 2.763
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TABLE I. (Continued)

Experiment Theory us-PP LDA Anal. Pot.
Econ/atom (eV) —2.752 —-2.784 —2.758
Epona (eV) -0.688 —0.696 —0.689
B (GPa) 67.6 66.8) 50.51
B’ 5.034 4.861) 3.749
Ga (Ref. 31 (Refs. 36—39
fcc-Ga (B;;=0.8950)
V (A%atom) 16.07 17.1@) 16.7719.28)
a, (A) 4.006 4.09 4.06@1.25)
ro (A) 2.83 2.89 2.83.01°)
Eon/atom (eV) —-2.737 —2.756 —2.714—2.748)
Epona (eV) —0.456 —0.459 —0.45%—0.457)
B (GPa) 63.7 65.a) (52.7%)
B’ 4.14 4.761) (4.09)

#The total energy for this structure was shifted to the experimental cohesive energy. All other total energies
were treated accordingly.
bCalculated under the assumption that only the first neighbor shell is within the cutoff radius.

the former work, where the axes were varied independentlgnd 3, the paramete®is in principle the only one that needs
for each volume. Additionally, we have investigated the s¢q e adjusted.

and diamond structure in order to represent configurations o experimental number for the Gdimer binding en-
with low coordinations as they can typically occur aroundergy of D,=1.4 eV as given by Huber and Herzb¥rds
vacancies and surfaces. All structures are stable with respe Bmewhact) Iaréer than the theoretical predictions foriHg

to isotropic expansion and compression. It should be note ground state (1.12-1.28 e¥5-%° while no experimental

however, that we did not investigate the stability with respec lue | ible for the bond dist Theref h
to shear deformation of the artificial simple cubic and zinc-Value€ IS accessible for the bond distance. 1herelore, we have

blende structure, since only the bond strengths and lengt@keénDo in agreement with the experimental value and ad-

are of interest for the potential fitting. justedrp, o) that the best fit of all other reference data can
The parametrization for the Ga interaction starts with theP€ achieved(Fig. 1). The parametep3 was chosen to be
pairlike term. After having calculated the values g, r,,  1.08 (A™'), which corresponds to a wave number for the
ground-state frequency of 162 c¢rh in agreement with ex-
Analy. Pot.: Gay, dia, sc, Ga-II, fcc, —@— periment and theoretical predictions.
0-Ga(D,M1, M2, M3) © The slope of the energy-bond relatipg. (7)] was then
1.6 | us—PP LDA: dia, sc, Ga-1L, fcc ~4p— 1 adjusted by varying the paramet8r Figure 1 shows the
1.4 LDA: Ga-11, focc ~f3-- - bond strength vs bond-length data for all Ga structures con-
% 12} O Gal (;xp) ® | sidered here, and the values as given by the analytical poten-
et Ga, (Il O tial with S=1.11.
g (1):(9) I ] Finally, the angular parameters were fitted to reproduce
8 o8| the structural information and the energetics of all structures
g o7 | i as given in Table I. Using the Levenberg-Marquardt scheme
06 L s=Lll SN | all properties were adjusted with a simultaneous fitting
' NN procedure.
05 A \\ 1 Describing the properties of the-Ga structure with this
0De ® relatively simple analytical potential is a nontrivial task. In
04

general, the bond-order function acts as a local detector, that
determines the bond strengths and lengths only from the
structural environment. Since metallic- and covalent-type
FIG. 1. Semilogarithmic plot of the energy-bond relation for PONds in Ga are characterized by unique bond angles and
different Ga structures: Shown are results of the analytical potentiadistances, the algorithm is potentially able to distinguish the
the us-PP LDA calculations, and literature values of LDA calcula-bond types only from the structural geometry. In the fitting
tions (Ref. 40. The experimental numbers for Ga-Il are taken from procedure we have considered each bond-Ga individu-
Ref. 35. The calculated dimer properties are results from Refs. 36-ally, using the structural parameters as given by the experi-
39. mental data. As can be seen from Table I, all cell parameters

23 24 25 26 27 28 29 30 31
bonding distance (A)
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1.04 15— TABLE Il. Parameter sets for the three interaction types.
e B B ij Ga-Ga As-As Ga-As
1.00 ¢ e B y 0.007 874 0.455 0.0166
003 @@ O 1 S 1.11 1.86 1.1417
B (A 1.08 1.435 1.5228

0.96 D, (eV) 1.40 3.96 2.10
0.94 | R, (A) 2.3235 2.1 2.35
c 1.918 0.1186 1.29

092 & - . d 0.75 0.1612 0.56

a—Ga: —

oo (¢ v —o ] h cos_(lao) 0.3013 0.077 48 0.237
o b/by 3~ 2u (A7 1.846 3.161 0.0

088 | g;go D 4l Reut (A) 2.95 3.4 3.1

056 a0 me D (A) 0.15 0.2 0.2

7070 075 0.80 0.85 090 095 1.00 1.05 1.IC

VIV,
o _ ~ This structure can be derived from the simple cubic structure
_ FIG. 2. Variation ofa-Ga cell parameters relative to the equi- py rhombohedral shear and a relative displacement along the
librium at different volumes calculated with the analytical potentlal.[lll] direction. A significant feature is the presence of
double layers, in which each atom has three nearest neigh-
as calculated with the analytical potential are in reasonabl@ors along orthogonal directions and three more at a larger
agreement with the experimental numbers. The potential igistance in the neighboring layers. Thearsenic is com-
able to distinguish between the short covalent and longepletely characterized by the rhombohedral anglethe lat-
metallic bonds, which proves the flexibility of the analytical tice parametea,, and the internal displacement parameter
scheme. Although the covalent bond is larger and the metalsee Table 1).
lic bonds are shorter than the reference data, the general |n the past the rhombohedral to simple-cubic phase tran-
feature of increasing lengti3<M1<M2<M3 is well re-  sjtion has been the subject of several theorétfcaf*°*%and
produced. In accordance with experiment, the lattice paramexperimentdl’*®studies. A comprehensive set of experimen-
etera is predicted to be shorter than while DFT calcula-  tal data, however, exist only for the rhombohedral structure
tions erroneously predict the reverse situation. In a firsand we are only aware of one study, that has additionally
application the structural parameterscofsa were calculated  studied bee-Ad? In this work we have therefore calculated
for different cell volumes by applying hydrostatic pressure.the structural properties of As in diamond, rhombohedral, sc,
As can be seen in Fig. 2 the relative compression for the lon@cc, and fcc structures, in order to derive a consistent data set
b axis is significantly larger than for the short axeandc. of configurations with different coordinations.
While the internal parameterdecreases almost linearly with Similar to the calculations af-Ga, we first optimized the
decreasing volume, an exponential increasevfr, can be  cell structure by keeping the internal coordinates fixed, and
observed. afterward optimized the atomic positions with a fixed cell

For all crystalline structures the agreement of the analytigeometry. The rhombohedral angle and the internal relax-
cal model with the experimental and theoretical referencetion parameter agree very well the pseudopotential calcula-
data is good in energies and bond length, while the bulkions performed by Needst al,****® while the lattice con-
moduli are consistently too small. This is related to thestant is somewhat lower. More importantly the energy
choice for the parametes, which was determined from the difference of the rhombohedral to the sc-phase is 0.069 eV
dimer ground-state frequency and determines the curvaturgnd therefore exactly the same value Mattheisal** re-
of the effective pair potential. ported from their linear augmented plane-wakaPW) cal-

The range of the potential is restricted to the first-culations. In a later study Needs al*® recalculated the sc
neighbor shell. In determining the melting point of theGa  structure with better convergence criteria, and obtained a
we found that a narrow cutoff interval increases the meltingsimilar energy difference of 0.06 eV. Table Ill gives an over-
point. The corresponding parameters were obtained using théew of all results in comparison. Here it should be noted,
procedure described in Sec. V A. The optimized cutoff rangehat Mattheisset al** calculated the cohesive energy using
of 2.8-3.1 A leads to a second-neighbor interaction in theheir LAPW scheme. The large difference in their numbers
fcc structure, which at the same time improves the agreememtom the experimental value reflects the difficulties in obtain-
of the structural parameters with the reference date ing reliable results for cohesive energies from total energy
Table ). The full parameter set is given in Table II. calculations. The bulk modulus as calculated in this work
and as given by Mattheisst al. is almost 50% higher than
the experimental one. This is given by the fact that we did
not vary the internal displacement parameter and the rhom-

The stable phase of arsenic is the rhombohedrphase, bohedral angle while changing the volumes. The numbers
that occurs in thé\7 structure typical for group-V elements. are therefore only given for reasons of completeness. The

B. Arsenic
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TABLE lll. Energy and structural parameters of different As phases. Given are experimental values and
theoretical results from DFT calculations in comparison to the us-PP LDA results of this work and the
corresponding numbers as described with the analytical model.

LAPW LDA Exper. us-PP Anal.
LDA Pot.
As, (Ref. 31
ro (A) 2.1026 2.1
D, (eV) 3.96 3.96
w, (cm™1) 347 347
diamond-As Bi;=0.5878
Vv (A%/atom) 25.842) 24.49
a, (A% 5.913 5.808
ro (A3 2.560 2.515
Econ/atom (eV) —2.487 —-2.510
Epona (€V) —1.243 —1.255
B (GPa) 52.61) 47.22
B’ 3.472) 4.55
a-As (Ref. 44 (Refs. 45, 4% exp.
Vv (A%/atom) 21.79 21.3 21.51 19.38 18.48
a, (A% 4.084 4.017 4.132 3.956 3.909
a (deg 55.9 56.28 54.12 56.71 54.62
u 0.2294 0.230 0.227 0.2317 0.2321
ro (A% 2.52 2.49 2.45
3.11 2.92 2.88
Econ/atom (eV) —(3.79 —2.96 —2.9 (Ref. 33 —2.96 —2.965
Ebond (eV)
B (GPa) (77° 43 55.6(Ref. 47) (82.2° 68.42)
58(5) (Ref. 49
B’ 3.3-4.4 4.0) 8.7(3)
Trmert (K) € 1090 K <1200 K
sc-As LDA (Ref. 49 Bi;=0.5199
V (A3%atom) 20.05 19.25 19.28 18.48 17.8
a, (A3 2.717 2.67 2.68 2.64 2.611
ro (A3 2.717 2.67 2.68 2.64 2.611
Econ/atom (eV) —(3.712 -29 -29 —2.89 —2.89
Epona (V) —0.966 —0.966 —0.963 —0.963
B (GPa) 87 122 91.4 96(83) 80.82
B’ 2.32 3.81 3.9) 4.64
bcc-As Bi;=0.4228
V (A%atom) 18.16 17.35 16.39
a, (A% 3.31 3.26 3.20
ro (A3 2.869 2.825 2.772
Econ/atom (eV) —2.65 —2.562 —2.462
Epona (V) 0.664 —0.640 —0.615
B (GPa) 100.97 96.8 84.39
B’ 3.58 3.8 4.93
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TABLE 1ll. (Continued)

LAPW LDA Exper. us-PP Anal.
LDA Pot.
fcc-As Bi;=0.3511
Vv (A3/atom) 17.57 17.55
a, (A% 4.217 4.125
ro (A3 2.918 2.917
Econ/atom (eV) —2.442 —-2.471
Epona (€V) —0.407 —0.411
B (GPa) 932) 87.47
B’ 3.63) 5.10

#Total energy for this structure was shifted to the experimental cohesive energy. All other total energies were

treated accordingly.

®Calculated with fixed rhombohedral angle and fixed internal coordinates.
‘Experimental value measured at a high pressure. The simulated temperature gives the boiling point.

properties calculated for the bcc-structure are in good agreenent is at least good, especially as this parameter set allows

ment with the numbers given by Sasakial*® The us-PP

one to describe the specificities of the rhombohedratruc-

LDA calculation predicts a somewhat lower lattice constanture. The bulk moduli are in good agreement with experi-

and differs by 0.088 eV in the cohesive energy.
The adjustment of the potential parametéi@ble II)

mental data where available, and in line with the DFT results
for structures not observed experimentally. Again the cutoff

starts again with the dimer properties. These are very imporrange of 3.2-3.6 A was determined by optimizing the melt-

tant for simulating. growth processes, and were thereforqeng behavior, which is rather complex in case of arsésée
taken from experimental measurements. The parameteso. v/ A for details It is worth mentioning that to our

ro, Dy, andp were chosen in accordance to the experimen
tal dimer properties!

Figure 3 shows that the reference data
nicely follow a linear slope in the semilogarithmic plot. The
parameteiS was chosen in a way that allowed the fcc struc-
ture to agree with the us-PP LDA result. The equilibrium

figurations.

positions of all other structures are energetically correctly

described. Only the bond distances tend to be slightly under-

knowledge the Ga and As potentials are the first analytical
models for these elements that reproduce the complex
ground-state structures as stable, energetically favored con-

. . C. Gallium arsenide
estimated for all solid structures. However, the overall agree-

Due to its technological importance GaAs is a very well-

Analy. Pot.: Aszl, dia, s, bee, foo, —@— characterized material, both theoretically and experimentally.
a-As © Therefore among IlI-V semiconductors it has attracted the
40 & us-PPLDA: dia, sc, bec, fec ~4p— 1 most attention in high-pressure studies. The currently ac-
a0l \\ LDA: sc, bee ~F— - cepted phase transition sequence on pressure increase at
@ o As, (exp)  + room temperature is GaAs¢kinc blende to orthorhombic
5 207 GaAs-II (Cmem structure, that can be seen as a distdsted
& 15 p=1435 A‘l\i\%’ structurg at about 17 GPa. Upon a further increase of pres-
g‘o ol Dy=3.96 eV . sure GaAs-lIl changes to a body-centered-orthorhombic
g 0'8 | rm21A Qg structure GaAs-1l(Imm2). Finally, a gradual transformation
’ S=1.86 ~, ‘3 into a simple hexagonal structu@aAs-IV) appears at high
06 r ¥ pressure around 600—800 kBar.
04 | \% | Theoretically, the sc16 structure has been predicted to be
stable at modest pressurésyut has not been found in ex-

periments. However, another fourfold-coordinated structure,
the cinnabar phase, appears in experiments on download
from GaAs-Il, but in accordance with the DFT calculations is
FIG. 3. Semilogarithmic plot of the energy-bond relation for €nergetically less favored than the sc16 forii It therefore

different As structures: Shown are the results of the analytical pofémains an open question if the cinnabar phase is an equilib-
tential, the us-PP LDA calculations, and literature values of LDA-rium structure above 120 kbar pressure or not. Since the total
calculations(Ref. 49. The experimental values for the dimers are energy neglects zero point contributions and phase transition
taken from Ref. 31. kinetics, they can only serve as guidelines here.

2.0 2.2 24 2.6 2.8 3.0
bonding distance (4%
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FIG. 4. Semilogarithmic plot of the energy-bond relation for
different GaAs structures: Shown are the results of the analytical

0.6

Analy. Pot.: Dimer, ZB, B1, B2 —@&-—
LDA: ZB, B1, B2 -}~
Exp. Data: Dimer,ZB @

-
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Kleinman relaxation parameter were calculated afterward,
following the procedure given by Nielsen and Martfit is
worth mentioning here that the deformation energy for this

22t PY shear mode has contributions from the individual bonds and
S 20r 6\\ from the bond angles. Even if the ideally deformed structure
% 1'2 \D predicts the correct elastic energy, it is perfectly possible that
g - \ the internal relaxation leads to a vanishing shear stability
L L4t \ characterized by a large Kleinman relaxation paraméter
2 121 p=15228 At \\ Table IV gives an overview of the GaAs properties as
8 1ol Do2lev CER® described by the analytical model. The agreement for all
1,=2.35 A \ properties is fairly excellent. Only the relaxed shear modulus
08 | S=1.1417 \\\ appears at little bit too low. As before the cutoff para-

meters were optimized by testing the melting propertsese
Sec. V A. The full parameter set is given in Table .

V. MELTING BEHAVIOR
A. Optimizing the cutoff radii
Since previous GaAs potentials had problems in repro-

potential and literature values of LDA calculatiofRefs. 57 and
53). The experimental values for the dimer are taken from Ref. 55
and those for the zinc blende structure from Ref. 58.

ducing even the ground-state structure of the Ga, As and
GaAs materials? we placed special emphasis on ensuring
that we obtained at least the correct ground-state structure.
We used two kinds of test simulations for this. One consisted
For deriving the GaAs parameter set we have thereforgf heating up crystalline cells until they melted, and subse-
considered the zinc-blende structure as the only fourfoldguently cooling them slowlyover 100 ps to 10 ngto 0 K,
coordinated phase. Among the high-pressure forms, we hawghecking that the final structure was higher in the potential
chosen theB1 structure rather than the orthorhombic energy than the desired ground state. Although this method is
GaAs-Il structures as reference. Modeling the buckling ofgood for finding structures with energy minima far below the
the Cmcm structure imposes too many constraints on thground state, it is not good enough to spot minima lying just
fitting procedure, which leads to a worse description of thesjightly lower (~0.1 eV) in energy than the desired state.
zinc-blende properties. Since tB and GaAs-Il structures Top test the potential against such local minima, we used
are fairly similar, we consider this a justified simplification. simulations of a liquid and solid in equilibriurtthe same
As representative of a highly coordinated structure, the metasimulations were also used to determine the melting point,
stableB2 form has been considered, because none of thgee below: If other energy minima are present, a phase tran-
thermodynamically stable high-pressure structures has a cgition to the lower minimum is likely to be initiated at the
ordination of eight. Given the fact that a large body of total-|iquid-solid interface over long time scales.
energy calculations is accessible in literature, we did not per- The cutoff values of the potential were not systematically
form any additional DFT calculations on GaAs. optimized in the fit of the potential to the different phases.
The GaAs dimer is experimentally well characterized.Hence we could somewhat modify them to obtain a better fit
Lemire etal® reported a ground state frequency of to the melting point. Possible cutoff values were limited from
215 cm!, and determined a bond strength dd,  below by the nearest-neighbor distance of the fitted struc-
=2.06(5) eV in accordance with the value of 2.1 eV astures of materials. The second-nearest neighbor defined an
given in Huber and Herzberg's data collectirBy choos-  upper limit. The final cutoff was then chosen by testing sev-
ing an experimental bond length of 2.53 A, however, weeral values between these limits for melting properties.
were not able to adjust the Pauling relation for the solid The melting point was determined by simulating a box
structures and therefore changegdto a somewhat lower with liquid and crystal phases. The system was first equili-
value of 2.35 A. Even thg parameter as determined from brated at some temperature near the predicted melting point.
the oscillation frequency, did not allow us to fit the elastic The development of the phases was observed at several tem-
properties of the zinc-blende structure correctly. The valugeratures to see whether the system melted or crystallized.
we have chosen corresponds to a ground-state oscillation fr@erendsen pressure conffbio zero pressure was used in all
quency of 278 cm*, which is still reasonably close to the melting simulations, independently in tiey, andz dimen-
experimental number. sions. The number of atoms was 2000—4000 and the simu-
All reference data nicely follow a linear relationship in lation time was 200—2000 ps.
the semilogarithmic plot as depicted in Fig. 4. The angular The melting point for Ga was found to be 60000 K.
terms were adjusted by including the elastic moduli for theThis is clearly higher than the experimental value 303K,
zinc-blende(ZB) structure GaAs- into the fitting procedure. but still not completely unreasonable considering the com-
Since atomic forces were not calculated for the parametgslex structure of Ga.
fitting, the shear modulus was adjusted to the static shear For As the experimental melting point is 1090 (Heter-
modulusCj,. The internally relaxed shear modulus and themined at high pressures under an As atmosgfierehich is
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TABLE IV. Energy and structural parameters of different GaAs phases. Given are experimental values
and theoretical results from DFT calculations in comparison to the corresponding numbers as described with
the analytical model.

GaAs dimer Exp(Ref. 55 Anal. Pot.
ro (A) 2.5312) 2.35
D, (eV) 2.085) 2.1

w, (cm™1) 215 278
GaAs Bi;=0.9825
ro (A) 2.412
Epona (€V) -1.821
Zincblende GaAs scf-LDARef. 57 scf-LDA (Ref. 53 (Ref. 58 Bi;=0.9724
Vv (A%fu.) 44.66 44.14 45.16 45.16
a, (A% 5.632 5.610 5.653 5.653
ro (A3 2.438 2.429 2.447 2.447
Econ/f.U. (eV) (—6.70 (—6.71 -6.71 -6.71
Epona (€V) (—1.679 (—1.677 -1.677 -1.677
B (GPa) 74.8 73.3
B’ 4.56 4.5
C.; (GPa) 118.1 123.6
C1, (GPa) 53.2 48.2
Cus (GPa) 59.2 39.4

¢ 0.547
cg, (GPa) 75.0 (Ref. 56 73.2
Trmet (K) 1513 K 190@100 K
B1 B;=0.9152
Vv (A%fu.) 36.76 36.1948 37.64
a, (A% 5.278 5.251 5.32
ro (A3 2.639 2.625 2.660
Econ/f.u. (eV) —6.168 —6.156 —6.168
Epona (V) —-1.028 —-1.026 —-1.028
B (GPa) 95.63
B’ 4.77
B2 B;=0.8718
V (A3%atom) 35.16 34.89
a, (A3 3.276 3.267
ro (A3 2.837 2.830
E.on/atom (eV) —5.73 —5.56
Epona (V) —-0.716 —0.695
B (GPa) 104.9
B’ 4.96

higher than the boiling point, 880 K, determined at normal Simulation temperatures of 1700, 1800, 1900, 2000, and
temperature and pressifelnterpreting how this behavior 2100 K were used for the GaAs system. With the selected
should be reflected within the limited time scale of MD cutoff, the melting point was 19@0100 K, in good agree-
simulations is not straightforward. Nevertheless, we simument with the experimental value of about 1506%.

lated As at 400, 700, 800, and 1200 K. At 400 K the system The molten GaAs phase was initially stable, but after long
crystallized. At 700 and 800 K the liquid boiled quickly, but simulation times 1 ns) around or above the melting
crystallization was also observed. The whole system boileghoint, pure As bubbles form in the liquid, leaving the rest of
at 1200 K. Considering the complex experimental behaviorthe molten zone in a Ga-rich GaAs phase. This kind of seg-
we consider this to be in good agreement with the experiregation is also believed to occur in the liquid phase of real
ments. GaAs®?
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This behavior is in good qualitative agreement with ex-
periments on liquid GaAs, which was reported to be Ga rich
unless placed under a high pressure in an As atmosfh&te.

In the gas phase over a solid or liquid, Artfishowed that

As is predominantly in the form of Asand As, molecules.
Furthermore, he argued that, in a solution, As forms segre-
gated polymerized structures with an estimated number of
10-15 in the As aggregations. Recently, Godlevsky and Che-
likowsky reported that they did not observe As clusterization
in ab initio calculations on liquid GaAgRef. 64; however,
their simulations were carried out in systems with only 64
atoms and over a few ps. It is not clear whether a segregated
As phase can even be expected to form over such a short
time scale. We propose that the mixture of,Asnd Ag
bound to each other, which we observe in the liquid GaAs,
could be the polymerized structure suggested by Arthur.

When this liquid phase is rapidly cooled below the melt-
1240 — - - - - T T ™ 2300 ing temperature, the As bubbles first remains intact, but in
equilibration runs at temperatures around 1300—-1500 K over
nanosecond time scales we observed that they slowly shrink

2250

g 2200 o in size, and the As is absorbed into the surrounding GaAs
& 2150 = [see Fig. ®)]. The shrinkage is much faster when the cell is
< § under a high pressure, of the order of 10 kbar, as expected
3 210 g from the equilibrium pressures of As over GaXsAt the
2 2050 © same time, a crystalline phase starts to form in another part
of the simulation cel[Fig. 5a)], although during this nano-
2000 second time scale it still has some defects in it.
' ' 11950 Because the ground state of GaAs in the solid phase is the

100 500 1000 1500

Time (ps) stoichiometric crystalline state, the observed recrystallization

behavior is what would be expected experimentally. Since
FIG. 5. (@) Structure of amorphous GaAs after melting at 1900the correct fourfold-coordinated crystalline structure is ob-
K at 0 pressure and subsequent cooling to 1500 K. The figure is Bined here starting from a completely random atom configu-
15-A cross section of the whole simulation cell. Only the covalentration, this also gives us great confidence that our potential
bonds between atoms are shown, with the half of the bonds clos&loes indeed give the right ground-state structure of GaAs.
to As shown by the darker color and the half of the bonds closer t&Since long-range interactions are not part of the potential,
Ga shown by the lighter color. The low-density region on the uppethowever, there is of course no energy difference between
left is a segregated As bubble which has formed during melting. Ondifferent packing sequences {:ﬂfl]} planese.s
the lower left and lower right a recrystallized GaAs region has
formed.(b) Number of atoms in the As region and crystalline atoms
in an equilibration run below the melting temperature of a simula-
tion cell similar to the one ina). A “crystalline” atom is defined Defect formation energies were calculated with this ana-
here as a fourfold-coordinated As atom with all bonds to Ga atomsyytical potential for a system that was as thermally equili-
or a fourfold-coordinated Ga atom with all bonds to As atoms. They ated at 600 K, and then slowly cooled dovn0tK atzero
figure shows how the As bubble shrinks and the crystalline regionyassyre. The defect formation was calculated then from the
grows during equilibration. potential energyEy of the cell containing the defect using
the formalism of Qiaret al,®®

VI. DEFECT PROPERTIES

B. Test of melting and recrystallization properties

In addition to the melting point simulations, we also ana-o(1Ga,pwas)
lyzed the structure of molten and quenched GaAs by a serie
of simulation where GaAs first became molten starting from
random atom positions, and subsequently cooled below th
melting temperature in one or several stages.

When GaAs became molten at zero pressure, even on — 3 (nga—na)Au,
slightly above the melting temperature, we observed that
some(but not al) of the As atoms segregated into a separatavheren’s are the number of atoms in the cell apth the
As phase. This phase obtained a dilute structure with Agorresponding chemical potential. For thermodynamic rea-
atoms predominantly in tetrahedral Aand cubic Ag con-  sonsAy is restricted to the range AH;<Au<AH;.
figurations which are weakly bound to each other. The struc- The calculations were carried out with a 64-atom cell in
ture of the segregated As is illustrated in Figa)5 order to allow a better comparison wittb initio supercell

— 1 bulk L bulk bulk
_ED ) (nGa+nAs)lu‘C;{aAs -7 (nGa_nAs)(lu‘GMa _MAL;

’
ED

®
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TABLE V. Defect formation energies of different point defects 4.2

as calculated with the analytical potential using a 64 atom cell and =
pressure control. For comparison results of LDA calculations by 7'8 sk o odxd) ]
Northrup and ZhangRef. 67 and Pgkko et al. (Ref. 68 are -
given. g

— 34 -~\'V(2X4) .
Type E[ (eV) AV (A% E] (eV) (Ref. 67 E[ (eV) (Ref. 68 X \\\\

~ S ee
Via 2.4 -32 455 530 - __-/35_2:4) Bxt) =~
Vs 2.0 —45 2.33 e

2x4 T ——

la 11 18 214 (5 Cogp @ T
las 5.9 44 6.14 0.8 0.6 04 -02 00
Gans 1.5 1.5 2.74 Bas-Hasouk) €V)
Asg, 5.6 26 2.50 2.29
VgsVas 3.8 —14 3.54 FIG. 6. Surface energies of the reconstructions studied in this

work. Note that reconstruction@(2x4) and B2(2x4) have
nearly equal energies. Vertical lines indicate the allowed range of
calculations. The results are summarized in Table V. Thetas. The value used fojaspuky Was 2.965 eV as obtained for
vacancy formation energies are well reproduced and the Ga-As using the current potential.
interstitial | g, is predicted to be the most stable neutral point
defect in agreement with the results ofyRko et al,®® while ~ defects began to form on the surface. The structures with
the As interstitiall , has the highest formation energy, which high As contenf y(2x4) and c(4x4)] were unstable even
is predicted by DFT calculations, as well. Among the antisiteat low temperatures. The topmost As dimers began to disso-
defects, however, the formation energy ofAss poorly  ciate and desorb at 100 K in these surface structures.
described. These results indicate that the As-As interaction is not
well optimized for a description of As-terminated surfaces.
VIl. SURFACE PROPERTIES This conclusion is supported by the further observation that
the surface energies of the high-As-coverage reconstructions
The GaA$OOl) surface is known to have many recon- were too |arge Compared to the energies of ﬂ'(@)(4)’
structions depending on growth conditidits® Probably the  g(2x 4), 2(2x 4) surfaces. In Fig. 6 we show the forma-
most relevant of them—from the point of view of molecular tjon energies of the reconstructions studied in this work as a
beam epitaxy—are the As-terminateck2 surface struc- fynction of the chemical potential of the As atom reservoir

tures. There is experimental evidence of @Xx4), B(2 4, . The formation energy is calculated by the equati6h
X4), B2(2x4), andy(2X4) reconstructions. In addition, a

c(4X4) structure has been reported. Q=U-ngEgaas— ANpis, 9

The ability of the current potential to describe the proper-
ties of the GaAO01) surface was investigated by calculating whereU is the potential energy of the surface configuration,
the minimum-energy configurations of the As-rich surfacenc,is the number of Ga atoms in the system, dighas is
reconstructionsa(2x4), B(2x4), B2(2x4), y(2x4), the formation energy per molecule of GaAsn is the sto-
and c(4x4). Energy minimization was performed using the ichiometry of the systerf0, 1/4, 1/4, 5/4, and 1/2 perx1
conjugate gradient technique, with the initial atom positionsunit cell for a(2XxX4), B(2X4), B2(2X4), c(4X4), and
taken from the literaturésee, e.g., Ref. 71 The simulation y(2X4), respectively The allowed range ofuas is
systems consisted of ¥212X5 unit cells with the number  uagpuiy = AH< mas< has(buik)» WhereAHy is the formation
of atoms between 2772 and 288fepending on the recon- energy of GaAs from bulk Ga and As. By using the current
struction) with the bottom layer of the atoms fixed. Qualita- potential we get the limits 2.054 e¥u,<2.965 eV.
tively, the resulting geometries were in agreement with the In the literature’"">~">the sequence of stable structures of
calculations in the literature. However, the current potentiabn As-terminated GaA801) surface when going from Ga-
gives a value of 3.2 A for the surface As dimer bond lengthrich to As-rich environmenifrom small to largeu,s) is
for the a(2Xx4), B(2X4), and B2(2x4) reconstructions generally observed to bey(2X4)— B(2X4)/B2(2X4)
while the latestab initio calculations indicate a value in the — y(2X4)—c(4X4). The current potential predicts so
range of 2.5 t0 2.6 A! large formation energies for thg2x4) and c(4x 4) recon-

As the Tersoff parametrization of Sayetlal!? for GaAs  structions that they would not be stable in the allowed range
is known to produce unstable surfac¢éshe stability of sur-  of the As chemical potential.
faces described by the current potential was tested by MD In order to obtain a more realistic dimer bond length and
simulations of the above-mentioned reconstructions at finitéormation energies some test runs were performed by scaling
temperatures. The systems were simulated for 5 ps in a cothe As-As cutoff radius. However, even by decreasing the
stant temperature mode, after which they were slowly cooledutoff by 0.4 A resulted in a dimer bond length of 2.9 A
to zero temperature with a cooling rate of 0.01 K/fs. All the which is still too large. In addition to this, the effect of the
reconstructions with low As coveragea(2x4), B(2X4), potential parameteras.as fOr the As-As interaction in Eg.
and B2 (2x4)] were stable up to about 800 K, above which (4) on the As dimer bond length was studied. By increasing
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We have presented an analytical potential for modeling
Ga, As, and GaAs using a short-ranged bond-order algo- APPENDIX: FIT OF A REPULSIVE POTENTIAL
rithm. The potential describes different dimer properties and o . .
. In applications where one needs to take high-energetic
several solid structures of the pure elements and the com-

pound including metastable configurations. Most impor-ni'ggjs;? etg) nfgng;o?hsebgwj;r\'/eam;f é?t?hgccgtjengii; Ifo
tantly, the complicatedr-As and a-Ga structures are repro- Y P P P

. . realistically describe such collisions. To this end, we first
duced as thermodynamically most stable phases which was . . ) : . .
erive an accurate repulsive pair potential for a dimer using a

verified by investigations of the melting behavior. For Ga, ) :
As, and GaAs the melting points are quite well reproduceqdenslt)_/-functlonfal theory methdWe then construct a total
potential V1 using

by optimization of the cutoff function. Point defect proper-
ties were checked and compared to LDA results from litera- Vo) =Vr(N[1—F(r)]+[Vey(DIF(r),  (Al)
ture. Except for the As antisite defect, all defect properties
are in line with LDA calculations from the literature. Testing Where Vg is the individual bond energy described in the
the surface properties resulted in a similar picture, namely, &ain text, and the Fermi function
reasonable agreement for those reconstruction with little As
coverage. Surfaces with As-rich configurations, however, are
not realistically described. In a first application the structure
of molten GaAs has been investigated. Our simulations re-
veal the segregation of arsenic in a polymeric structure, The values of the constarits andr; are chosen such that
which corresponds to experimental findings. the potential is essentially unmodified at the equilibrium and
In conclusion, this is to our knowledge the only inter- longer bonding distances, and that a smooth fit at short sepa-
atomic potential that describes the structure and bonding afations with no spurious minima is achieved for all realistic
Ga, As, and GaAs within one analytical form, and thereforecoordination numbers of the atoni$—12. We have also
allows atomistic computer simulations of a wide range ofchecked that these fits give a realistic value for the effective
materials problems related to GaAs. These include crystallithreshold displacement energy in Ga’s.
zation from melt, defect formation and clustering in the bulk, Using this approach we obtained=1.2 A and b;
as well as thermomechanical properties of Ga, As, and GaAs= 12.01/A for the Ga-Ga interactions, amg=1.0 A and
The potential in the present form, however, does not seem th;=12.01/A for Ga-As and As-As interactions. These same
be suitable for simulations of surface growth processewalues also give a smooth fit to the Ziegler-Biersack-
where As-rich surface reconstructions play a role. Littmark universal repulsive potenti&f.

VIIl. CONCLUSIONS

F(r)= (A2)

1+e bir=ry’
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