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Flux phase as a dynamic Jahn-Teller phase: Berryonic matter in the cuprates
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There is considerable evidence for some form of charge ordering on the hole-doped stripes in the cuprates,
mainly associated with the low-temperature tetragonal phase, but with some evidence for either charge-density
waves or a flux phase, which is a form of dynamic charge-density wave. These three states form a pseudospin
triplet, demonstrating a close connection with theE^ e dynamic Jahn-Teller~DJT! effect, suggesting that the
cuprates constitute a form of Berryonic matter. This in turn suggests a new way of looking at the DJT effect:
we provide an interpretation in terms ofabstract operator algebra, demonstrating~1! a purely electronic DJT
effect and~2! a generalization of the DJT effect applying to a wide category of competing instabilities. A
simple model of the Cu-O bond stretching phonons allows an estimate of electron-phonon coupling for these
modes, explaining why the half breathing mode softens so much more than the full oxygen breathing mode.
The anomalous properties of O22 provide a coupling~correlated hopping! which acts to stabilize density wave
phases.

DOI: 10.1103/PhysRevB.66.024506 PACS number~s!: 74.20.Mn, 71.38.2k, 63.20.Kr, 71.45.Lr
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I. INTRODUCTION

Recently, there has been considerable interest in the
sibility of an anomalous phase arising in the cuprate
variously called the flux,1–3 orbital antiferromagnetic,4,5 or
d-density wave6 phase—and having a finite orbital angul
momentum in its ground state. Here, we demonstrate
flux phases can be generated via a solid-state analog o
dynamic Jahn-Teller~JT! effect, closely related to the con
cept of ‘‘Berryonic matter.’’7

In a ~molecular! JT effect, an electronic degeneracy in
symmetric molecule is lifted by distorting the molecule a
lowering the free energy by an amountEJT . A dynamicJT
~DJT! effect arises when there is a degeneracy both of e
tronic levels and of molecular vibrations~strictly speaking,
when two independent distortions have the same JT en
lowering!. Quantum tunneling between the two distortio
restores the~time-averaged! symmetry of the molecule, bu
leads to a net orbital angular momentum which is ha
integrally quantized.8,9 In principle, an analog of the DJT
effect should exist in dense solids,10,11 but this feature of
ground state nuclear motion has not been adequately
scribed. Here the connection between DJT effects and
phases is worked out. In particular, the anomalousp phase is
just the Berry phase of the DJT effect.

This result is particularly timely, since DJT effects ha
been proposed to play a role in a number of materials
current interest, including buckyballs,12,7 cuprates,13–15 and
manganites.16 Remarkably, many of these materials displ
stripe phases and/or high-temperature superconductivity,
it has been proposed that either strong electron-pho
coupling17,18or flux phases may be responsible for these f
tures. Moreover, in the cuprates, there is recent evidence
both strong phonon anomalies18–24 and possibly the flux
phase.25 Hence, the present formalism is applied to a sim
model of the in-plane phonons in the cuprates.

The two JT modes plus the DJT state can be combi
into a ‘‘pseudospin’’ triplet26 of charge-density wave~CDW!,
bond order wave~BOW!, and flux phase~dynamical CDW!.
0163-1829/2002/66~2!/024506~20!/$20.00 66 0245
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Restricted to a single four-copper-plaquette ‘‘molecule,’’ th
reduce to anE^ (b11b2) JT problem. The CDW and BOW
can be related to important phonon modes in the cupra
namely, the oxygen breathing mode and a shear mode w
couples to the tilting mode associated with the lo
temperature tetragonal~LTT! phase.~The electronic modes
are illustrated in Fig. 1, below, and the correspondi
phonons in Fig. 2.! A formal definition is given of the DJT
effect in terms of an abstract operator algebra. This definit
generalizes to provide an analog to the DJT effect for a
riety of competing instabilities in solids.

Our model calculations find a crossover from an antif
romagnetic insulator at half filling to a doped paramagne
phase stabilized by density wave order, separated by a
gime of phase separation~probably related to stripes, as dis
cussed in Appendix A!. The density wave is predominantl
stabilized by an electron-electron interaction, but with a s
nificant structural component. Hence, the phonons can
considered as weakly coupled spectators, which can be
to probe the predominantly electronic interactions. The s
tem is close to but probably not at the DJT degeneracy po
with the shear and flux phases lying lowest in energy.

This paper is organized as follows. Section II surveys
various phonons which experimentally are found to couple
the holes and shows that they fall into two classes, wh
couple strongly to electronic CDW’s and BOW’s, respe
tively. In particular, the BOW couples strongly to LTT an
dimpling distortions.~In Appendix A additional evidence is
presented that the coupling is particularly strong in the ho
doped regions, e.g., on charged stripes.! Section III A shows
that these CDW’s have a well-defined group~pseudospin!

FIG. 1. Pseudospin triplet: OCDW ~a!, OBOW ~b!, and OOAF ~c!.
©2002 The American Physical Society06-1
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R. S. MARKIEWICZ AND C. KUSKO PHYSICAL REVIEW B66, 024506 ~2002!
structure, which can lead to a flux phase via competit
between these modes. This is closely related to the DJT
fect of a square molecule~Sec. III B!. Section III C general-
izes the pseudospin formalism to a lattice. Section III D p
vides a different generalization. By restating the DJT eff
as a general property of quantum operator algebras, it is
that related effects can arise in many situations ofcompeting
order parameters, including the SO~5! model. As a result, a
number of alternative routes to flux phases are describe

In Sec. IV the DJT model is applied to the cuprates, b
for purely electronic interactions~Sec. IV A! and for com-
bined electron-electron and electron-phonon coupling~Sec.
IV B !, and it is found that the anomalous behavior of t
O22 molecule leads to a particular form ofcorrelated hop-
ping which helps stabilize paramagnetic CDW phases. A
pendix B discusses electron-phonon coupling to a large n
ber of planar bond stretching modes, using both three b
~Appendix B 1! and one band~Appendix B 2! models. The
reason why the half breathing mode is so strongly renorm
ized is explained. Some discussion ofdesideratafor a more
complete model are presented in Sec. V, and conclusions
presented in Sec. VI.

II. CLASSIFICATION OF PHONON MODES

A. Two groups of phonons

There is considerable evidence for strong electron-pho
coupling effects in the cuprates. While the effects are wea
than in the nickelates and manganites, we postulate that
this relative weakness which allows superconductivity
compete against charge ordering. The difficulty in analyz
the coupling lies in the fact that it is spread over so ma
different modes, and the modes vary from cuprate to cupr
Here we show that the strongly coupling modes can be c
sified into two groups, depending on the electronic sta
they couple to. These electronic states can be describe
site CDW’s ~leading to a pileup of charge on alternate C
atoms! vs bond CDW’s ~pileup on oxygens!—for short,
CDW’s vs BOW’s—illustrated in Fig. 1. Alternatively, sinc
the modes both couple strongly to a Van Hove singula
~VHS!, they may be classified by how they split the VH
peak: the site CDW’s leave theX andY @(p,0) and (0,p)]

FIG. 2. B1 ~a! and B2 ~b! distortions of Cu4O4. Open ~solid!
circles represent the Cu atoms~O atoms!.
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point VHS’s equivalent, but split each~as in the one-
dimensional Peierls transition!; the bond CDW’s make theX
andY points inequivalent.

It is the dynamic coupling of both of these modes whi
can give rise to flux or orbital antiferromagnetic~OAF!
phase, Fig. 1~c!. CDW’s can be instrumental in driving phas
separation instabilities in the cuprates, and evidence spe
cally linking these phonons to the charged stripes is p
sented in Appendix A.

The phonons coupling strongly to the site CDW’s are t
well-known oxygen breathing modes, which play an imp
tant role in several models of the cuprates.27,14,17,28,29These
modes are found experimentally to couple strongly to
doped carriers in both La22xSrxCuO4 ~LSCO! and
YBa2Cu3O72d ~YBCO!.30 However, while theoretically the
strongest coupling should be at (p,p), experimentally
breathing modes appear more strongly coupled near (p,0).
There is considerable evidence for coupling to stripes, p
sented in Appendix A.

B. Relation of shear mode to LTT, Dimpling, etc.

Less attention has been paid to a second class of pho
modes, which split the degeneracy of theX and Y VHS’s.
Whereas theoretically there should be a strong electr
phonon coupling withbond stretchingmodes, the observed
soft modes arebond bendingmodes, with different modes in
each family of cuprates: the low-temperature orthorhom
~LTO! and LTT tilts in LSCO, a dimpling mode in YBCO
and a rotation of the four planar oxygens about the cen
Cu in the electron-doped cuprates.31 Here, we suggest tha
there is a connection between these modes and the s
instability. We discuss each family of cuprates separately

LSCO. Direct evidence for proximity to a shear mod
instability has been noted in LSCO near the 1/8th anom
in the form of softening of theC11-C12 elastic modulus.32

The strongest indirect coupling to the shear is via the
mode associated with the LTT distortion, perhaps the m
important mode in the cuprates after the breathing mod
This mode~1! couples strongly to the VHS and~2! plays an
important role in stripe physics. It has been suggested
the observed LTO phase in doped LSCO is really dyna
cally disordered, with the local order being closer to LTT15

Evidence for this~and its connection to stripe phases! is pre-
sented in Appendix A.

While this tilt mode is the soft mode of the LTT disto
tion, it is important to keep in mind certain distinctions b
tween the two. Thus, an important driving force in both LT
and LTT instabilities is lattice mismatch between the Cu2
and LaO layers. In the instability, this mismatch is partia
relieved byreducing the Cu-Cu separation; the tilt moves the
intervening oxygen aside, allowing a closer Cu-Cu approa
On the other hand, the pure optical phonon mode is defi
as a relative motion of the atoms within a unit cell. Hence
tilt mode involves only oxygen motion, the Cu-Cu separati
remaining unchanged. With this distinction in mind, we
briefly demonstrate that the phonon mode does split the V
degeneracy and, hence, couples to the BOW. Since
Cu-Cu separationa remains unchanged, the Cu-O separat
6-2
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FLUX PHASE AS A DYNAMIC JAHN-TELLER PHASE: . . . PHYSICAL REVIEW B66, 024506 ~2002!
must increase tod5a/(2 cosu), where u is the angle by
which the oxygen is tilted out of the plane of the coppe
Lifting the oxygen also decreases overlap between the
dx22y2 orbital and the oxygenpx orbital, by a factor cosu.
Since the Cu-O hopping parameter is approximatelyt0

;cosu/d3.5, the effective Cu-Cu hopping ist;t0
2;cos9u.

For the LTT mode, the tilts are only in one direction, leadi
to txÞty , thereby coupling to the BOW. A similar effec
arises for the full LTT distortion.33 Qualitatively, the LTT tilt
pattern arises because the CuO6 octahedra tilt as rigid
units:34 since the octahedra are corner sharing, alternate
tahedra must tilt in opposite directions, leading to a dist
tion at wave vectorQW 5(p,p). ~The detailed interpretation
involves partial hole localization on oxygens, and the la
size difference between O2 and O22.33! Such VHS splitting
has recently received renewed interest.35,36

YBCO. While there was an early report of a local til
mode instability in YBCO,37 it is more likely that the role of
the LTT distortion is taken by thedimpling mode. While this
mode involves predominantly copper and oxygen motion
of the CuO2 planes, it also couples to in-plane Cu-O d
placements. In particular, it couples to the orthorhombicit38

and, hence, to the same shear mode involved in the
phase~distortion B1 in Fig. 2 below!. Hence the dimpling
also splits the VHS’s, but in a different pattern.39 Experimen-
tally, the distortion competes with superconductivity, and
large decrease of the orthorhombicity is found both at a
belowTc ,40 while a discontinuous change in the dimpling
found on passing through optimal doping.41Chain ordering
also plays a role, since it splits the degeneracy of
VHS’s along and across the chain direction. Photoemiss
seems to find that the VHS alongX(Y) is below
~above! the Fermi level,42 while neutron scattering43

finds that the stripes align along the chain direction, re
niscent of LTT pinning. In a related 123 compoun
~La12xCax)~Ba1.752xLa0.251x)Cu3Oy , the La31 at the Ba
cite disrupts the chains, leading to an average tetrag
structure; in this case a plane buckling is observed, whic
largest at the doping of optimal superconducting Tc .44

Bi2212. In Bi 2Sr2CaCu2O81d ~Bi2212!, the orthorhom-
bic ordering may be the cause45 of the ‘‘ghost’’ Fermi sur-
faces observed in photoemission46 and also couples strongl
to the VHS. Most suggestively, it has recently been fou
that the intensity of these ghost features peaks near opti
doping.47 This is close to the prediction of the VHS strip
model, in which the structural order should be maximal
the slightly overdoped regime, just when magnetic corre
tions disappear~termination of the stripe phase!.

C. Competition and cooperation of the CDW’s

In Sec. III, we will show that the molecular equivalent
the flux phase, the DJT state, arises from competition
tween the two other modes. In the cuprates, there is
evidence for a competition between the two types of CD
which we briefly review here. In LSCO, both the breathi
and the LTT modes show anomalous softening with dopi
An interesting situation arises in YBCO. Pintschovius a
Reichardt~p. 349 of Ref. 30! note that a special form of Van
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Hove nesting39 can couple the dimpling and half-breathin
phonon modes, leading to a large doping-dependent re
malization of the latter. Dimpling of the CuO2 planes causes
the VHS’s to bifurcate~e.g., theX VHS splits along the
G-X-G line!. In turn, nesting between the bifurcated pea
leads to breathing mode softening alongG-X and can lead to
a period doubling instability. The exact nesting wave vec
is controlled by the degree of VHS bifurcation, which in tu
depends on the amount of dimpling. Thus, two phon
modes ~here the dimpling and half-breathing modes! are
strongly coupled by the VHS. A similar competition betwe
breathing and octahedral tilt modes near a superconduc
instability is found48 in Ba12xK xBiO3; in this case the tilt
modes are near theR point of the Brillouin zone, coupling to
the three-dimensional VHS’s.

Alternatively, since both kinds of phonons couple strong
to the VHS, softening of the breathing mode will repel t
lower-frequency~LTT or dimpling mode! phonon and can
drive that second mode soft. This strong mixing of the tw
modes can create a flux phase.

III. ELECTRON-PHONON COUPLING: FROM SQUARE
MOLECULES TO CUPRATES

In this section, we show that the three electronic CD
modes ~with or without their associated phonons! form a
symmetry group and map the interaction to a molecular
model. We demonstrate that the same degeneracy aris
both the molecular and lattice problems. In Sec. IV we ap
these results to the cuprates, showing~Appendix B! how the
phonons in LSCO fit into the scheme and calculating th
coupling to electrons.

A. Pseudospin group

We begin with a purely theoretical description, based
the group theory of instability or spectrum generati
algebras,49 specialized to the VHS instability group,5,50 of
SO~8! symmetry. Within this group there is a triplet of CDW
operators, which couple strongly to phonons. These op
tors are spanned by an SU~2! subalgebra which we cal
‘‘pseudospin.’’

To specify the order parameters in terms of bilinear el
tronic operators, it is necessary to define these operatorsa
larger unit cell, containing a plaquette of four coppe
atoms,15,50 replacing the copper~or Zhang-Rice singlet!
wave functions by electronic states symmetrized on a sin
plaquette. These statesc1 i jk5(c11 ic21 j c31kc4)/2 have
A1g (c1111), B2g (c1212), andEu (c1122 , c1221)
symmetry. Introducing creation operators for theEu doublet
a6,s

† (rW)5@cEu1 ,s
† (rW)6cEu2 ,s

† (rW)#/2, the pseudospin can b

written in terms of the Fourier transforms of these states
the basis

$Bs~k!%5$a1,s~kW !,a2,s~kW !%, ~1!

the explicit form of these matrices is
6-3
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ÕBOW5
g̃

2
T̃x , ~2!

ÕOAF5
g̃

2
T̃y , ~3!

ÕCDW5T̃z , ~4!

where

T̃x5S 0 1

1 0D , ~5!

T̃y5S 0 2 i

i 0 D , ~6!

T̃z5S 1 0

0 21D , ~7!

with ci5coskia and g̃5cx2cy . The operatorsÕCDW ,
ÕBOW, andÕOAF transform exactly as a pseudospin near
VHS’s (cx2cy562), but not at a general point in the Bri
louin zone. This same problem arises in SO~5!,51 and the
Henley operator52 was introduced to deal with it.

The electronic arrangements corresponding to these
erators are illustrated in Fig. 1:OCDW is a site CDW, with
excess charge on the odd sites 1 and 3 and a deficit on
even sites 2 and 4;ÕBOW is a bond centered CDW~BOW!,
with excess charge on the 1-2 and 3-4 links and a defici
the 1-4 and 2-3 bonds; whileOOAF is an orbital antiferro-
magnet, with an orbital current flowing clockwise, from
→4→3→2. In a three-band model,OCDW would represent
a Cu-based CDW andÕBOW an O-based CDW. Note that th
CDW mode is equivalent to the charge ordering found
La22xSrxNiO4 for x;0.5.53 The orbital current operator5

OOAF is closely related to the flux phase.1 In the flux phase,
hopping is accompanied by an accumulation of a ph
change byp on circulating a plaquette. For the plaquette
Fig. 1~c!, this leads to a contribution to the Hamiltonian pr
portional to

H85eip/4~a2
†a11a3

†a21a4
†a31a1

†a4!1H.c.

5
1

A2
~a2

†a11a3
†a21a4

†a31a1
†a41H.c.!22A2Ty . ~8!

The first term in Eq.~8! corresponds to an~uninteresting!
uniform hopping on the plaquette. Thus, up to this term,the
flux phase is equivalent to the orbital antiferromagn
OOAF (Ty).

While the instabilities are predominantly electronic, th
are accompanied by lattice instabilities, as in the Peierls t
sition. In particular, the CDW couples to the oxygen brea
ing mode and the BOW couples naturally to a shear dis
tion; these are referenced to a single molecule in Fig. 2.
relation of this shear to the LTT tilting mode was clarified
Sec. II.
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This pseudospin triplet is an exact condensed-matter a
log to the molecular JT modes responsible for the DJT
fects found in molecules. The enlarged unit cell associa
with Eq. ~1! provides a natural connection. Thus, we rega
the CuO2 planes as composed of a square array of Cu4O4
‘‘molecules’’ bonded to each neighbor by a pair of oxygen
These molecules can be embedded into the lattice in
equivalent ways, as illustrated in Fig. 3. While it is simpler
analyze a square lattice of square molecules, as in Fig. 3~a!,
a more accurate representation is in terms of a ‘‘cente
square’’ lattice as in Fig. 3~b!. ~Crystallographically, the cen
tered square is not a primitive unit cell, but it is convenie
for the present purposes.! The latter case has twice as man
molecules, but they are corner sharing. The atoms~coppers
and oxygens! in each molecule deform in the same way. F
instance, Fig. 3~c! illustrates the flux phase, labeling eac
square plaquette which contains a1p flux with a plus sign.
When interpreted as in Fig. 3~b!, the ground states have
twofold degeneracy, which is also found in the flux a
CDW phases.

The above analysis resolves an old conundrum. Ear
calculations interpreted the LTT phase in terms of a V
Hove-Jahn-Teller~VHJT! effect,15,29where the electronic de
generacy is associated with the presence of two VHS’s. T
is puzzling, since JT effects usually have a simple molecu
basis, but such a basis is not obvious in the present case
now see that the VHJT effect on the conventional lattice
equivalent to a conventional JT effect on a supercell latti
The resulting lattice constitutes a nearly exact realization o
Berryonic crystal—replacing the originally proposed7 JT ac-
tive triatomic molecules by square molecules.

The close connection between the JT and Van Hove vi
points can be clarified by representing the CuO2 plane elec-
tronic states in the supercell representation15,50defined above
Eq. ~1!. Including nearest-~t! and next-nearest- (t8) neighbor
hopping, the kinetic energies are

E~A1g!522t2t8,

E~Eu!5t8,

E~B2g!52t2t8, ~9!

so at half filling, theA1g level is filled and there are two
electrons in theEu levels. Optimal doping corresponds t
one extra hole per plaquette, leaving one electron in theEu
levels, and a JT effect. The full band dispersion of the squ
lattice can be written as a superposition of these four st
~Appendix I of Ref. 15!. It is found thatall states near the

FIG. 3. Berryonic matter: two views of the lattice of squa
molecules, either as simple square~a! or as centered square wit
corner sharing molecules~b! compared with the flux phase~c!,
where the1 ’s indicate plaquettes with a1p flux.
6-4
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VHS’s are built up exclusively of Eu states. On the othe
hand, states near the nodal points haveA1g character. Note
that this explicitly demonstrates that VHS instabilities pers
down to ‘‘lattices’’ as small as a single 232 plaquette.

The above calculations are for the weak-coupling lim
and are consistent with the charge ordered states foun
Sec. IV. However, the analysis can be repeated in the stro
coupling limit. Thus, for an antiferromagnetic arrangeme
the ~mean-field! energies are E(A1g)5E(B2g)52t8

2AŪ214t2, E(Eu)5t82Ū, with Ū.U/2. With
parameters54 t.325 meV, U/t.6, t8/t.20.276, andJ
54t2/U, E(Eu)2E(A1g).2t81J.t/6.0, so the first hole
would again come from theEu level, although all levels are
close in energy.~Note that a smallerJ would reverse the
order of the levels but would still lead to an electronic d
generacy.! Thus, one can still have a JT instability in th
strong-coupling limit, although its nature can be significan
modified. For a somewhat different example, see Ref. 55

The present JT effect is significantly different from th
conventional JT effect of a CuO6 octahedron, which involves
the electronic~pseudo!degeneracy associated with the Cudz2

anddx22y2 orbitals. Many earlier studies~e.g., Refs. 13 and
56! have proposed that this~pseudo-!JT effect plays an im-
portant role in cuprate physics. The present model wo
even if thedz2 orbitals are completely uncoupled~although a
residual coupling could enhance the present effects!. The
model is closer to the large polaron limit,57,58 but with a
particular choice of polaronic coupling dictated by the und
lying SO~8! group structure.50

B. Molecular Jahn-Teller effect

As a preliminary to studying the VHJT effect on a lattic
we first look at the molecular analog, a Cu4O4 molecule with
square planar symmetry,D4h , which corresponds to theE
^ (b11b2) JT problem.11,59,60 This molecule can display a
DJT effect which bears a striking resemblance to the fl
phase. Figure 2 displays the relevantB1 andB2 distortions,
assuming predominantly oxygen vibrations. TheB2 distor-
tion is the oxygen breathing mode, while theB1 has the form
of the shear wave associated with the LTT instability.

The JT energy can be writtenEJT
( i )5Vi

2/(2Mv i
2), where

Vi is the electron-phonon coupling andM is the ionic mass.
In terms ofEJT , there are three classes of solution:

~i! EJT
(1)ÞEJT

(2) ,
~ii ! EJT

(1)5EJT
(2) but v1Þv2,

~iii ! EJT
(1)5EJT

(2) andv15v2.
For case~i! the lowest-energy state consists of a static

distortion of the mode with larger JT energy only. Th
simple case may apply to the cuprates: it has long bee
puzzle why the oxygen breathing modes do not display
large softening expected27 near (p,p). On the other hand
the LTT mode is quite soft and nearly unstable. This wo
follow if EJT

(1).EJT
(2) . The results of Sec. IV are consiste

with this possibility. However, formally the special cases~ii !
and ~iii ! are more interesting, allowing dynamic solutio
which are closely related to the flux phase.

Case~iii ! reduces exactly to the well-knownE^ e prob-
lem of the triatomic molecule,8,9,61 and the electronic wave
02450
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function is double valued: when the molecular motion under
goes a 2p rotation, the electronic wave function picks up a
extra factor ofp, the Berry phase.61,62 However, in the cu-
prates the phonon frequencies are very different~Appendix
B!, so case~iii ! does not apply. Nevertheless, condition~ii !
~weak degeneracy! may hold approximately in the cuprate
and it is known that inclusion of quadratic vibronic couplin
enhances the range of case-~ii ! degeneracy.63 This special
case has recently been analyzed:60 the DJT effect withp
Berry phase is preserved, although the classical motion m
be chaotic.

The origin of the wave function sign change is explain
in Fig. 4. As each oxygen atom rotates about its undistor
position, the hole~large circle; a second hole is in the sym
metric position! rotates about a different origin, the center
the square. When the individual atoms complete one
rotation, the hole has only completed half of a rotation, j
as in the triangular molecule.8 When the atoms complete
second rotation, the hole returns to its initial position for t
first time. In analogy with the triatomic molecule, the ele
tronic wave function can be kept single valued by multip
ing it by a phase factoreiu/2, whereu is the electronic rota-
tion angle.@Parenthetically, it can be seen from the abo
figure that, in addition to the phonon modes listed in S
II B, the Cu (p,0,0) half-breathing mode, by changing th
Cu-O distance, would couple to the BOW mode.#

Thus, the DJT effect with anomalous Berry phase ex
for a square molecule; while this involves some ‘‘fin
tuning,’’ the matching requirement may be relaxed by qu
dratic vibronic coupling.63 In the following subsection, we
will see that a similar accidental degeneracy exists for
lattice problem, and it is known that the structural transitio
in LSCO are strongly nonlinear.14,64

C. Extension to the lattice

In this subsection we formally derive the condition for th
degenerate case~ii ! to occur when theE^ (b11b2) problem
is extended to the lattice. We follow the notation of Ref. 6
treating each plaquette as a lattice site, labeledlW, which

FIG. 4. Dynamic JT rotation mixingB1 and B2 modes of O4.
Large open circle represents one hole. Each time step~a!–~f! rep-
resents one-quarter of a cycle of molecular rotation, so in frame~e!
the molecules have completed one cycle of rotation with respec
frame ~a!, while the hole has completed only half a rotation.
6-5
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therefore has three relevant electronic modest i( lW), i
51,2,3. Following standard JT practice, we will only includ
the two real modesi 51,2 @corresponding to Eqs.~2! and~4!#
in the Hamiltonian. The JT coupling becomes

HJT5 (
i 51,2

HJT,i , ~10!

HJT,i52h iei(
lW

t i~ lW !2(
qW

(
m

v i
m~qW !Qi

m~qW !t i~2qW !,

~11!

where the corresponding phonon modes areQi
m( lW) @with

Fourier transformQi
m(qW )], the m sum is over different pho-

non branches of a given symmetry,v i
m is the linear electron-

phonon coupling constant, and we include coupling to
elastic strains, withei and h i the strain component and it
coupling tot i . If the phonon Hamiltonian is written

Hph5
1

2 (
i ,m,qW

Mv i ,m
2 Qi

m~qW !Qi
m~2qW !, ~12!

with M an appropriate ionic mass, then the linear coupling
Qi can be replaced by an effective electron-electron coup
by the displaced oscillator transformation:

Q̂i
m~qW !5Qi

m~qW !1
v i

m~2qW !t i~qW !

Mv i ,m
2

. ~13!

This transformation approximately decouples the phono
leaving an interaction

Hint52(
i , lW

h ieit i~ lW !2
1

2 (
i ,qW

Ji~qW !t i~qW !t i~2qW !,

~14!

with Ji(qW )5(mKi
m(qW ),

Ki
m~qW !5

v i
m~qW !v i

m~2qW !

Mv im
2 ~2qW !

. ~15!

This decoupling is only approximate, since theQ̂’s depend
on thet ’s, so that they do not obey canonical commutati
relations. It will, however, be adequate for the present p
poses. At the mean-field level,

h i^ei&5m i^t i&, ~16!

with m i5Nh i
2/2ci

0 andci
0 the bare elastic constant. Letting65

l i5m i1(
m

S Ki
m~0!2

1

N (
qW

Ki
m~qW !D ~17!

and assuming only oneD i is nonvanishing, the gap equation
are

D i5l i^t i&, ~18!
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^t i&52(
kW

D i

f „E1~kW !…2 f „E2~kW !…

E1~kW !2E2~kW !
, ~19!

with E6 the energy eigenvalues andf (E) the Fermi func-
tion. If l1Þl2, only the mode with largerl i has a nonzero
expectation value, although both modes can soften above
transition temperature. However, when

l15l2 , ~20!

thenD15D cosu0, D25D sinu0, with u0 arbitrary. Equation
~20! is the generalized version of condition~ii !.

D. Operator algebra cookbook: Six ways to prepare a
flux phase

The dynamic JT effectfollows directly from the above
operator algebra, Eqs.~2!–~7!. Note that the commutator o
any two Ti ’s is the third Ti . This has important conse
quences for competing orders: ifany two of the operators
have a finite expectation value, thenthe third operator must
also be present. ~No restrictions are placed on situation
where only one operator has a finite expectation value.! In
the usual development of the dynamic JT effect, this gro
theoretical aspect is lost, as the dynamic,Ty operator is
treated on a very different footing from the other two: t
‘‘static’’ ~real! electronic operators appear in the Ham
tonian, explicitly coupled to static distortions; the ‘‘dy
namic’’ component is then generated dynamically from t
degeneracy of the first two modes. In reality, this is a qu
general operator property, extending to every subgroup of
SO~8! or SU~8! operator algebras.50,49 Perhaps the bes
known case is competing antiferromagnetic andd-wave su-
perconducting orders: the simultaneous presence of both
ders requires the presence of a third component, thep
phase.66,51 Murakami67 has discussed several related e
amples.

We illustrate the advantages of the operator algebra
proach, by demonstrating all the pairs of competing ope
tors which will generate a flux phase. This amounts to all
SU~2! subalgebras of the covering algebra—in the pres
case, an SO~8! algebra.50 Figure 5 shows the representatio
of SO~8! in terms of antisymmetric 838 matrices. The op-
erators are defined in Ref. 50. In the matrix representat
each operator is represented by an antisymmetric matrix w
two nonzero elements: a 1 in theposition below the diagona
corresponding to the symbol in Fig. 5 and a21 in the cor-
responding position above the diagonal~since the diagona

FIG. 5. SO~8! operator algebra, illustrating the representation
the algebra in terms of antisymmetric matrices. Dashed and do
boxes illustrate those elements which do not commute with the
phase operatorOJC . Circled and boxed elements represent isos
triplets involvingOJC . ~The four other triplets are not accentuated!
6-6
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FLUX PHASE AS A DYNAMIC JAHN-TELLER PHASE: . . . PHYSICAL REVIEW B66, 024506 ~2002!
elements are zeros, they are not displayed!. For example,
elements which do not commute with the flux phase oper
OJC must lie in the same column or row of the figure; sin
only elements below the diagonal are illustrated, these
respond to the dashed and dotted boxes, respectively. Ch
ing any element from the same column~dashed box!—say
Dd2—the commutator of that element withOJC is given by
the element in the dotted box which shares the same
with the first element. Thus,h2 goes withDd2 ~circles in
Fig. 5!, CDW with BOW, etc. By following this procedure
all of the isospin triplets discussed by Murakami67 are
readily generated.

Each set of three elements so generated forms a cl
SU~2! algebra68 and leads to a form of generalized DJT e
fect. Unfortunately, in the present instance, most of the ot
operators are even more obscure than the flux phase. Th
operator comes up in the positive-U Hubbard model. There
the ground state involves competing CDWOCDW and
s-wave superconducting operators~where Ds65Ds6Ds

†),
and when both operators are present, anh phase must
appear—see the representation matrix. In principle, then
one could generate simultaneousd-wave superconductivity
and h phase, a flux phase would also appear. TheAW phase
has not been previously discussed. It appears to be a for
d-wave ferromagnet. For example, on a square lattice
kW -space representation ofAz is

Az5(
kW

g̃

2
~akW ,↑

†
akW ,↑2akW ,↓

†
akW ,↓!. ~21!

However, when antiferromagnetic~AFM! and flux phases
are simultaneously present, theAW phase will be spontane
ously generated.

IV. APPLICATION TO THE CUPRATES

A. Electron-electron coupling

In Sec. III C, a formal definition was given for the J
problem on a lattice of plaquettes. Here it is convenient
redefine the operators on the square lattice of the cupr
and demonstrate that they are equivalent to the earlier s
operators. We begin with a purely electronic model of t
CDW’s; it will turn out ~Sec. IV B! that the electron-electron
interaction actually dominates the electron-phonon coup
in the cuprates. While the exact mode coupling is not kno
a simple extended Hubbard model is convenient to anal
since the nearest-neighbor Coulomb interactionV contributes
to all three components of pseudospin, Eqs.~2!–~4!. The
resulting mean-field interactions are55

V (
^ i , j &,s,s8

ni ,snj ,s8528V^Tz&(
kW ,s

ckW1QW ,s
†

ckW ,s

24V^Tx&(
kW ,s

g̃kckW ,s
†

ckW ,s

14V^Ty& i(
kW ,s

g̃kckW1QW ,s
†

ckW ,s

14NV~^Tz&
21^T&2!, ~22!
02450
or

r-
os-

w

ed

er

if

of
e

o
es
of

e

g
,
e,

where^T&25^Tx&
21^Ty&

21^Tz&
2 g̃k5(cx2cy)/2. The gap

equations are

(
s

^ci ,s
† ci ,s&512x12~21!rW i^Tz&, ~23!

^ci ,s
† ci 1 x̂,s&2^ci ,s

† ci 1 ŷ,s&52~^Tx&1 i ~21!rW i^Ty&!.
~24!

The notation̂ Ti& is introduced to stress the close connecti
with matrix elements of theT̃i operators in Eqs.~5!–~7!
above. Below, it will be convenient to renormalize these p
rameters: Rx0524V^Tx&, Ry0524V^Ty&, and Rz05
28V^Tz&.

The CDW modes break the degeneracy of the bipar
lattice. We therefore define the fourier transform of the c
ation operator as a matrix:

aRW ,qW5aRW
0
eiqW •RW . ~25!

Writing RW 5a( i x̂1 j ŷ), wherex̂ and ŷ are unit vectors andi,
j are integers, then

aRW
0
5H ao if i 1 j is even,

ae if i 1 j is odd.
~26!

The Hamiltonian is then a matrix inao and ae or, alterna-
tively, in a65(ao6ae)/A2. The latter choice is equivalen
to restricting theqW sums to the ‘‘magnetic’’ Brillouin zone,
with ekW ,15ekW , ekW ,25ekW1QW . Here, we expand inao andae .
In this case, the electronic part of the Hamiltonian can
written H5Hel1H1 where the electronic kinetic energy is

Hel5S E1 E0

E0 E1
D , ~27!

with E0522t(cx1cy), E1524t8cxcy , and t (t8) is the
~next-!nearest-neighbor hopping parameter. At mean fie
the effects of bothV @Eq. ~22!# and the on-site Coulomb
interactionU can be included, leading to the Hamiltonia
matrix

Hel1H15S Rzs1E1 E01Rx1 iRy

E01Rx2 iRy 2Rz,s1E1
D , ~28!

with eigenvalues

E6,s5E16AR21E0
212RxE0, ~29!

whereR25Rx
21Ry

21Rz,s
2 , Fig. 6. In Eqs.~28! and~29!, we

take Rx5Rx0g̃, Ry5Ry0g̃, and Rz,s5Rz01sUmz , where
theRi0’s are defined below Eq.~24!, s561 is the spin, and
mz is the average magnetization per site in the antiferrom
netic phase induced byU. Parameter values are given in Se
III A, and it is estimated69 thatV.0.2–0.3 eV. Note thatRx
simply renormalizest to have unequal values in thex andy
directions.33,35,36
6-7
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R. S. MARKIEWICZ AND C. KUSKO PHYSICAL REVIEW B66, 024506 ~2002!
By comparing Eq.~28! with Eqs. ~2!–~7!, the essential
equivalence of the lattice modes to the single plaqu
modes is clearly demonstrated. The conventional1 flux phase
dispersion is recovered from Eq.~29! for the special choice
of parameters:t85Rx05Rz,s50 andRy052t @compare Eq.
~8!#. The extension to the lattice involves a number of min
differences. First, while the term involvingTy is generated
dynamically in the molecular problem, here a term inRy
appears explicitly. On a single plaquette, the three soluti
are degenerate~the eigenvalues depend only onR, and not on
the individual Ri ’s!, but intercell hopping andk-dependent
coupling lead to slight dependence of the dispersion on
individual Ri0’s. The solutions remain degenerate at t
VHS, for equalRi0’s.

Introducing the polarization

PkW ,s52
f ~E1,s!2 f ~E2,s!

E1,s2E2,s
, ~30!

the gap equations can be written

(
s

E
kW
PkW ,sL i51, ~31!

for i including all the nonvanishing gap contributions. T
most general case has all four gap parame
Rx0 ,Ry0 ,Rz0 ,mz nonvanishing, with correspondingL1

5l1(g̃1E0 /Rx0)g̃, L25l2g̃2, L35l3(Rz,s /Rz0), and
L45l4(11sRz0 /Umz). For the extended Hubbard mode
the l ’s are55 l15l258V, l3516V22U, andl452U. ~In
the areas of overlap, these gap equations agree with t
found by Nayak.70 In contrast, a strong-coupling
calculation71 has suggested that only an attractive ne
neighbor coupling would stabilize the flux phase.!

In the absence of on-siteU, the near-neighbor interactio
V favors the CDW,Rz . The energy lowering is exactly twic
that of the other components, the factor of 2 arising fro
spin ~since thex and y terms involve hopping, only term
with the same spin on both neighbors contribute; thez term
has no such limitation!. This is counteracted by strong

FIG. 6. Energy dispersion in the presence of pseudospin or
ing, Eq. ~29!, for t50.326 eV, t8520.276t, andRx05Ry05Rz0

50.1 eV~short dashed line!, or Ri050.1732 eV and the other two
R’s50, for i 5x ~dot-dashed line!, y ~solid line!, or z ~long dashed
line!, or all Ri ’s50 ~dotted line!.
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coupling effects, since the CDW involves an imbalance
Cu site occupancies. ApproximatingV5t, U56t, 8V
.16V22U, favoring the flux and shear phases. Because
couplings are not symmetrical@Eq. ~29!#, these modes have
slightly different gaps,Rx05340 meV,Ry05320 meV, and
Rz058.4 meV. However, 2U.8V, so in a purely electronic
model the antiferromagnetic phase dominates, both at
filling and in the doped case. In the following subsections
will be shown that electron-phonon coupling can reverse
situation in the doped cuprates and also brings the CD
energy closer to that of the other phases.

B. Electron-phonon coupling

In Appendix B, a general model is developed for evalu
ing the electron-phonon coupling due to various bo
stretching and bending modes of copper and oxygen vib
tion. First, the changes in the site energies and hopping
rameter of a three-band model are evaluated~Appendix B 1!,
then the results are reduced to a one-band model~Appendix
B 2!, which can be combined with the electron-electron
teraction terms evaluated above. While a number of pho
modes are analyzed, the electronic modes are dominant,
is sufficient to limit the discussion to the three modes
primary interest. Appendix B also introduces a simple mo
of phononic flux phases—the dynamic phonon modes wh
directly couple to the flux phase.

The gap equations follow from minimizing the mean-fie
free energy

F5 (
k,i 56

Ei f ~Ei !2TS1N f0[F11N f0 , ~32!

whereS is the entropy,N the total number of electrons, an

f 05
Rx0

2 1Ry0
2

4V
1

Rz0
2

8V2U
1 (

i 51,3
Ai S dui

a D 2

1US mq
21

x2

4 D ,

~33!

where the phonon contribution~terms inAi) is evaluated in
Appendix B, Table III. TheEi are solutions of Eq.~29! with
phonon coupling included by the substitutionRi0→R̄i0
5Ri01Riph , i 5x,y,z. @N.B. The originalRi0’s are retained
in f 0, Eq. ~33!.# This simple correction comes about becau
in the one-band model, the linear electron-phonon coup
has exactly the same form as theV electron-electron term in
Eq. ~28!. This also simplifies the evaluation of the phono
terms Riph . The electronic terms are found from]F/]Ri0
50, while the phonon terms satisfyRiph5h iRi0, with cou-
pling parametersh i evaluated in Appendix B 2, Eqs.~B9!
and~B10!. Inserting the numerical values from Table III, w
estimate

hz.0.88, ~34!

hx.0.137, ~35!

hy.0.1. ~36!

The estimation of these parameters is less secure than th
the electronic parameters. To allow for this uncertainty,

r-
6-8
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FLUX PHASE AS A DYNAMIC JAHN-TELLER PHASE: . . . PHYSICAL REVIEW B66, 024506 ~2002!
introduce scaling parametersa i , via h i5h i
0a i

2 , where we
expectaz5ad , ax5ay5a t ~Appendix B 2!. In the above
estimates, we tookad50.5, a t51. Below, we will explore
how the coupling changes as thea ’s are varied.

From the above results, we see~1! there is substantia
phonon coupling, but the transitions appear to be predo
nantly electronically driven.~2! The largest correction is fo
the CDW mode, although the correction is not large enou
to make the CDW as unstable as the other two modes~if ad
were twice as large as estimated, all three modes would
approximately degenerate!. ~3! Near half filling the correc-
tions are not large enough to make any of the structu
anomalies competitive with the AFM instability. This resu
is consistent with the finding of Hsuet al.:72 that the flux
phase is unstable against magnetic order near half filling a
with experiment, that the ground state at half filling has AF
order. ~4! At finite doping, the added electron-phonon co
pling is strong enough to make the BOW the ground st
~Fig. 7, below!. In the following subsection we note that
particular form of correlated hopping can substantially e
hance the stability of the CDW’s.

In addition to the three modes discussed above, Appen
B also analyzes the half-breathing mode and finds tha
softens considerably more with doping than the full (p,p)
breathing mode, Fig. 11, in good agreement with experim
The reason is subtle: the full breathing mode has the st
gest coupling to electrons, but by tending to open a gap
the whole Fermi surface, it has its largest effectat half filling
and so tends to harden with doping. The weaker coupling
the half-breathing mode is optimized at the VHS. Below, it
seen that strong coupling suppresses the breathing mode
pling at exactly half filling, but its effect still peaks at
considerably lower doping than for the other modes.

C. Unconventional coupling associated with O2À

The O22 ion is known to be inherently unstable, bein
stabilized in a solid by the Madelung potential of surroun
ing ions. It has been suggested that this near instability

FIG. 7. Binding energy of various modes: site-CDW~circles!,
bond-CDW~squares!, and flux phase~diamonds!, for b loc50 ~solid
lines! or 0.1 ~dashed lines!; horizontal dotted line5 energy of
doped antiferromagnetic phase. For all curvesx50.25.
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driving force in ferroelectric transitions73 in perovskites and
in cuprate superconductivity.74 One manifestation of this
near instability is the large change in ionic radius on dop
O22 to O2.33 While this anomaly should affect the elec
tronic properties in a number of ways, we will here explo
only one aspect, a correlated hopping.

When a hole islocalizedon a single oxygen, the shrink
age of its radius allows the adjacent coppers to appro
much more closely. This would enhance the correspond
hopping probabilityt except that the presence of the ho
inhibits other holes from hopping to the same site. If, ho
ever, the first hole hops away, it will take the local latti
some time to relax back, and in that interval there will be
enhanced probability of another hole hopping onto the o
gen.@N.B. The hopping is the usual hopping of a hole on
an unoccupied oxygen O22; the difference is that the bon
lengths to the surrounding coppers are~instantaneously!
anomalously short, due to the prior occupation of the oxyg
by a hole.# In a one-band model, this would correspond
correlated hopping between adjacent Zhang-Rice singlet
effectively, between adjacent coppers. This hopping add
term

Hc.h.52tc1 (
^ i , j &,^ i 8, j &,iÞ i 8

cis
† cj scj s8

† ci 8s8 ~37!

to the Hamiltonian. Such a term has been considered
Nayak;70 more generally, Hirsch and Marsiglio75 noted that
the large difference in ionic size between ions with differe
valences should lead to a form of correlated hopping. T
term contributes 96tc1 to all three coupling parametersl i ,
i 51,2,3. From the present considerations, a valuetc15
22xb locbtdu0 /a}xt can be estimated, wheredu0;
20.3 Å is the shrinkage in radius33 on going from O22 to
O2. The factorx arises because holes only move prefere
tially onto the oxygens for doping beyond half filling,x.0,
while b loc<1 is a parameter introduced to describe the
gree of localization of the hole on a single oxygen
predominantly due to polaronic effects. This factor is rela
to the delicate issue of the crossover from ionic to coval
behavior: b loc51 corresponds to the ionic limit. Thetc1
correction is so large that even a significantly covalent c
rection b loc,1 would allow the structural distortions t
overcome the AFM state—but only forx.0.

D. Numerical results

Here we describe our numerical results, solving the g
equations which follow from Eq.~32!. Figure 7 plots the
self-consistent condensation energy as the phonon coup
is gradually turned on by varying thea factors (h i}a i

2)
from zero~no phonon coupling! to 1, covering the expected
range of coupling. We study the coupling near the VHSx
50.25. For weak phonon coupling, the CDW has the we
est coupling, due to the on-site Coulomb repulsion. Howev
it has the strongest intrinsic coupling to phonons, so asad is
increased, it grows fastest and can actually cross the o
modes. The dotted line is the energy of the simple dop
antiferromagnet~also at x50.25). It can be seen that fo
6-9
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R. S. MARKIEWICZ AND C. KUSKO PHYSICAL REVIEW B66, 024506 ~2002!
reasonable phonon coupling, the BOW is the ground st
The dashed lines show that even moderate correlated
ping (b loc50.1) significantly enhances the binding energ
and shifts the degeneracy points of the CDW with the ot
modes to lower values ofa.

In Fig. 8 the doping dependence of the binding energie
illustrated for a representativea i50.6 (i 5d,t), compared
to that of the doped antiferromagnet and ferromagnet.55 All
three CDW modes have a parabolic binding energy vs d
ing: for the bond-CDW and flux modes, the energy minim
are near the VHS doping, while the site-CDW minimum
shifted to lower doping by the frustration effect discuss
above~the minimum is no longer atx50, due to the strong
correlation effect!. The results can be interpreted in tw
ways:~1! if phase separation could be inhibited, there wou
be a crossover from CDW to shear-mode order neax
;0.21, close to the VHS. Remarkably, all three CDW curv
approximately converge~weak JT degeneracy! at this point.

~2! However, this crossover point is not directly obser
able. A by-now-familiar17,76 Van Hove–induced phase sep
ration arises between the antiferromagnetic insulator at
filling and anyof the CDW modes. For the present parame
values, the lowest-energy state involves the BOW ax
;0.27. Note in particular that the BOW is more stable th
the ferromagnetic phase.55 At this time we have not made
detailed study of the parameter dependence of these res
but the present result—BOW most stable—seems to be
propriate for the cuprates. In particular,~a! ad should prob-
ably be less thana t , and~b! while our estimate forV may be
a little large,tc1 is probably too small, soV can be reduced
andtc1 increased to keep a fixed coupling to the shear mo
Both of these corrections would act to further weaken
site-CDW. The results are quite intriguing. For a reasona
estimate of the parameters there is phase separation bet
the antiferromagnetic insulator and a paramagnetic state
sociated with LTT-like distortions, while the CDW and flux

FIG. 8. Doping dependence of binding energies of phon
modes: site-CDW~circles!, bond-CDW ~squares!, and flux phase
~diamonds!, assuming all modea ’s50.6, andb loc50.1(x/0.25).
Also shown is the doped antiferromagnet~triangles! and ferromag-
net ~inverted triangles! ~Ref. 55!. The dotted line is the tangen
construction for phase separation. For convenience in viewing
energy shiftdE52.1(12x)t0 has been added to all curves.
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phase states are close in energy. Appendix A shows that
is generally consistent with experiment.

~3! Where they overlap, our results are in good agreem
with the numerical calculations of Yonemitsuet al.77 For in-
stance, Fig. 8 shows that there would be a phase separ
between the AFM and CDW phases, consistent with th
dielectric polarons. Moreover, our finding that the ferroma
netic phase is metastable in the presence of bond CDW
consistent with their finding of a crossover from magnetic
dielectric polarons in the low-doping regime. However,
their workV was not included, so their phonon anomalies a
of the breathing-mode type, with neither shear-mode c
pling nor evidence of DJT-like mode competition.

The present approach of turning on the electron-pho
interaction last~Fig. 7! makes the resulting near degenera
seem rather accidental. It is more natural to reexpress
result: for both electron-electron~V! and electron-phonon
coupling, the flux and BOW phases are nearly degener
while the site-CDW is more strongly coupled. However, t
on-site Coulomb repulsion opposes site-CDW formatio
making the three modes nearly degenerate in energy.

V. DISCUSSION: FUTURE DIRECTIONS

The present paper establishes the framework for ana
ing CDW’s in the cuprates and Berryonic matter in a numb
of related materials. Clearly much work remains to be do
This includes the following.

~1! From the associated susceptibilities the modificatio
to the electronic dispersion can be calculated and comp
with the kink78–80,18seen in photoemission. While phonon
contributions appear to be important,18 Valla80 has noted that
the linear frequency dependence of the imaginary self-ene
extends to much too high frequencies to be solely due
strong electron-phonon coupling. This is consistent with
present results: that the CDW has a strong electron-elec
component. Hence, both components will be important
interpreting the photoemission dispersion, with proximity
a VHS providing a marginal Fermi liquid-like81 background
and phonon coupling the kink in the dispersion.

~2! The manner in which they component couples to th
Hamiltonian is markedly different in the molecular and la
tice versions of the theory: in the molecular version, the
rect electron-phonon coupling is to thex andz components
(B1 and B2 modes!, with the DJT term generated
dynamically—from the phonon kinetic energy term. In th
lattice, the flux-phase term arises directly from electro
electron coupling viaV, and corresponding terms are allowe
in the Hartree-Fock expansion of the electron-phonon c
pling. It remains to be seen what role phonon kinetic ene
plays in the lattice problem.~One effect will presumably be
the kink in the electronic dispersion whenE5\vph .)

~3! Fluctuations of the CDW’s~or of the stripes! should
appear as new low-frequency~or pinned! phason modes.60 It
is possible that such modes have been observed in m
wave measurements.82

~4! It will be important to provide detailed calculation
showing how the shear mode couples to the various b
bending modes in the different cuprates. A related issu

n

n
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FLUX PHASE AS A DYNAMIC JAHN-TELLER PHASE: . . . PHYSICAL REVIEW B66, 024506 ~2002!
whether there are tilt distortions in the flux phase.~If so, then
experimental evidence for local LTT order could really
associated with the flux phase.!

~5! One puzzling feature is the role of the LTO phas
Near optimal doping it would seem to be predominantly
sociated with local LTT order, but it seems to be a unifo
phase near half filling. In principle, its presence could
accidental, particularly since it is only present in LSCO, b
it does provide an easy axis for orienting the spins a
hence, may be involved in the stripe crossover from vert
to diagonal.@Also, the pseudogap seems to followTpg(x)
52TLTO .29#

~6! A very similar model should apply to the nickelate
and extensions can be made to other forms of Berryo
matter.

~7! There remains the problem of the competition
density-wave order with superconductivity.

~8! The detailed hole doping dependence must be wor
out, including stripes and the effects of magnetic fluctu
tions.

This last point—or more precisely the role of stron
correlations—should be elaborated on. The present calc
tions include the on-site HubbardU, but from a Hartree-Fock
spin-density-wave~SDW! approach. It is not clear how rea
istic this is, and if the correct ground state is very differe
from the one assumed here~Fermi liquid like on the charged
stripes and domains!, that would cast doubt on the curre
models of electron-phonon coupling. In our defense, we n
the following points:~a! this model can explain the dispe
sion of the insulating oxycloride at half filling as a lowe
Hubbard band.54 ~b! For hole doping, the model correctl
predicts the instability towards nanoscale phase separati55

~c! For electron doping, it is predicted that such phase se
ration is absent,83,55 and the model has recently been sho
to predict a detailed doping dependence of the collapse o
Mott gap84 in NCCO in excellent agreement wit
experiment.85 ~d! The effective HubbardU is found to be
doping dependent: while even at half filling,U is smaller
than the bandwidthW58t, with dopingU decreases to les
thanW/2, suggesting that the SDW approach should work
least in the doped material.~e! The current calculations find
that at half filling electron-phonon coupling and CDW e
fects are indeed suppressed, but they reappear at finite
ing. The reduction inU noted above was not accounted for
the present calculations, but would clearly enhance
trend. Thus we feel that the present results will not sign
cantly change with a more accurate treatment of correla
effects and that electron-phonon coupling plays a signific
role in the doped cuprates.

VI. CONCLUSIONS

This results of this paper have bearings on four sepa
issues. First, on a purely formal level, the paper present
alternative approach to the DJT effect in solids, reveal
previously unsuspected analogies between flux phases
Berryonic matter. Second, the approach is applied to the
prates, which are ana priori unlikely candidate for these
DJT effects. Nevertheless, a ‘‘hidden’’ JT degeneracy
02450
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found, and a numerical estimate suggests that the cupr
are close to the weak-degeneracy point of a square molec
which should enhance the possibility of a dynamic fl
phase. These calculations can be considered a generaliz
of the results of Yonemitsuet al.,77 by ~a! reducing the prob-
lem to a one-band model,~b! providing a mean-field under
pinning for the numerical calculations of local electron
phase separation, and~c!, most importantly, including a
nearest-neighbor Coulomb repulsion which enhances
scope of CDW-like instabilities, producing the domina
coupling to the shear-mode and flux phases. Third, the pa
explores the relative strength of different CDW-like disto
tions in the cuprates and suggests an explanation for st
coupling to the LTT and half-breathing modes. The role
these distortions in stabilizing charged stripes is discusse
Appendix A. Finally, the results offer strong support for th
general picture of stripe phases as stabilized by VHS-indu
ordering. A similar approach should be applicable to oth
systems and, in particular, to nickelates where the coup
to the CDW-breathing mode is known to be stronger.

For the cuprates, we find that the structural distortions
close to the DJT degeneracy, but that the shear and
phases are more unstable than the CDW. Hence, one w
expect significant softening of the breathing modes, but
stability in either the shear or flux phase. These expectat
are borne out in experiments on the cuprates, with the sh
mode coupling to a~local! LTT order. The near degenerac
of the shear and flux phases is consistent with experime
evidence for both modes. It is interesting to note that
molecular analog of the flux phase is a classically chao
DJT phase. Note that the present results only suggest
possibility: if two competing phonon modes are present, th
a flux phase will be generated by an electronic DJT effe
However, the operator algebra argument runs both ways:
flux phase is present, then any coupling to phonons o
CDW will generate the full DJT effect, with competin
CDW’s.

Recently, DJT phases have been proposed in a numb
exotic materials, including cuprates,15 buckyballs,12 and
manganates.16 To describe the DJT phase of buckyballs, t
concept of Berryonic matter was introduced.7 In this model,
no attempt was made to accurately model buckyball sol
Instead, a lattice of DJT molecules was assumed, basing
properties on the known anomalies associated with triato
molecules. Since the square molecule, Fig. 2, has the s
DJT anomaly as the triangular model whenEJT

1 5EJT
2 , and

this degeneracy persists on a square lattice~Sec. III C!, the
present model should be an excellent starting point for st
ies of Berryonic matter. Moreover, the proximity of the c
prates to the Berryonic limit should stimulate interest in th
unusual state of matter.

Finally, theoperator algebraapproach may have an im
portant role in studying competing instabilities. It has alrea
provided a new definition of the DJT effect and shown th
related effects can arise in strikingly different physical sy
tems, giving an explicit prescription for determining whe
two competing order parameters aremiscible, in the sense
that they can coexist by generating a third~hidden! order.
6-11
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APPENDIX A: PHONONS ON STRIPES

An understanding of the role of phonons in the cuprate
complicated by the possible presence of stripes or o
nanoscale phase separation in the hole doped mate
Clearly, any charge modulation will couple to the phon
modes, and the coupling strength will vary from mode
mode, as discussed in Sec. IV. However, it has b
postulated17 that these charged stripes~or domains! are sta-
bilized by a form of CDW. Hence, in this appendix, w
briefly review experimental data which seem to provide e
dence for an intimate coupling between stripes and partic
phonon modes. In such charge inhomogeneous situations
average structure does not fully characterize the situat
and it is essential to look at local probes of lattice ord
Thus, there is considerable evidence forlocal LTT order,
even when the average lattice symmetry is orthorhom
LTO—in good agreement with early predictions of nanosc
phase separation.14,15

1. Coupling of charged stripes to local LTT order

Long-range LTT order plays an important role in stabil
ing a nearly static stripe phase86 in rare-earth-~RE-! substi-
tuted LSCO, where typically RE5Nd or Eu, and LTT anisot-
ropy has been found to help orient stripes.87,88While this has
been characterized86 as a pinning effect, it is not necessari
true that LTT order enhances stripe pinning: in E
substituted samples, the Cu spins appear to be even m
dynamic in the LTT phase.89 Moreover, such a picture com
pletely fails to explain the common occurrence ofsimulta-
neousfluctuating stripe order and fluctuating LTT order.

Evidence for dynamic or local LTT order~inequivalent
Cu-O bond lengths! has been reviewed several times.90,29

Recent developments include~1! neutron diffraction pair dis-
tribution function~PDF! studies of LSCO~Refs. 91 and 92!
find a crossover from local LTO order very near half fillin
to a clear mixing of local LTO and LTT order in the dope
materials. These doped materials display considerable
and bond length disorder, interpretable in terms of strip
Such a crossover is particularly intriguing in light of th
crossover in stripe orientation from diagonal at low
doping,93 which could be ‘‘pinned’’ by LTO order, to hori-
zontal near optimal doping. This local LTT-LTO-type stru
tural disorder is characteristic of the stripe regime, and
structural disorder greatly reduces92 near x50.25, close to
the point where the stripe phase terminates.94,54 ~2! Bianconi
et al.24 report extended x-ray absorption fine structure~EX-
AFS! evidence for a quantum critical point~QCP!—a local
splitting of the Cu-O bond length which can be tuned to z
by adjusting the chemical microstrain. It is found that t
highest critical temperatures are associated with this opti
degree of ‘‘microstrain.’’24 ~3! Very similar thermal conduc-
tivity k anomalies are found in nickelates and manganite95

wherek is suppressed above the charge ordering transi
due to collisions between phonons and fluctuating strip
and in cuprates,96at the LTT transition. ~4! The NQR
‘‘knockout’’ effect has been considered to mark the onset
stripe fluctuations;97 at nearly the same phase boundary x-r
appearance near-edge structure~XANES! ~Ref. 98! and PDF
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~Ref. 92! measurements find the onset of local Cu-O bo
length variations suggestive of local LTT-type tilts.

Magnetic field studies provide additional evidence.~5!
The Hall effect99 in strongly Nd-substituted LSCO shows
crossover from one-dimensional (RH→0 asT→0) to two-
dimensional behavior atx50.12; for x,0.12, the RH
anomaly turns on with stripe order—exactly at the LTT-lik
phase transition.~6! Further, it is known that an in-plane
magnetic field has a strong effect on magnetoresistance
cluding hysteretic effects which can be interpreted as fie
induced rotation of the stripes.100 Remarkably, an in-plane
field also has a strong effect on the LTT-LTO transitio
temperature,101 stabilizing the LTT phase at higherT. This
can be qualitatively understood if the LTT phase and cha
stripes are intimately related: the fluctuating~LTT! stripes
are present in the LTO phase, but the strong fluctuati
produce an average LTO structural order; the field, by ali
ing the stripes, reduces transverse fluctuations and rev
the underlying LTT order.

The near coincidence of stripe and structural disorder p
vides very strong evidence that the two kinds of stripe
associated with two kinds of structural order: that the LT
phase is connected with magnetic stripes, at half filling, a
the LTT phase with charged stripes, near optimal doping. T
connection between the LTO phase and magnetic stripes
be related to strong magnetoelastic coupling: in the N´el
phase, the spin-flop transition is strongly suppressed by L
order,89 while in the diagonal stripe phase the cluster sp
glass transition can be seen in anelastic relaxa
measurements.102 The Mott insulator Sr2CuO2Cl 2 ~SCOC!
is found by x rays to be tetragonal, but below the Ne´el tem-
perature the infrared absorption peak associated with
Cu-O bending mode phonon is found to split into tw
components.103

In summary, the data suggest the following scenario. T
magnetic stripes are associated with a local LTO-type
distortion, the charged stripes with an LTT tilting. At ha
filling, there is a simple long-range LTO order, which may
stabilized by magnetoelastic coupling which aligns the sp
with the LTO tilt direction. The LTT tilting, stabilized by
coupling to the VHS, is fluctuating unless pinned by ion
disorder off of the CuO2 planes. When the LTT phase i
pinned, the stripes develop long-range charge~and ultimately
spin! order. If the stripe pinning is strong enough, the sup
conducting order can be suppressed, predominantly du
the magnetic order.104 Near enough to half filling, the LTO
tilts prevail, the stripes rotate by 45°, and superconductiv
is destroyed.

2. Local breathing order

Tranquadaet al.105 found clear indications for the cou
pling of breathing-mode branches to charge stripe orde
the nickelates. Strikingly, there was no indication for a co
pling to the stripe periodicity, and the phonons seemed s
sitive to local stripe fluctuations. Similar anomalies, partic
larly involving the half-breathing mode,19,20 are found in the
cuprates and are also considered to be stripe related
LSCO, stripe correlations have a strong effect on th
6-12
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FLUX PHASE AS A DYNAMIC JAHN-TELLER PHASE: . . . PHYSICAL REVIEW B66, 024506 ~2002!
oxygen-related phonons near 70 meV.21,22 In this same en-
ergy range~50–70 meV below the Fermi level!, photoemis-
sion measurements78–80,18find a break in the dispersion o
the cuprates, which, as discussed above~Sec. V!, has been
interpreted18 as due to strong electron-phonon coupling
the breathing-mode phonons.

3. Flux phase on stripes

While early studies suggested that the flux phasereplaces
the antiferromagnetic phase in lightly doped cuprates,
present analysis has antiferromagnetic stripes in the l
doping regime, with the flux phase appearing~if at all! only
on the charged stripes. This follows both because instab
is enhanced near a VHS and because the correlated hop
scales withx; moreover, in a stripe picture, features near
Fermi level are generally associated with the charg
stripes.54 This conclusion is consistent with the experimen
observation25 that the possible flux related magnetization
stronger in YBCO61y for y50.6 than fory50.35 ~see also
Chakravarty,et al.106!. It also provides a natural resolution o
the Lee-Wen paradox107 discussed by Orenstein an
Millis. 108 Lee and Wen showed that they could explain t
Uemura relation for underdoped cuprates, as long as the
phase dispersion is independent of doping. The parado
that many strong-coupling models expect the dispersion
renormalize to zero near the Mott insulator at half filling.
a stripe picture, this renormalization is taken as indicat
that thefraction of materialassociated with charged stripe
renormalizes to zero at half filling, whereasthe dispersion on
a single stripeis less sensitive to doping.54

At very low doping, flux stripes will tend to break up int
flux polarons, confined to a single plaquette. These flux
larons bear a close resemblance to the Skyrmions introdu
by Gooding.109 Indeed, his electronic states are just line
combinations of theEu-symmetry plaquette states of Eq.~9!.
The difference is that his states are localized around a
impurity, while ours are the equilibrium conducting state
the hole-doped stripes. Clearly, at low temperatures th
will be a tendency for charged stripes and polarons to
pinned on the Sr, greatly enhancing the similarity. Howev
the present model more naturally explains stripes at hig
doping levels and the uniform charged phase nearx0. It
should be noted that Haskel and co-workers110,111 find en-
hanced local structural distortions near Sr impurities, ass
ated with hole localization.

If the flux phase is on the charged stripes, then hole d
ing will shift the Fermi level away from the conical point
producing not a node but a hole pocket, as in Fig. 6. I
possible that the deviations fromd-wave symmetry found in
the underdoped regime112 are associated with this hol
pocket. The apparentd-wave gap might then be alocaliza-
tion gap at the hole pocket Fermi surface, leading to
localization effects observed in resistivity.113,114

APPENDIX B: PHONON MODES IN THE CUPRATES

1. Bond stretching modes in the LSCO three-band model

In Sec. IV, we calculate the mean-field properties of
various CDW’s, combining electron-electron and electro
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phonon interactions and including strong-coupling corr
tions and competition with the Mott gap. Here we develop
simple model for estimating the electron-phonon interacti
We introduce a three-band model and apply it to a numbe
phonon modes which have been proposed to play a rol
the cuprates. In the following subsection, we will reduce
model to a one-band version.

We concentrate predominantly on CuO2 plane phonons
associated with in-plane vibrations and particularly on Cu
bond stretching phonons. Mott’s original picture of a met
insulator transition involved a loss of covalency as a lattice
gradually expanded. Hence, near a Mott transition it wo
be expected that bond length changing phonons might p
an important role, modulating a crossover from covalent
ionic behavior.115 Figure 9 shows the phonon dispersion
La2CuO4 along the (z,z,0) (S) direction, calculated by
Wang et al.116 Shown in bold are the branches which a
predominantly associated with in-plane Cu-O vibration
~Wanget al.provide the wave functions only along the hig
symmetry axesG andX; the remainder of the curves are a
interpolation based on symmetry. Note the anticrossing
havior evident on several branches.! The pattern of distortion
for a number of modes of interest is also shown, includ
the breathing,27 half-breathing19,115 @at (p,0)], dimer,117

quadrupolar,13 ferroelectric,115 and shear33 modes. This by no
means exhausts all relevant modes. Among modes which
not modeled are the LTT tilt mode and variousc-axis
modes.118 As discussed above, we treat the LTT mode a
secondary modification of the shear mode instability.

In order to estimate how strongly these modes couple
the electrons, we analyze a simple three-band dispersion
the CuO2 plane, with parameterst0 (t18) for Cu-O ~O-O!
hopping, andD0 (D1) for Cu ~O! site energy. The electron
phonon coupling is assumed to arise via modulating th
parameters. Thus, a changedu in the Cu-O bond lengtha
produces a change

FIG. 9. Phonon modes of the CuO2 planes, including distortion
patterns for several Cu-O bond stretching modes. Clockwise f
top left: half-breathing, breathing, quadrupole, dimer I, dimer
shear, and ferroelectric modes. Solid squares~circles!5S1 (S3)
branches predominantly representing the CuO2 planes.
6-13
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R. S. MARKIEWICZ AND C. KUSKO PHYSICAL REVIEW B66, 024506 ~2002!
dt52bt0du/a ~B1!

in t0 and a change

d05adD0du/a ~B2!

in D0 ~or D1). We estimateb;3.5a t ~Refs. 29 and 119!
(a t51) and ad from a Madelung contribution asad
5qe2/e0aD0;0.55, for D0;4 eV, effective chargeq
52 (O22 or Cu21) and dielectric constante0;5. In the
following, we will treat thea ’s as dimensionless paramete
of order unity in order to scale the electron-phonon coupli
The net change inD on any site is then (n2m)d0 where
n (m) is the number of near neighbors that move close
~farther away from! the given site. For a frozen lattice dis
tortion of amplitude6du, we calculate how the net elec
tronic energy changes. Model parameters include the p
tion of the Fermi level, the value oft18 , and the ratiob/ad .
This last parameter can be thought of as a measure of c
lency: increasingD tends to localize holes on Cu, making th
material more ionic, while increasingt0 delocalizes holes
increasing covalency. We restrict ourselves here to the
lowing parameters:t051.3 eV, D054 eV, a51.9 Å,
Fermi level at VHS~in the absence of phonon distortion! at a
doping x50.25 ~to achieve this, a large value oft18/t05
21.8 is assumed—see the discussion in the following pa
graph!, and ad5a t51. The model neglects possible co
pling to the Cudz2 orbital ~important for the conventional JT
distortions of the quadrupole and breathing modes13! and
anomalies associated with the near instability of O22 ~Sec.
IV C!.120 The two forms of electron-phonon coupling a
02450
.
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similar to those assumed by Yonemitsuet al.;77 while the
numerical estimates are not identical, we find similar e
mates for the coupling to the breathing mode. Their electr
phonon coupling parameters are, in our notationla
5b2t0 /Abr.0.264, lb5ad

2D0
4/t0Abr.0.204ad

250.051, for
ad50.5, and Abr560.4 eV from Table III. Yonemitsu
et al.77 estimatedla50.28 and had no estimate forlb .

In the above list of parameters, one item stands out
particular comment: the large ratio oft18/t0. Actually, there is
a well-known problem in the cuprates: that the Fermi s
faces of LSCO and YBCO are different. In the older liter
ture, this is often referred to as a ‘‘45° rotation’’ of th
YBCO and Bi2212 Fermi surfaces.121 In the one-band
model, this change can be parametrized by a larger valu
the second-neighbor hoppingt8 for YBCO, by about a factor
of 2–3 ~typically, t8/t520.16 to 20.2 in LSCO,20.5 to
20.6 in YBCO!. The same effect arises in the three-ba
model, where we find that to fit the YBCO Fermi surface,t18 ,
must be about 3 times as large as found for LSCO. It sho
be noted thatt18 is an effective parameter, and in reality
number of different physical effects122,123 contribute to the
Fermi surface curvature. Hence, we feel that the large va
assumed is justified, in better fitting the Fermi surface fou
experimentally in YBCO and Bi2212. Had we used t
smaller valuet18/t0.20.5 expected for LSCO, our result
would change only in that the VHS would fall at a dopin
;0.16, and the curves in, e.g., Figs. 11 and 8 would
shifted by the ratio 16/25.

For the shear modes and the modes atS5(p,p), the
resulting electronic Hamiltonian can be written in the form
H5S D1d1 2t1ex 2t2ey 0 t3ex* t4ey*

2t1* ex* d2 22t18c28 t5ex 0 22t18c18

2t2* ey* 22t18c28 d3 t6ey 22t18c18 0

0 t5* ex* t6* ey* D2d1 2t7ex 2t8ey

t3* ex 0 22t18c18 2t7* ex* 2d4 22t18c28

t4* ey 22t18c18 0 2t8* ey* 22t18c28 2d5

D , ~B3!

while for the half-breathing mode atX5(p,0) and the ferroelectric mode,

H5S D1d1 2t1ex 22i t 0sy8 0 t3ex* 0

2t1ex* 0 22i t 18sy8ex t5ex 0 2i t 18sy8ex*

2i t 0sy8 2i t 18sy8ex* d̄3 0 2i t 18sy8ex 0

0 t5ex* 0 D2d1 2t7ex 22i t 0sy8

t3ex 0 22i t 18sy8ex* 2t7ex* 0 22i t 18sy8ex

0 22i t 18sy8ex 0 2i t 0sy8 2i t 18sy8ex* 2 d̄3

D . ~B4!
6-14
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FLUX PHASE AS A DYNAMIC JAHN-TELLER PHASE: . . . PHYSICAL REVIEW B66, 024506 ~2002!
Here ei5exp(ikia/2), i 5x,y, c68 5cos(kx6ky)a/2, and sy8
5sinkya/2. For the modes atS ~the shear mode!, d i 12
5d i (2d i), i 52,3. Writing d i5nid0 and t i5t01midt0,
then for oxygen vibrations~the breathing, half-breathing
ferroelectric, and quadrupole modes! mi 1451mi , while for
modes involving copper motions~the shear and dimers!,
mi 1452mi , i 51,4. For completeness, we include an ex
parameterd̄3 in Eq. ~B4! which is allowed by symmetry, due
to second-neighbor relative motion; however, to make a u
form comparison with other modes, the value ofd̄3 will be
set to zero. The remaining elements are listed in Table I

The above calculations refer to static~frozen! phonon
modes, and hence do not give direct information on D
modes. In a Hartree-Fock calculation, dynamic modes ca
modeled by imaginary order parameters, and in Sec. IV,
shown that the mean-field decomposition of nearest-neigh
Coulomb repulsion produces a direct coupling to the O
~flux-phase! mode. In this spirit a similar mean-field phono
flux phase can be constructed from the above by~a! replac-
ing dt0 by idt0 and~b! making a similar replacement for th
d i , which involves moving the term to the off-diagon
(Hi ,i 13) position.

The lattice distortions are found by minimizing the sum
the Hamiltonian, Eq.~B4!, and a phonon term, Eq.~12!,
which may be rewritten asHph5A(du/a)2, where A
5hMv2a2/2, andA and v are listed in Table III. Strictly
speaking, the phonon frequencies should be bare values
glecting electron-phonon coupling, but for present purpo
we use calculated116 or experimental30 values for the un-
doped insulator La2CuO4. @For the shear mode,A5(C11
2C12)a

2c, where (C112C12)/2599 GPa~Ref. 32! andc is
the c-axis lattice constant.# The parameterh is 1 if the dis-
tortion is along theX or Y axis only, 2 if it is along both, and
M is the mass of the moving ion, oxygen or copper~or the
appropriate average for the ferroelectric mode!. These equa-
tions must in general be solved numerically, but some ins
can be gotten for the special casen25n35t1850, for which
the four nonzero eigenvalues are given by

Ei 65
D06AD0

214Wi
2

2
, ~B5!

with i 561, W6
2 5W1

26AX1
21uX2u2, W1

254@ t0
21(1

2g/2)dt0
2# „except for the half-breathing and ferroelectr

~FE! modes, for whichW1
252(t0

2@112sy8
2#1dt0

2)… and the

TABLE I. Phonon coupling parameters.

Mode n1 n2 n3 m1 m2 m3 m4

~1! Breathing 4 0 0 1 1 1 1
~2! Half-breathing 2 0 28 1 – 1 –
~3! Quadrupolar 0 0 0 1 -1 1 -1
~4! Dimer I 0 -2 0 1 0 -1 0
~5! Dimer II 0 -2 2 1 -1 -1 1
~6! Dimer III 0 -2 2 1 1 -1 -1
~7! Shear 0 -2 2 1 -1 1 -1
~8! Ferroelectric 0 0 0 1 – -1 –
02450
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X’s andg ’s are listed in Table II, withsi5sin(kia) @and recall
ci5cos(kia)], X652(t0

26dt0
2)(cx1cy)72gdt0

2cy , and X10

52Ed114t0dt0 ~note that the solution is only implicit if
d1Þ0). The generic form ofX2 is X25t1t5ex

21t3* t7* ex*
2

1t2t6ey
21t4* t8* ey*

2 . Note thatEi 1 is the antibonding band
which is approximately half filled.

Figure 10 shows the calculated electronic energy shifts
to large distortionsdu/a50.1 ~local distortions of up to
about 5% are reported in EXAFS measurements24!. A num-
ber of interesting features can be noted.~1! All the distor-
tions lead to highly nonlinear shifts of the electronic ener
~2! While the breathing mode has the strongest coupling~as
originally predicted by Weber27!, the half-breathing mode
also has a large coupling, sinced1 produces a large splitting
at the VHS ~Fig. 12, below!. ~3! The energy shifts corre
spond to significant phonon softening, but when the q
dratic phonon energy is included, it is found that only t
breathing and~marginally! half-breathing mode becom
unstable—the additional softening due to electron-elect
coupling is discussed in Sec. IV A. Instabilities of the dim

TABLE II. Energy parameters.

Mode g X1 X2

~1! Breathing 0 2X10 X2

~2! Half-breathing 0 X10 2(t0
22dt0

2)cx

~3! Quadrupolar 0 0 X2

~4! Dimer I 1 0 X114i t 0dt0sx

~5! Dimer II 0 0 X114i t 0dt0(sx2sy)
~6! Dimer III 0 0 X114i t 0dt0(sx1sy)
~7! Shear 0 0 2(t1

2 cx1t2
2 cy)

~8! Ferroelectric 0 0 2(t0
22dt0

2)cx

~9! Flux dimer I 1 0 X214i t 0dt0cx

~10! Flux dimer II 0 0 X214i t 0dt0(cx2cy)
~11! Flux dimer III 0 0 X214i t 0dt0(cx1cy)
~12! Flux shear 0 0 X224t0dt0(sx2sy)

FIG. 10. Energy of various phonon modes of CuO2 planes,
assuming ad51 and b53.5, for static ~solid lines! or flux
phases~dashed lines!. The phonon modes are numbered accord
to Table II.
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R. S. MARKIEWICZ AND C. KUSKO PHYSICAL REVIEW B66, 024506 ~2002!
modes were found earlier,117 but only in strong-nesting
conditions—half filling witht1850. ~4! The asymmetric (cx

2cy) phonon-flux~dimer II! mode has a smaller energy low
ering than the symmetric dimer III mode.

The doping dependence of the energy lowering is sho
in Fig. 11. The results are in good agreement w
experiments19 on both LSCO and YBCO and with local den
sity approximation~LDA ! calculations124 which find that the
half-breathing mode softens more than the (p,p) breathing
mode. This result is surprising since the breathing mode
stronger coupling. However, this mode has an unusual f
tration effect: it opens a complete gap at the Fermi level, F
12, so the Fermi level can only fall in the gap if the band
filled, x50. To accomodate additional holes, the Fermi le

FIG. 11. Doping dependance of the frozen phonon energy l
erings, associated with the breathing mode~circles!, half-breathing
(p/a,0) mode ~squares!, shear mode~diamonds!, and dimer III
mode~triangles!, all normalized to their maximum amplitude. Th
half-breathing and shear modes have strongest coupling nea
VHS. du/a50.04 for the breathing mode, 0.08 for the others.

FIG. 12. Three-band dispersion of the CuO2 planes, in the pres-
ence of a frozen breathing mode~dashed lines! or half-breathing
(p/a,0) mode~solid lines! modulation, assumingb/ad53.5, and
du/a50.02 ~breathing! or 0.04 ~half-breathing!. The arrow indi-
cates the breathing mode hole pocket near (p/2a,p/2a). Brillouin
zone special points areG5(0,0), X5(p/a,0), andS5(p/a,p/a).
02450
n

as
s-
.

l

must shiftbelowthe gap, reducing the electronic energy low
ering. Hence optimal doping for this mode is at half fillin
andwhile there is a large electronic softening of the breat
ing mode at the VHS, there is an even larger softening n
half filling, so a doping dependence would show a harden
of the mode. Indeed, such a hardening is observed in
nickelates.105 This result persists in the presence of stro
correlation effects, Sec. IV. For the half-breathing mode c
relation effects should enhance the already large softenin
the mode with doping, in good agreement with experime

Figures 12–14 compare the dispersions of several of
modes, near the upper~Cu-like! band of the three-band
model. For all cases, the magnitude of electronic energy l
ering can be directly correlated with the size of the gap at
VHS (X point!. Note that the gap is largest for the breathi
mode, but the Fermi level lies below the gap ifxÞ0. For the
modes atG, there is no unit cell doubling, but the dispersio
is different alongX andY, leading to an effective splitting o
the VHS’s, Figs. 13 and 14.

For the half-breathing mode we find that the softening
via the on-site Cu energyD. Making D inequivalent on al-

-

the

FIG. 13. Three-band dispersion of the CuO2 planes, in the pres-
ence of a frozen dimer II mode~long-dashed lines! or shear mode
~solid lines! modulation, assumingb/ad53.5, anddu/a50.04.

FIG. 14. Three-band dispersion of the CuO2 planes, in the pres-
ence of a frozen ferroelectric~solid lines! or quadrupole mode
~dashed lines! modulation, assumingb/ad53.5, anddu/a50.08.
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ternative rows of Cu atoms along theX axis ~parallel to the
oxygen distortion! leads to a large splitting of the VHS’s
Figure 12 shows that the gap is smaller than for the
breathing mode, but is clearly centered at the VHS.

2. Bond stretching modes in the LSCO one-band model

To combine the phonons with the electron-electron c
pling of Sec. IV A, it is convenient to first reduce the abo
results to a one-band model. The parameters of the one-
model can readily be related to those of the three-band m
by expanding the approximate eigenvalues of Eq.~B5! as
Ei 15D01Wi

2/D0. In this way, it is found that the effective
Cu-Cu hopping parameter ist5t0

2/D0 ~with the parameters
assumed above, this would givet50.42 eV, somewha
larger than the value 0.326 eV estimated from photoem
sion!, with phonon distortion parametersdt/t52dt0 /t0 and
d̄15d01dt. Linearizing the results indt0, it is readily seen
that the flux dimer II mode has the symmetry of the conv
tional flux phase, and it is found that the quadrupole a
ferroelectric modes do not couple at the one-band le
while the breathing mode couples only viad̄1. The electronic
dispersion can be solved:

E524t8cxcy6A~m1d̄1!21uX11X2u2, ~B6!

with m1 and X2 listed in Table III, andX1522t(cx1cy).
The result for the half-breathing mode is distinct:

E522tcy6A~2d̄122d t̄cy!214~ t12t8cy!2cx
2. ~B7!

The resulting dispersions are in excellent agreement with
corresponding antibonding band dispersions of the th
band model.

For the half-breathing mode the term ind t̄ follows from
the d̄3 term in Eq.~B4!: for a phonon distortion alongX, the
hopping alongY is modified along alternate rows, att
;t0

2/(D06 d̄3). Such a term has been previously conside
by Shen et al.18 In the present comparisons of differe
modes, the role of such a term has been neglected~by setting
d̄350).

Equation~B6! bears a strong formal resemblance to E
~29!. In fact, the one-band model linear electron-phonon c
pling has exactly the same form as theV electron-electron
.
o
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term in Eq. ~28! for all three CDW modes. Thus, the fre
energyF1, Eq. ~32!, is a function only of thesumsof the
electron-electron and electron-phonon gaps, leading to a
plification of the gap equations. For example, for the CD
F15F1(Rz014d1), so

K ]F1

]d1
L 54K ]F1

]Rz0
L . ~B8!

Since the averages are just those evaluated in the gap e
tions, they can be replaced by the derivatives of the quadr
terms, yielding

hz5
4d̄1

Rz0
5

16ad
2D0

2

A~8V2U !
. ~B9!

For the shear and flux modes, the equivalent result is

h i5
2dt

Ri0
5

4b2t2

AiV
, ~B10!

with b53.5a t . These are the analogs to Eq.~13!. They are
weak-coupling results and should be modified when the g
become comparable to the phonon frequencies. In the ev
ation of these equations, in Eqs.~34!–~36!, we assume the
parameter values of Table III and give thea ’s their nominal
values,ad50.5, a t51.

TABLE III. One-band model parameters.

Mode m1 X2 v ~meV! A ~eV!

~1! Breathing 4 0 66 60.4
~2! Half-breathing 2 – 83 47.8
~3! Quadrupolar 0 0 56 43.5
~4! Dimer I 0 22idtsx 38 39.7
~5! Dimer II 0 22idt(sx1sy) 38 79.5
~6! Dimer III 0 22idt(sx2sy) 38 79.5
~7! Shear 0 22dt(cx2cy) – 59
~8! Ferroelectric 0 0 77 32.8
~9! Flux dimer I 0 22idtcx 38 39.7
~10! Flux dimer II 0 22idt(cx2cy) 38 79.5
~11! Flux dimer III 0 22idt(cx1cy) 38 79.5
~12! Flux shear 0 12idt(sx2sy) – 59
.
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