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Flux phase as a dynamic Jahn-Teller phase: Berryonic matter in the cuprates
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There is considerable evidence for some form of charge ordering on the hole-doped stripes in the cuprates,
mainly associated with the low-temperature tetragonal phase, but with some evidence for either charge-density
waves or a flux phase, which is a form of dynamic charge-density wave. These three states form a pseudospin
triplet, demonstrating a close connection with i@ e dynamic Jahn-Telle(DJT) effect, suggesting that the
cuprates constitute a form of Berryonic matter. This in turn suggests a new way of looking at the DJT effect:
we provide an interpretation in terms abstract operator algebrademonstrating1) a purely electronic DJT
effect and(2) a generalization of the DJT effect applying to a wide category of competing instabilities. A
simple model of the Cu-O bond stretching phonons allows an estimate of electron-phonon coupling for these
modes, explaining why the half breathing mode softens so much more than the full oxygen breathing mode.
The anomalous properties of O provide a couplindcorrelated hoppingwhich acts to stabilize density wave
phases.
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I. INTRODUCTION Restricted to a single four-copper-plaquette “molecule,” they
reduce to arE® (b, +b,) JT problem. The CDW and BOW
Recently, there has been considerable interest in the posan be related to important phonon modes in the cuprates:
sibility of an anomalous phase arising in the cuprates—hamely, the oxygen breathing mode and a shear mode which
variously called the flux;® orbital antiferromagneti¢? or ~ couples to the tilting mode associated with the low-
d-density wavé phase—and having a finite orbital angular temperature tetragondlTT) phase.(The electronic modes
momentum in its ground state. Here, we demonstrate thaare illustrated in Fig. 1, below, and the corresponding
flux phases can be generated via a solid-state analog of ti#onons in Fig. 2.A formal definition is given of the DJT
dynamic Jahn-TelletJT) effect, closely related to the con- effect in terms of an abstract operator algebra. This definition
cept of “Berryonic matter.” generalizes to provide an analog to the DJT effect for a va-
In a (moleculay JT effect, an electronic degeneracy in ariety of competing instabilities in solids.
symmetric molecule is lifted by distorting the molecule and ~Our model calculations find a crossover from an antifer-
lowering the free energy by an amouBj;. A dynamicJT ~ romagnetic insulator at half filling to a doped paramagnetic
(DJT) effect arises when there is a degeneracy both of eledPhase stabilized by density wave order, separated by a re-
tronic levels and of molecular vibratior(strictly speaking, ~gime of phase separatidprobably related to stripes, as dis-
when two independent distortions have the same JT energiissed in Appendix A The density wave is predominantly
lowering). Quantum tunneling between the two distortionsstabilized by an electron-electron interaction, but with a sig-
restores thétime-averagedsymmetry of the molecule, but nificant structural component. Hence, the phonons can be
leads to a net orbital angular momentum which is half-considered as weakly coupled spectators, which can be used
integrally quantized® In principle, an analog of the DJT to probe the predominantly electronic interactions. The sys-
effect should exist in dense solifs!! but this feature of temis close to but probably not at the DJT degeneracy point,
ground state nuclear motion has not been adequately da&ith the shear and flux phases lying lowest in energy.
scribed. Here the connection between DJT effects and flux This paper is organized as follows. Section Il surveys the
phases is worked out. In particular, the anomaleyshase is ~ various phonons which experimentally are found to couple to
just the Berry phase of the DJT effect. the holes and shows that they fall into two classes, which
This result is particularly timely, since DJT effects have couple strongly to electronic CDW’s and BOW's, respec-
been proposed to play a role in a number of materials ofively. In particular, the BOW couples strongly to LTT and
current interest, including buckybafté’ cuprated®**and  dimpling distortions.(In Appendix A additional evidence is
manganites® Remarkably, many of these materials displayPresented that the coupling is particularly strong in the hole-
stripe phases and/or high-temperature superconductivity, arfPPed regions, e.g., on charged strip&ection Il A shows
it has been proposed that either strong electron-phonothat these CDW's have a well-defined groggseudospin
coupling”*8or flux phases may be responsible for these fea- (@) b ©)
tures. Moreover, in the cuprates, there is recent evidence for B (b)
both strong phonon anomali€s? and possibly the flux 4 37 4
phaseé® Hence, the present formalism is applied to a simple
model of the in-plane phonons in the cuprates.

|
The two JT modes plus the DJT state can be combined 4 :,é@
into a “pseudospin” triplet® of charge-density waveCDW),
bond order wavéBOW), and flux phasédynamical CDW. FIG. 1. Pseudospin triplet: Q. (@), Ogow (0), and Q¢ (0).

0163-1829/2002/6@)/02450620)/$20.00 66 024506-1 ©2002 The American Physical Society



R. S. MARKIEWICZ AND C. KUSKO PHYSICAL REVIEW B66, 024506 (2002

point VHS'’s equivalent, but split eaclas in the one-
dimensional Peierls transitignthe bond CDW'’s make thi
andY points inequivalent.

It is the dynamic coupling of both of these modes which
can give rise to flux or orbital antiferromagneti©AF)
phase, Fig. (c). CDW's can be instrumental in driving phase
separation instabilities in the cuprates, and evidence specifi-
cally linking these phonons to the charged stripes is pre-
sented in Appendix A.

The phonons coupling strongly to the site CDW'’s are the
well-known oxygen breathing modes, which play an impor-
tant role in several models of the cupratéd*1’282°These
modes are found experimentally to couple strongly to the

FIG. 2. B; (a) and B, (b) distortions of CyO,. Open(solid) doped carriers in lg)g)th IQaXSrXCuQ4 (LSCQ) and
circles represent the Cu ator(® atoms. YBa,Cu;0;_ 5 (\{BCO). However, while theore.tlcally the
strongest coupling should be atr(m), experimentally

breathing modes appear more strongly coupled neaDd)(

ztr;Jcture,ﬂ\]chh cadn Ieil_cri]'toi a IfluxlpP:alset \c/jla': th;]mpsg'_tr'orghere is considerable evidence for coupling to stripes, pre-
etween these modes. This is closely related to the ®Eented in Appendix A.

fect of a square molecul&ec. Il B). Section Il C general-
izes the pseudospin formalism to a lattice. Section Il D pro-
vides a different generalization. By restating the DJT effect
as a general property of quantum operator algebras, it is seen ) )
that related effects can arise in many situationsahpeting Less attention has been paid to a second class of phonon
order parametersincluding the S@B) model. As a result, a Modes, which split the degeneracy of theand Y VHS’s.
number of alternative routes to flux phases are described. Whereas theoretically there should be a strong electron-
In Sec. IV the DJT model is applied to the cuprates, bothPhonon coupling wittbond stretchingnodes, the observed
for purely electronic interactionéSec. IVA) and for com-  SOft modes aréond bendingnodes, with different modes in
bined electron-electron and electron-phonon coupligge.  €ach family of cuprates: the low-temperature orthorhombic
IVB), and it is found that the anomalous behavior of the(LTO) and LTT ilts in LSCO, a dimpling mode in YBCO,
0>~ molecule leads to a particular form obrrelated hop- and.a rotation of the four planar oxygens about the central
ping which helps stabilize paramagnetic CDW phases. ApCU in the electron-doped cuprat€stere, we suggest that
pendix B discusses electron-phonon coupling to a large nunfll€re is a connection between these modes and the shear
ber of planar bond stretching modes, using both three bani@Stability. We discuss each family of cuprates separately.
(Appendix B and one bandAppendix B2 models. The LSQQ Direct evidence .for proximity to a shear mode
reason why the half breathing mode is so strongly renormalinstability has been noted in LSCO near the 1/8th anozmaly,
ized is explained. Some discussiondsisideratafor a more I the form of softening of theC,,-Cy, elastic modulus?

complete model are presented in Sec. V, and conclusions afg'® Strongest indirect coupling to the shear is via the ftilt
presented in Sec. VI. mode associated with the LTT distortion, perhaps the most

important mode in the cuprates after the breathing modes.

This mode(1) couples strongly to the VHS an@) plays an
Il. CLASSIFICATION OF PHONON MODES important role in stripe physics. It has been suggested that
the observed LTO phase in doped LSCO is really dynami-
cally disordered, with the local order being closer to }PT.

There is considerable evidence for strong electron-phonoR&vidence for thigand its connection to stripe phaséspre-

coupling effects in the cuprates. While the effects are weakesented in Appendix A.
than in the nickelates and manganites, we postulate that it is While this tilt mode is the soft mode of the LTT distor-
this relative weakness which allows superconductivity totion, it is important to keep in mind certain distinctions be-
compete against charge ordering. The difficulty in analyzingween the two. Thus, an important driving force in both LTO
the coupling lies in the fact that it is spread over so manyand LTT instabilities is lattice mismatch between the GuO
different modes, and the modes vary from cuprate to cuprateand LaO layers. In the instability, this mismatch is partially
Here we show that the strongly coupling modes can be claselieved byreducing the Cu-Cu separatipthe tilt moves the
sified into two groups, depending on the electronic stateintervening oxygen aside, allowing a closer Cu-Cu approach.
they couple to. These electronic states can be described @n the other hand, the pure optical phonon mode is defined
site CDW's (leading to a pileup of charge on alternate Cuas a relative motion of the atoms within a unit cell. Hence the
atomg vs bond CDW's (pileup on oxygens—for short, tilt modeinvolves only oxygen motion, the Cu-Cu separation
CDW's vs BOW’'s—illustrated in Fig. 1. Alternatively, since remaining unchangedWith this distinction in mind, we
the modes both couple strongly to a Van Hove singularitybriefly demonstrate that the phonon mode does split the VHS
(VHS), they may be classified by how they split the VHS degeneracy and, hence, couples to the BOW. Since the
peak: the site CDW's leave th¢andY [(#,0) and (O7)] Cu-Cu separatioa remains unchanged, the Cu-O separation

B. Relation of shear mode to LTT, Dimpling, etc.

A. Two groups of phonons
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must increase tal=a/(2 cosé), where ¢ is the angle by Hove nesting’ can couple the dimpling and half-breathing
which the oxygen is tilted out of the plane of the coppers.phonon modes, leading to a large doping-dependent renor-
Lifting the oxygen also decreases overlap between the Cmalization of the latter. Dimpling of the Cuy(planes causes
d,2_,2 orbital and the oxygem, orbital, by a factor cos.  the VHS's to bifurcate(e.g., theX VHS splits along the
Since the Cu-O hopping parameter is approximatgly I'-X-I" line). In turn, nesting between the bifurcated peaks
~cosdld®®, the effective Cu-Cu hopping igwtgwcosggl leads to breathing mode softening aldng< and can lead to
For the LTT mode, the tilts are only in one direction, leading@ Period doubling instability. The exact nesting wave vector
to t,#t,, thereby coupling to the BOW. A similar effect is controlled by the degree of VHS b.ifurcation, which in turn
arises for the full LTT distortior® Qualitatively, the LTT tilt ~depends on the amount of dimpling. Thus, two phonon
pattern arises because the Gu@ctahedra tilt as rigid mModes(here the dimpling and half-breathing mogeare
units>* since the octahedra are corner sharing, alternate o&trongly coupled by the VHS. A similar competition between
tahedra must tilt in opposite directions, leading to a distorPreathing and octahedral tilt modes near a superconducting

R . e . 8 . . Lo . .
tion at wave vectoQ= (m,7). (The detailed interpretation mstéablhty IS four:dﬁé N -Bflhxr}fxg'?f’ in this case t?e t',:t
involves partial hole localization on oxygens, and the Iargemo €s are near i€ point of the briflouin zone, coupling o

size difference between Oand G .3% Such VHS splitting theAtlrtwee-?_|m|en5|_onalt}/|;|hsl’(s_. ds of ph le stronal
has recently received renewed inter&st ermnatively, since both Kinds o phonons couple strongly

YBCQ While there was an early report of a local tilt- }0 therHS’ SOfti_?'_Pg Ofd?he Ipreathn:jg mﬁde will r((ajpel the
mode instability in YBCOY it is more likely that the role of oer-Irequency or dimpling modg¢ phonon and can

the LTT distortion is taken by thdimpling modeWhile this drivO(Ia that seconfl moffle S%ft' This strong mixing of the two
mode involves predominantly copper and oxygen motion ouffodes can create a flux phase.
of the CuQ planes, it also couples to in-plane Cu-O dis-

placements. In particular, it couples to the orthorhombi€ity | £/ ECTRON-PHONON COUPLING: FROM SQUARE

and, hence, to the same shear mode involved in the LTT MOLECULES TO CUPRATES

phase(distortion B; in Fig. 2 below. Hence the dimpling

also splits the VHS's, but in a different pattethExperimen- In this section, we show that the three electronic CDW

tally, the distortion competes with superconductivity, and amodes (with or without their associated phongn®rm a
large decrease of the orthorhombicity is found both at anymmetry group and map the interaction to a molecular JT
below T, ,*° while a discontinuous change in the dimpling is model. We demonstrate that the same degeneracy arises in
found on passing through optimal dopifighain ordering  both the molecular and lattice problems. In Sec. IV we apply
also plays a role, since it splits the degeneracy of théhese results to the cuprates, showiAgpendix B how the
VHS'’s along and across the chain direction. Photoemissiophonons in LSCO fit into the scheme and calculating their
seems to find that the VHS alon(Y) is below coupling to electrons.
(abové the Fermi levef? while neutron scatteriffd
finds that the stripes align along the chain direction, remi-
niscent of LTT pinning. In a related 123 compound
(La;_4Cay)(Ba, 75 yLag »5.,)Cuz0,, the La®" at the Ba We begin with a purely theoretical description, based on
cite disrupts the chains, leading to an average tetragon#sihe group theory of instability or spectrum generating
structure; in this case a plane buckling is observed, which iglgebrag?® specialized to the VHS instability grodp? of
largest at the doping of optimal superconducting. 4* SQ(8) symmetry. Within this group there is a triplet of CDW
Bi2212 In Bi,Sr,CaCu,0g, 5 (Bi2212), the orthorhom- operators, which couple strongly to phonons. These opera-
bic ordering may be the cauSeof the “ghost” Fermi sur- tors are spanned by an 8 subalgebra which we call
faces observed in photoemisst®and also couples strongly “pseudospin.”
to the VHS. Most suggestively, it has recently been found To specify the order parameters in terms of bilinear elec-
thatthe intensity of these ghost features peaks near optimdronic operators, it is necessary to define these operatoas on
doping®’ This is close to the prediction of the VHS stripe larger unit cell containing a plaquette of four copper
model, in which the structural order should be maximal inatoms>*° replacing the copperor Zhang-Rice singlet
the slightly overdoped regime, just when magnetic correlawave functions by electronic states symmetrized on a single

A. Pseudospin group

tions disappeaftermination of the stripe phase plaquette. These statels j = (111 ¢+ ] 3+ Kihy) /2 have
Arg (f1444), Bog (o), andEy (s -, )
C. Competition and cooperation of the CDW's symmetry. Introducing creation operators for g doublet

L T A O, - i
In Sec. Ill, we will show that the molecular equivalent of ai_’a(r). [¥e,.0(1) = szuzygl(r)]IZ, the pseudospin can be
the flux phase, the DJT state, arises from competition bewritten in terms of the Fourier transforms of these states. In

tween the two other modes. In the cuprates, there is als€ basis

evidence for a competition between the two types of CDW,

which we briefly review here. In LSCO, both the breathing . - -

and the LTT modes show anomalous softening with doping. By(k)t={a. ,(k).a- 5(k)}, @
An interesting situation arises in YBCO. Pintschovius and

Reichardt(p. 349 of Ref. 3D note that a special form of Van the explicit form of these matrices is
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FIG. 3. Berryonic matter: two views of the lattice of square
molecules, either as simple squde or as centered square with
corner sharing moleculeth) compared with the flux phase),
where the+’s indicate plaquettes with a & flux.

This pseudospin triplet is an exact condensed-matter ana-
log to the molecular JT modes responsible for the DJT ef-
fects found in molecules. The enlarged unit cell associated
with Eq. (1) provides a natural connection. Thus, we regard
the CuQ planes as composed of a square array of@u
“molecules” bonded to each neighbor by a pair of oxygens.
These molecules can be embedded into the lattice in two
equivalent ways, as illustrated in Fig. 3. While it is simpler to
analyze a square lattice of square molecules, as in Fay,. 3
a more accurate representation is in terms of a “centered
square” lattice as in Fig.®). (Crystallographically, the cen-

Ogow, andOgar transform exactly as a pseudospin near thetered square is not a primitive unit cell, but it is convenient

VHS's (c,—c,=*2), but not at a general point in the Bril-
louin zone. This same problem arises in (SF* and the
Henley operatd? was introduced to deal with it.

for the present purposeshe latter case has twice as many
molecules, but they are corner sharing. The at¢ooppers
and oxygengin each molecule deform in the same way. For

The electronic arrangements corresponding to these oprstance, Fig. &) illustrates the flux phase, labeling each

erators are illustrated in Fig. Dcpy is a site CDW, with

square plaquette which containstar flux with a plus sign.

excess charge on the odd sites 1 and 3 and a deficit on thhen interpreted as in Fig.(®, the ground states have a

even sites 2 and Dgqyy is a bond centered CDWBOW),

twofold degeneracy, which is also found in the flux and

with excess charge on the 1-2 and 3-4 links and a deficit o DW phases.

the 1-4 and 2-3 bonds; whil®g,r is an orbital antiferro-
magnet, with an orbital current flowing clockwise, from 1
—4—3—2. In a three-band modeDp would represent

a Cu-based CDW an@g o an O-based CDW. Note that the
CDW mode is equivalent to the charge ordering found in
La,_,SrNiO, for x~0.5% The orbital current operator
Ooar is closely related to the flux phadén the flux phase,
hopping is accompanied by an accumulation of a phas
change byr on circulating a plaquette. For the plaquette of
Fig. 1(c), this leads to a contribution to the Hamiltonian pro-
portional to

H'=e "*(ala,+ala,+ajas+ala,)+H.c.

V2

The first term in Eq.(8) corresponds to aluninteresting
uniform hopping on the plaquette. Thus, up to this tetime,
flux phase is equivalent to the orbital antiferromagnet
OOAF (Ty)-

While the instabilities are predominantly electronic, they

(ala,+aja,+alas+ala,+H.c)—2 \/ETy .

8

The above analysis resolves an old conundrum. Earlier
calculations interpreted the LTT phase in terms of a Van
Hove-Jahn-TellefVHJT) effect!>?°where the electronic de-
generacy is associated with the presence of two VHS’s. This
is puzzling, since JT effects usually have a simple molecular
basis, but such a basis is not obvious in the present case. We
now see that the VHJT effect on the conventional lattice is

quivalent to a conventional JT effect on a supercell lattice.
he resulting lattice constitutes a nearly exact realization of a
Berryonic crystal—replacing the originally propodell” ac-
tive triatomic molecules by square molecules.

The close connection between the JT and Van Hove view-
points can be clarified by representing the Gyilane elec-
tronic states in the supercell representatiGidefined above
Eq. (1). Including nearesttt) and next-nearestt () neighbor
hopping, the kinetic energies are

E(Ayg)=—2t—t’,
E(E,)=t’,

E(Byy)=2t—t, ©)

are accompanied by lattice instabilities, as in the Peierls trarso at half filling, theA,, level is filled and there are two
sition. In particular, the CDW couples to the oxygen breath-electrons in thek, levels. Optimal doping corresponds to

ing mode and the BOW couples naturally to a shear distor
tion; these are referenced to a single molecule in Fig. 2. Th
relation of this shear to the LTT tilting mode was clarified in
Sec. Il

one extra hole per plaquette, leaving one electron inBhe
&evels, and a JT effect. The full band dispersion of the square
lattice can be written as a superposition of these four states
(Appendix | of Ref. 15. It is found thatall states near the
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VHS's are built up exclusively of Estates. On the other
hand, states near the nodal points héyg character. Note
that this explicitly demonstrates that VHS instabilities persist
down to “lattices” as small as a singlex2 plaquette.

The above calculations are for the weak-coupling limit
and are consistent with the charge ordered states found in
Sec. IV. However, the analysis can be repeated in the strong-
coupling limit. Thus, for an antiferromagnetic arrangement,
the (mean-field energies are E(A;q) =E(Byy)=—t'
—VJU?+4t2, E(E)=t'—-U, with U=U/2. With
parameter¥ t=325 meV, U/t=6, t'/t=—0.276, andJ
=4t%/U, E(E,) — E(A1g)=2t'+J=1/6>0, so the first hole
would again come from thg,, level, although all levels are
close in energy(Note that a smaller] would reverse .the FIG. 4. Dynamic JT rotation mixing®, and B, modes of Q.
order of the levels but would still lead to an electronic de-|arge open circle represents one hole. Each time @ggf) rep-
generacy. Thus, one can still have a JT instability in the resents one-quarter of a cycle of molecular rotation, so in fr@ne
strong-coupling limit, although its nature can be significantlythe molecules have completed one cycle of rotation with respect to
modified. For a somewhat different example, see Ref. 55. frame(a), while the hole has completed only half a rotation.

The present JT effect is significantly different from the
conventional JT effect of a Cuctahedron, which involves function is double valuedvhen the molecular motion under-
the electronig¢pseudadegeneracy associated with the @€ goes a 2r rotation, the electronic wave function picks up an
andd,z_,2 orbitals. Many earlier studie®.g., Refs. 13 and extra factor ofr, the Berry phasé&:®* However, in the cu-
56) have proposed that thipseudolJT effect plays an im- prates the phonon frequencies are very differ@gpendix
portant role in cuprate physics. The present model work®), so casdiii) does not apply. Nevertheless, condition
even if thed,2 orbitals are completely uncouplédithough a (weak degeneragymay hold approximately in the cuprates,
residual coupling could enhance the present effediBe  and it is known that inclusion of quadratic vibronic coupling
model is closer to the large polaron limit>® but with a  enhances the range of cagi¢-degenerac§’ This special
particular choice of polaronic coupling dictated by the undercase has recently been analy?8dhe DJT effect withs

lying SQ(8) group structuré® Berry phase is preserved, although the classical motion may
be chaotic
B. Molecular Jahn-Teller effect The origin of the wave function sign change is explained

in Fig. 4. As each oxygen atom rotates about its undistorted
position, the holglarge circle; a second hole is in the sym-
metric position rotates about a different origin, the center of
the square. When the individual atoms complete one full
){otation, the hole has only completed half of a rotation, just
as in the triangular molecufeWhen the atoms complete a
second rotation, the hole returns to its initial position for the
first time. In analogy with the triatomic molecule, the elec-
tronic wave function can be kept single valued by multiply-
ing it by a phase factoe'??, whered is the electronic rota-
tion angle.[Parenthetically, it can be seen from the above
S figure that, in addition to the phonon modes listed in Sec.
In t:.arm(sl)ofEJ(E), there are three classes of solution: IIB, the Cu (,0,0) half-breathing mode, by changing the
(') EJ(Tl)i EJ(TZ)’ Cu-O distance, would couple to the BOW ma(de.
(ii) EJleEJT2 but w17 w,, Thus, the DJT effect with anomalous Berry phase exists
(i) EfY=ER andw;=w,. for a square molecule; while this involves some “fine-
For casqi) the lowest-energy state consists of a static JTtuning,” the matching requirement may be relaxed by qua-
distortion of the mode with larger JT energy only. This dratic vibronic coupling® In the following subsection, we
simple case may apply to the cuprates: it has long been gi|| see that a similar accidental degeneracy exists for the
puzzle why the oxygen breathing modes do not display theattice problem, and it is known that the structural transitions
large softening expectéinear (r,7). On the other hand, in LSCO are strongly nonlineaf:®*
the LTT mode is quite soft and nearly unstable. This would
follow if E{Y>E(2. The results of Sec. IV are consistent

with this possibility. However, formally the special cagig$ . ) . N

lem of the triatomic molecul®®6! andthe electronic wave treating each plaquette as a lattice site, labdiedvhich

As a preliminary to studying the VHJT effect on a lattice,
we first look at the molecular analog, a £, molecule with
square planar symmetrid,,, which corresponds to the
®(by+b,) JT problemt5%%°This molecule can display a
DJT effect which bears a striking resemblance to the flu
phase. Figure 2 displays the relev@htand B, distortions,
assuming predominantly oxygen vibrations. TBg distor-
tion is the oxygen breathing mode, while tBe¢ has the form
of the shear wave associated with the LTT instability.

The JT energy can be writtels{)=V?/(2M »?), where
V; is the electron-phonon coupling aii is the ionic mass.

C. Extension to the lattice
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therefore has three relevant electronic modﬂ(sr), i
=1,2,3. Following standard JT practice, we will only include
the two real modes=1,2[corresponding to Eq$2) and(4)]

in the Hamiltonian. The JT coupling becomes

HJT:i:zleJT,i- (10

Hyr=— e (-2 X o™@)QMa)ri(—q), FIG. 5. SA8) operator algebra, illustrating the representation of
I g m the algebra in terms of antisymmetric matrices. Dashed and dotted
(11)  boxes illustrate those elements which do not commute with the flux
) . ) phase operatoD,. Circled and boxed elements represent isospin
where the COVreSponfj'ng phonon modes @&(1) [with triplets involvingO;c. (The four other triplets are not accentuajed.
Fourier transformQ"(q)], the m sum is over different pho- . .
non branches of a given symmetry’ is the linear electron- N f(E(k)—f(E_(k))
phonon coupling constant, and we include coupling to the (r)=- p i E.(K)—E_(K)
elastic strains, withe; and #; the strain component and its
coupling to7; . If the phonon Hamiltonian is written

: (19

with E. the energy eigenvalues arfdE) the Fermi func-
tion. If A;#\,, only the mode with largek; has a nonzero
1 ) ) expectation value, although both modes can soften above the
th:E 2 Mwiz,inm(Q)Qim(_Q), (12 transition temperature. However, when

i’m’q )\1:)\2, (20)
with M an appropriate ionic mass, then the linear coupling tc%henAle CoSfly, A,= A sin 6, with g, arbitrary. Equation

i can be replaced by an effective electron-electron couplin 50) is the qeneralized version of conditicin
by the displaced oscillator transformation: 9 ) 9 Gin).

- . D. Operator algebra cookbook: Six ways to prepare a
P - v (=) flux phase
Q@) QP+ LD 13 . phase
The dynamic JT effecfollows directly from the above
operator algebra, Eq$2)—(7). Note that the commutator of
This transformation approximately decouples the phononsany two Ty’s is the third T;. This has important conse-
leaving an interaction guences for competing orders: afy two of the operators
have a finite expectation value, thére third operator must
- - - also be present(No restrictions are placed on situations
E Ji(@ri(a)7(=q), where only one operator has a finite expectation vallre.
: (14) the usual development of the dynamic JT effect, this group
theoretical aspect is lost, as the dynamic, operator is
with J,(q) == ,K™(q), Ereatgg on a very dlffe_rent footing from the pther two: the
static” (real electronic operators appear in the Hamil-

Minm

N| =

Hine= _z meri(l)—
i

o

mocom, = tonian, explicitly coupled to static distortions; the “dy-
Ki"(q)= R (q)zvi (iq) (15  hamic” component is then generated dynamically from the
Mw?.(—q) degeneracy of the first two mode;. In reality, this is a quite

general operator property, extending to every subgroup of the

This decoupling is only approximate, since s depend ~SQB) or SU®) operator algebras:*® Perhaps the best
on the's, so that they do not obey canonical commutation<n"oWn case is competing antiferromagnetic ahdave su-
relations. It will, however, be adequate for the present purP€rconducting orders: the simultaneous presence of both or-
poses. At the mean-field level ders regwres the presence_of a third component, #the
’ phas€®°! MurakamP’ has discussed several related ex-
€)= mi(Ti) (16 ~ amples
nH nae We illustrate the advantages of the operator algebra ap-
with u;=N7»?2c andc? the bare elastic constant. Lettfiig Proach, by demonstrating all the pairs of competing opera-
tors which will generate a flux phase. This amounts to all the
1 SU(2) subalgebras of the covering algebra—in the present
MZMDLE KM™(0)— — 2 K{“(ﬁ) (17 case, an S®) algebra® Figure 5 shows the representation
m N a of SO8) in terms of antisymmetric 8 8 matrices. The op-
erators are defined in Ref. 50. In the matrix representation,
and assuming only ong; is nonvanishing, the gap equations each operator is represented by an antisymmetric matrix with
are two nonzero elements 1 in theposition below the diagonal
corresponding to the symbol in Fig. 5 and-l in the cor-
Ai=N(T), (18  responding position above the diagorsince the diagonal
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elements are zeros, they are not displaydtbr example, Where<T)2=(Tx)2+<Ty>2+<TZ)2 3k=(CX—Cy)/2- The gap
elements which do not commute with the flux phase operatogqyations are

O;c must lie in the same column or row of the figure; since

only elements below the diagonal are illustrated, these cor- -

respond to the dashed and dotted boxes, respectively. Choos- > (ci‘igci,g): 1-x+2(—1)(T,, (23
ing any element from the same colunfalashed bok—say v

A4_—the commutator of that element wi;¢ is given by )

the element in the dotted box which shares the same row (C;rgcwia>—(CiTgCi+§/a>:2(<Tx>+i(—1)r‘<Ty>)-

with the first element. Thusy_ goes withA,_ (circles in ' ' ' ' (24)
Fig. 5, CDW with BOW, etc. By following this procedure,

all of the isospin triplets discussed by Murakdmare The notation(T;) is introduced to stress the close connection

readily generated. with matrix elements of thél, operators in Eqs(5)—(7)

Each set 03; three elements so generated forms a closgghoye. Below, it will be convenient to renormalize these pa-
SU(2) aIgebré and leads to a form of generalized DJT ef- .o 1aters: Ryo= —4V(T,) Ryo= —4V<Ty> and R,=

fect. Unfortunately, in the present instance, most of the other_
8V(T,).
operators are even more obscure than the flux phasezThe
operator comes up in the positité-Hubbard model. There
the ground state involves competing CDW:py and
swave superconducting operatof@here AS:=AStA;“),
and when both operators are present, ;anphase must 0 i
. . L . as *=a*e'q'R (25)
appear—see the representation matrix. In principle, then, if Ra~ 4R '
one could generate simultaneodsvave superconductivity L A N N . _
and » phase, a flux phase would also appear. Fhphase Writing R=a(ix+jy), wherex andy are unit vectors ang
has not been previously discussed. It appears to be a form dfare integers, then
d-wave ferromagnet. For example, on a square lattice the S
k-space representation 8f, is o |a If i+]j iseven,
aé— o (26)
~ a. if i+]j isodd.

The CDW modes break the degeneracy of the bipartite
lattice. We therefore define the fourier transform of the cre-
ation operator as a matrix:

Y
Az:% §(aE,TaIZT_a1k:,¢aE,l)- (2D The Hamiltonian is then a matrix ia, anda, or, alterna-
tively, in a. =(a,*a.)/v2. The latter choice is equivalent
to restricting theﬁ sums to the “magnetic” Brillouin zone,
with e; . =i, € =€ 5. Here, we expand ia, anda,.
In this case, the electronic part of the Hamiltonian can be

However, when antiferromagnetidFM) and flux phases

are simultaneously present, tie phase will be spontane-
ously generated.

IV. APPLICATION TO THE CUPRATES written H=Hg+ H; where the electronic kinetic energy is
A. Electron-electron coupling E, E,
In Sec. llIC, a formal definition was given for the JT el— E, E,/’ (27)

problem on a lattice of plaquettes. Here it is convenient to
redefine the operators on the square lattice of the cupratggith Eo=—2t(c,+¢,), E;=—4t'c,c,, andt (t') is the

and demonstrate that they are equivalent to the earlier set %ext.)nearest-neighbor hopp|ng parameter_ At mean f|e|d,

operators. We begin with a purely electronic model of thethe effects of bothv [Eq. (22)] and the on-site Coulomb
CDWss; it will turn out (Sec. IV B that the electron-electron jnteractionU can be included, leading to the Hamiltonian
interaction actually dominates the electron-phonon coupling,5trix

in the cuprates. While the exact mode coupling is not known,

a simple extended Hubbard model is convenient to analyze, R. +E E +R.+iR
since the nearest-neighbor Coulomb interactfaontributes Hei+Hy= « _l 0T Y , (28)
to all three components of pseudospin, E(—(4). The € Eo+R—IRy  —R,,+E;

resulting mean-field interactions ate o
with eigenvalues

E. ,=E;* JR®+ES+2R,E,, (29)

whereR?=R;+R>+R’ ., Fig. 6. In Eqs(28) and(29), we
- take Ry=Ryo¥, Ry=Ry0y, and R, ,=R,+aUm,, where
—4V(T) 2 W€y ,Ci.or theR;y’s are defined below Eq24), o= *1 is the spin, and

ko m, is the average magnetization per site in the antiferromag-
netic phase induced by. Parameter values are given in Sec.

+
\ 2 ni,anj,o’:_8V<Tz>Z CIE-*-Q“’U—CE,O'
k,o

(L)oo’

. ~ 7 ~
V(T X Ny 5 ,Cho A, and it is estimatelf thatV=0.2-0.3 eV. Note thaR,
ko simply renormalizes to have unequal values in theandy
+ANV(T,)2+(T)?), (22)  directions®33536
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22 ‘ ' coupling effects, since the CDW involves an imbalance of
Cu site occupancies. Approximating=t, U=6t, 8V
>16V—2U, favoring the flux and shear phases. Because the
couplings are not symmetricfEq. (29)], these modes have
slightly different gapsR,,=340 meV,R,,=320 meV, and
R,0=8.4 meV. However, B >8V, so in a purely electronic
model the antiferromagnetic phase dominates, both at half
filling and in the doped case. In the following subsections, it
will be shown that electron-phonon coupling can reverse this
situation in the doped cuprates and also brings the CDW
energy closer to that of the other phases.

E (eV)

-0.8

r XY ] T B. Electron-phonon coupling

FIG. 6. Energy dispersion in the presence of pseudospin order- N Appendix B, a general model is developed for evaluat-
ing, Eq. (29), for t=0.326 eV,t'=—0.27@, andRo=R,0=Ry ing the electron-phonon coupling due to various bond
=0.1 eV(short dashed lingor R;;=0.1732 eV and the other two Stretching and bending modes of copper and oxygen vibra-
R's=0, fori=x (dot-dashed ling y (solid line), or z (long dashed tion. First, the changes in the site energies and hopping pa-
line), or all R’s=0 (dotted ling. rameter of a three-band model are evaludfgapendix B J),

then the results are reduced to a one-band m@sgbendix

By comparing Eq.(28) with Egs. (2)—(7), the essential B 2), which can be combined with the electron-electron in-
equivalence of the lattice modes to the single plaquettéeraction terms evaluated above. While a number of phonon
modes is clearly demonstrated. The conventibflak phase modes are analyzed, the electronic modes are dominant, so it
dispersion is recovered from E(R9) for the special choice is sufficient to limit the discussion to the three modes of
of parameterst’ =R,,=R, ,=0 andR, =2t [compare Eq. primary interest. Appendix B also introduces a simple model
(8)]. The extension to the lattice involves a number of minorof phononic flux phases—the dynamic phonon modes which
differences. First, while the term involving, is generated directly couple to the flux phase.
dynamically in the molecular problem, here a termRp The gap equations follow from minimizing the mean-field
appears explicitly. On a single plaquette, the three solutionffee energy
are degeneratghe eigenvalues depend only Bpand not on
the individual R;’s), but intercell hopping and&-dependent _ BN —
coupling lead to slight dependence of the dispersion on the F k,iE:t Eif(B) - TSHNTo=F,+Nfo, (32
individual R;g’'s. The solutions remain degenerate at the

VHS, for equalR,,'s. whereSis the entropyN the total number of electrons, and

Introducing the polarization R2 +R2 R2 2 X2
=2 2+ > A= +ulmi+ =],
f(E, ,)—f(E_,) 4V 8V—-U %13 a a4
Ko™~ — —, (30 (33
E+,(r E—,(r

where the phonon contributiofterms inA;) is evaluated in
Appendix B, Table Ill. TheE; are solutions of Eq(29) WEh

phonon coupling included by the substitutidR,— R;q
; ﬁzﬂﬁ,o/\i: 1, 3D =Ry+Ripn, i =X,y,z. [N.B. The originalR;y's are retained

in o, Eg.(33).] This simple correction comes about because
for i including all the nonvanishing gap contributions. Thein the one-band model, the linear electron-phonon coupling
most general case has all four gap parameterbas exactly the same form as tWeslectron-electron term in
Rx0:Ry0,Rz0,m, nonvanishing, with corresponding\, Eqg. (28). This also simplifies the evaluation of the phonon
=N (Y +Eg/R) Y, Ar=Ny7?, As=\3(R,,/Ry), and terms Riph- The electronic terms are found froaF/dR;q
As=N4(1+0R,0/Um,). For the extended Hubbard model, =0, while the phonon terms satisB;,,= 7;R;o, with cou-
the\’s are® \;=\,=8V, A\3=16V—2U, and\,=2U. (In  Pling parametersy; evaluated in Appendix B2, Eq¢B9)
the areas of overlap, these gap equations agree with thog@d(B10). Inserting the numerical values from Table I1l, we
found by NayakK’ In contrast, a strong-coupling €stimate
calculatiod® has suggested that only an attractive near-

the gap equations can be written

neighbor coupling would stabilize the flux phase. 7,~0.88, (34)
In the absence of on-sitd, the near-neighbor interaction ~0.137 (35)

V favors the CDWR, . The energy lowering is exactly twice =122l

that of the other components, the factor of 2 arising from 7,~0.1. (36)

spin (since thex andy terms involve hopping, only terms
with the same spin on both neighbors contribute; zlierm  The estimation of these parameters is less secure than that of
has no such limitation This is counteracted by strong- the electronic parameters. To allow for this uncertainty, we
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ps driving force in ferroelectric transitioi$in perovskites and

Al in cuprate superconductivify. One manifestation of this
near instability is the large change in ionic radius on doping

’ 02~ to O .*® While this anomaly should affect the elec-
tronic properties in a number of ways, we will here explore
only one aspect, a correlated hopping.

When a hole idocalizedon a single oxygen, the shrink-
age of its radius allows the adjacent coppers to approach
much more closely. This would enhance the corresponding
hopping probabilityt except that the presence of the hole
inhibits other holes from hopping to the same site. If, how-
ever, the first hole hops away, it will take the local lattice
some time to relax back, and in that interval there will be an

y enhanced probability of another hole hopping onto the oxy-
gen.[N.B. The hopping is the usual hopping of a hole onto
an unoccupied oxygen?0; the difference is that the bond
lengths to the surrounding coppers ajiestantaneously
anomalously short, due to the prior occupation of the oxygen
by a hole] In a one-band model, this would correspond to
correlated hopping between adjacent Zhang-Rice singlets or,
effectively, between adjacent coppers. This hopping adds a
term

FIG. 7. Binding energy of various modes: site-CD\ircles),
bond-CDW(squarey and flux phasédiamonds, for 8,,.= 0 (solid
lines or 0.1 (dashed lings horizontal dotted line= energy of
doped antiferromagnetic phase. For all curxes0.25.

introduce scaling parametets, via »;= nioaiz, where we
expecta,=aq, ay=ay=a; (Appendix B2. In the above
estimates, we tookry=0.5, o;=1. Below, we will explore
how the coupling changes as th¢s are varied. Hep=—tg > cfacjgc;ra,ci,g, (37
From the above results, we séb there is substantial Gyl

phonon coupling, but the transitions appear to be predomi- . .
nantly electronically driven(2) The largest correction is for to th(la(YOHamlltoman. S"uchH_a tirm Qal\il be_e?%co?s(ljd?ge;j by
the CDW mode, although the correction is not large enougilu\laya ,~ more generally, mirsch and Marsigiionoted tha

to make the CDW as unstable as the other two mdes, the large difference in ionic size between ions with different

were twice as large as estimated, all three modes would b\éalences S_hOU|d lead to a form of corr_elated hopping. This
approximately degeneratg3) Near half filling the correc- term contributes 96, to all three c_ouplmg parametens,
1,2,3. From the present considerations, a valge=

tions are not large enough to make any of the structural™, ;
anomalies competitive with the AFM instability. This result ~2XfigcBtolUg/axxt can be estimated, whereu,~
is consistent with the finding of Hsat al:’2 that the flux ~ _9-3 A'iis the shrinkage in radion going from G to
phase is unstable against magnetic order near half filling and® - The factorx arises because holes only move preferen-
with experiment, that the ground state at half filling has AFmtially onto the oxygens for doping beyond half filling:>0,
order. (4) At finite doping, the added electron-phonon cou-While Bioc<1 is a parameter introduced to describe the de-
pling is strong enough to make the BOW the ground stat@rée ©of localization of the hole on a single oxygen—
(Fig. 7, below. In the following subsection we note that a predommgntly QUe to polaronic effects. ThIS' fac;tor is related
particular form of correlated hopping can substantially enJlo the _dellcate issue of the crossover f_rorr_1 ionic to covalent
hance the stability of the CDW's. behawgr:gmc:l corresponds to the ionic limit. The,,

In addition to the three modes discussed above, Append&orr_ectlon is so large that even a S|gn|f|cantly_ covalent cor-
B also analyzes the half-breathing mode and finds that if€Ction Bioc<1 would allow the structural distortions to
softens considerably more with doping than the full,¢)  overcome the AFM state—but only fo>0.
breathing mode, Fig. 11, in good agreement with experiment.
The reason is subtle: the full breathing mode has the stron- D. Numerical results

gest coupling to electrons, but by tending to open a gap on Here we describe our numerical results, solving the gap

the whole Fermi surface, it has its largest effechalf filling uations which follow from Eq(32). Figure 7 plots the
and so tends to harden with doping. The weaker coupling ofd : : qtes). g b .
self-consistent condensation energy as the phonon coupling

the half-breathing mode is optimized at the VHS. Below, it Is'a_gradually turned on by varying the factors (m“aiz)

seen that strong coupling suppresses the breathing mode Cdrrom Zero(no phonon couplingto 1, covering the expected

pling at exactly half filling, but its effect still peaks at a . :

: . range of coupling. We study the coupling near the VIS,
considerably lower doping than for the other modes. —0.25. For weak phonon coupling, the CDW has the weak-
est coupling, due to the on-site Coulomb repulsion. However,
it has the strongest intrinsic coupling to phonons, seas

The O?" ion is known to be inherently unstable, being increased, it grows fastest and can actually cross the other
stabilized in a solid by the Madelung potential of surround-modes. The dotted line is the energy of the simple doped
ing ions. It has been suggested that this near instability is antiferromagnetalso atx=0.25). It can be seen that for

C. Unconventional coupling associated with &~
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03 - ' phase states are close in energy. Appendix A shows that this
is generally consistent with experiment.

(3) Where they overlap, our results are in good agreement
with the numerical calculations of Yonemitst al.”” For in-
stance, Fig. 8 shows that there would be a phase separation
between the AFM and CDW phases, consistent with their
dielectric polarons. Moreover, our finding that the ferromag-
netic phase is metastable in the presence of bond CDW'’s is
consistent with their finding of a crossover from magnetic to
dielectric polarons in the low-doping regime. However, in
their workV was not included, so their phonon anomalies are
of the breathing-mode type, with neither shear-mode cou-
pling nor evidence of DJT-like mode competition.

The present approach of turning on the electron-phonon
interaction las{Fig. 7) makes the resulting near degeneracy
seem rather accidental. It is more natural to reexpress the

FIG. 8. Doping dependence of binding energies of phononyesylit: for both electron-electron(V) and electron-phonon
modes: site-CDW(circles, bond-CDW (squares and flux phase  cqypling, the flux and BOW phases are nearly degenerate,
(diamonds, assuming all moder's=0.6, andfoc=0.1(x/0.25).  \yhjle the site-CDW is more strongly coupled. However, the
Also shown is the doped antiferromagrigtangles and ferromag- on-site Coulomb repulsion opposes site-CDW formation,

net ('nver.ted triangle)s (Ref. 55.‘ The dotted "n.e IS the tangent making the three modes nearly degenerate in energy.
construction for phase separatlon. For convenience in viewing, an

energy shiftéE=2.1(1-x)t, has been added to all curves.

E/t,

reasonable phonon coupling, the BOW is the ground state. V- DISCUSSION: FUTURE DIRECTIONS

The dashed lines show that even moderate correlated hop- The present paper establishes the framework for analyz-
ping (B10c=0.1) significantly enhances the binding energiesing CDW'’s in the cuprates and Berryonic matter in a number
and shifts the degeneracy points of the CDW with the otheof related materials. Clearly much work remains to be done.
modes to lower values af. This includes the following.

In Fig. 8 the doping dependence of the binding energies is (1) From the associated susceptibilities the modifications
illustrated for a representative;=0.6 (i=d,t), compared to the electronic dispersion can be calculated and compared
to that of the doped antiferromagnet and ferromagnéil  with the kink®=8%¥seen in photoemission. While phononic
three CDW modes have a parabolic binding energy vs dopeontributions appear to be importafityalla® has noted that
ing: for the bond-CDW and flux modes, the energy minimathe linear frequency dependence of the imaginary self-energy
are near the VHS doping, while the site-CDW minimum is extends to much too high frequencies to be solely due to
shifted to lower doping by the frustration effect discussedstrong electron-phonon coupling. This is consistent with the
above(the minimum is no longer at=0, due to the strong present results: that the CDW has a strong electron-electron
correlation effegt The results can be interpreted in two component. Hence, both components will be important in
ways: (1) if phase separation could be inhibited, there wouldinterpreting the photoemission dispersion, with proximity to
be a crossover from CDW to shear-mode order near a VHS providing a marginal Fermi liquid-liké background
~0.21, close to the VHS. Remarkably, all three CDW curvesand phonon coupling the kink in the dispersion.
approximately convergewveak JT degeneragwt this point. (2) The manner in which thg component couples to the

(2) However, this crossover point is not directly observ- Hamiltonian is markedly different in the molecular and lat-
able. A by-now-familiat’:’® Van Hove—induced phase sepa- tice versions of the theory: in the molecular version, the di-
ration arises between the antiferromagnetic insulator at halfect electron-phonon coupling is to tlxeand z components
filling and any of the CDW modes. For the present parameter(B; and B, mode3, with the DJT term generated
values, the lowest-energy state involves the BOWxat dynamically—from the phonon kinetic energy term. In the
~0.27. Note in particular that the BOW is more stable thanlattice, the flux-phase term arises directly from electron-
the ferromagnetic phas@ At this time we have not made a electron coupling vi&/, and corresponding terms are allowed
detailed study of the parameter dependence of these results, the Hartree-Fock expansion of the electron-phonon cou-
but the present result—BOW most stable—seems to be amling. It remains to be seen what role phonon kinetic energy
propriate for the cuprates. In particuléa) ay should prob-  plays in the lattice problemOne effect will presumably be
ably be less tham,, and(b) while our estimate fo¥ may be  the kink in the electronic dispersion whé&# wpp )

a little large,t., is probably too small, s& can be reduced (3) Fluctuations of the CDW'sor of the stripes should
andt., increased to keep a fixed coupling to the shear modeappear as new low-frequen¢gr pinned phason mode? It

Both of these corrections would act to further weaken thds possible that such modes have been observed in micro-
site-CDW. The results are quite intriguing. For a reasonablevave measurements.

estimate of the parameters there is phase separation between(4) It will be important to provide detailed calculations
the antiferromagnetic insulator and a paramagnetic state ashowing how the shear mode couples to the various bond
sociated with LTT-like distortions, while the CDW and flux- bending modes in the different cuprates. A related issue is
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whether there are tilt distortions in the flux phadéso, then  found, and a numerical estimate suggests that the cuprates
experimental evidence for local LTT order could really beare close to the weak-degeneracy point of a square molecule,
associated with the flux phage. which should enhance the possibility of a dynamic flux

(5) One puzzling feature is the role of the LTO phase.phase. These calculations can be considered a generalization
Near optimal doping it would seem to be predominantly asof the results of Yonemitsat al,’” by (a) reducing the prob-
sociated with local LTT order, but it seems to be a uniformiem to a one-band modefp) providing a mean-field under-
phase near half filling. In principle, its presence could beyinning for the numerical calculations of local electronic
accidental, particularly since .it is only_ present in LSCO, bUtphase separation, ang), most importantly, including a
it does provide an easy axis for orienting the spins andnearest-neighbor Coulomb repulsion which enhances the
henqe, may be involved in the stripe crossover from vertlcagcope of CDW-like instabilities, producing the dominant
tf d|agon2al.[AIso, the pseudogap seems to follGiy(x) coupling to the shear-mode and flux phases. Third, the paper
_2(-(g)LTA?ve92 similar model should applv o the nickelates explores the relative strength of different CDW-like distor-

y bply . tions in the cuprates and suggests an explanation for strong

?nnadtteerxtensmns can be made to other forms of Berryonl((::oupling to the LTT and half-breathing modes. The role of

(7) There remains the problem of the competition Ofthese di;tortiops in stabilizing charged stripes is discussed in
density-wave order with superconductivity. Append|x.A. Finally, 'the results offer strpng support fpr the

(8) The detailed hole doping dependence must be workeSe”efal plctur_e pf stripe phases as stabilized k_)y VHS-induced
out, including stripes and the effects of magnetic fluctua-°rdering. A similar approach should be applicable to other
tions. systems and, in particular, to nickelates where the coupling

This last point—or more precisely the role of strong t0 the CDW-breathing mode is known to be stronger.
correlations—should be elaborated on. The present calcula- For the cuprates, we find that the structural distortions are
tions include the on-site Hubbatd] but from a Hartree-Fock close to the DJT degeneracy, but that the shear and flux
spin-density-wavéSDW) approach. It is not clear how real- phases are more unstable than the CDW. Hence, one would
istic this is, and if the correct ground state is very differentexpect significant softening of the breathing modes, but in-
from the one assumed heffeermi liquid like on the charged stability in either the shear or flux phase. These expectations
stripes and domainsthat would cast doubt on the current are borne out in experiments on the cuprates, with the shear
models of electron-phonon coupling. In our defense, we noténode coupling to dlocal) LTT order. The near degeneracy
the following points:(a) this model can explain the disper- of the shear and flux phases is consistent with experimental
sion of the insulating oxycloride at half filling as a lower evidence for both modes. It is interesting to note that the
Hubbard band” (b) For hole doping, the model correctly molecular analog of the flux phase is a classically chaotic
predicts the instability towards nanoscale phase separ%?tion.DJT phase. Note that the present results only suggest one
(c) For electron doping, it is predicted that such phase sepajossibility:if two competing phonon modes are present, then
ration is absenft>**and the model has recently been showng fiyx phase will be generated by an electronic DJT effect.
to predict a detailed doping dependence of the collapse of theowever, the operator algebra argument runs both ways: if a
Mott gag” in NCCO in excellent agreement with fiyx phase is present, then any coupling to phonons or a
experiment® (d) The effective HubbardJ is found to be  Cpw will generate the full DJT effect, with competing
doping dependent: while even at half filling) is smaller cpws.
than the bandwidtiwW=8t, with doplngU decreases to less Recenﬂy, DJT phases have been proposed in a number of
thanW/2, suggesting that the SDW approach should work, akxotic materials, including cupratés, buckyballs? and
least in the doped materidle) The current calculations find manganate¥ To describe the DJT phase of buckyballs, the
that at half filling electron-phonon coupling and CDW ef- concept of Berryonic matter was introduceth this model,
fects are indeed suppressed, but they reappear at finite doRo attempt was made to accurately model buckyball solids.
ing. The reduction iU noted above was not accounted for in |nstead, a lattice of DJT molecules was assumed, basing their
the present calculations, but would clearly enhance thigroperties on the known anomalies associated with triatomic
trend. Thus we feel that the present results will not signifi-molecules. Since the square molecule, Fig. 2, has the same
cantly change with a more accurate treatment of correlatiofy jT anomaly as the triangular model whef,=E2;, and
effeqts and that electron-phonon coupling plays a significanfnig degeneracy persists on a square latt®ec. 111 O, the
role in the doped cuprates. present model should be an excellent starting point for stud-

ies of Berryonic matter. Moreover, the proximity of the cu-
VI. CONCLUSIONS prates to the Berryonic limit should stimulate interest in this
unusual state of matter.

This results of this paper have bearings on four separate Finally, the operator algebraapproach may have an im-
issues. First, on a purely formal level, the paper presents amortant role in studying competing instabilities. It has already
alternative approach to the DJT effect in solids, revealingprovided a new definition of the DJT effect and shown that
previously unsuspected analogies between flux phases amelated effects can arise in strikingly different physical sys-
Berryonic matter. Second, the approach is applied to the cuems, giving an explicit prescription for determining when
prates, which are aa priori unlikely candidate for these two competing order parameters argscible in the sense
DJT effects. Nevertheless, a “hidden” JT degeneracy isthat they can coexist by generating a thirddden order.
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APPENDIX A: PHONONS ON STRIPES (Ref. 92 measurements find the onset of local Cu-O bond

. . .length variations suggestive of local LTT-type tilts.
An understanding of the role of phonons in the cuprates is Magnetic field studies provide additional evidencs)

complicated by the possible presence of stripes or othep '\ o ote 9 i strongly Nd-substituted LSCO shows a
nanoscale phase separation in the hole doped materials,

Clearly, any charge modulation will couple to the phononcrossover from one-dimensionaR(—0 asT—0) to two-
rodes, and the couping stergth il vary from mode 1SS SONAL behaver Sk 018 o xDIZ e Ry
mode, as discussed in Sec. IV. However, it has beef y e pe orf y .

2 . . phase transition(6) Further, it is known that an in-plane
postulated” that these charged stripésr domaing are sta- magnetic field has a strong effect on magnetoresistance, in-
bilized by a form of CDW. Hence, in this appendix, we g 9 9 '

briefly review experimental data which seem to provide evi-CIUd'ng hysteretic effects which can be interpreted as field-

= . . ~""induced rotation of the stripdS® Remarkably, an in-plane
dence for an intimate coupling between stripes and part|culaf|i' Id also has a strong effect on the LTTLTO transition
phonon modes. In such charge inhomogeneous situations, the o1 trong . .

. o “temperaturé®! stabilizing the LTT phase at highdk This
average structure does not fully characterize the situation

and it is essential to look at local probes of lattice order.can be qualitatively understood if the LTT phase and charge

Thus, there is considerable evidence focal LTT order, stripes are intimately related: the fluctuatifigi T) stripes

even when the average lattice symmetry is orthorhombi&'® present in the LTO phase, but the strong fluctuations

LTO—in good agreement with early predictions of nanoscale’ roduce an average LTO structural order; th_e field, by align-
ST 1s ing the stripes, reduces transverse fluctuations and reveals
phase separatio'f:

the underlying LTT order.

The near coincidence of stripe and structural disorder pro-

1. Coupling of charged stripes to local LTT order vides very strong evidence that the two kinds of stripe are

Long-range LTT order plays an important role in stabiliz- @ssociated with two kinds of structural order: that the LTO
ing a nearly static stripe phd€en rare-earth{RE-) substi- Phase is connected with magnetic stripes, at half filling, and
tuted LSCO, where typically RENd or Eu, and LTT anisot- the LTT phase with charged stripes, near optimal doping. The
ropy has been found to help orient strifé&While this has ~ connection between the LTO phase and magnetic stripes may
been characteriz&%as a pinning effect, it is not necessarily P& related to strong magnetoelastic coupling: in theslNe
true that LTT order enhances stripe pinning: in Eu_phas%é the.sp|'n-flop transition is §trongly suppressed by LTT
substituted samples, the Cu spins appear to be even mopgder;” while in the diagonal stripe phase the cluster spin

dynamic in the LTT phas& Moreover, such a picture com- glass transitiog can be. seen in anelastic relaxation
pletely fails to explain the common occurrencesiulta- ~ Measurement®? The Mott insulator SsCuQ,Cl, (SCOQ
neousfluctuating stripe order and fluctuating LTT order. IS found by x rays to be tetragonal, but below theeNem-
Evidence for dynamic or local LTT ordeinequivalent Perature th_e infrared absorptlo_n peak assoma_te(_i with the
Cu-O bond lengthshas been reviewed several tinf8$°  Cu-O bend|(r)139 mode phonon is found to split into two
Recent developments includ® neutron diffraction pair dis- components! _ .
tribution function(PDP studies of LSCQRefs. 91 and 92 In summary, the data suggest the following scenario. The
find a crossover from local LTO order very near half filling, Magnetic stripes are associated with a local LTO-type filt
to a clear mixing of local LTO and LTT order in the doped c_ils_:tortlon, the ch_arged stripes with an LTT t||t|n_g. At half
materials. These doped materials display considerable tifflling, there is a simple long-range LTO order, which may be
and bond length disorder, interpretable in terms of stripesStabilized by magnetoelastic coupling which aligns the spins
Such a crossover is particularly intriguing in light of the With the LTO tilt direction. The LTT tilting, stabilized by
crossover in stripe orientation from diagonal at low coupling to the VHS, is fluctuating unless pinned by ionic
doping® which could be “pinned” by LTO order, to hori- disorder off of the Cu@ planes. When the LTT phase is
zontal near optimal doping. This local LTT-LTO-type struc- Pinned, the stripes develop long-range chaeged ultimately
tural disorder is characteristic of the stripe regime, and th&Pin order. If the stripe pinning is strong enough, the super-
structural disorder greatly reduésiearx=0.25, close to ~conducting order can be suppressed, predominantly due to
the point where the stripe phase termindfe¥.(2) Bianconi  the magnetic ordef’* Near enough to half filling, the LTO
et al?* report extended x-ray absorption fine struct(EX- fults prevail, the stripes rotate by 45°, and superconductivity
AFS) evidence for a quantum critical poif@CP—a local IS destroyed.
splitting of the Cu-O bond length which can be tuned to zero
by adjusting the chemical microstrain. It is found that the
highest critical temperatures are associated with this optimal
degree of “microstrain.?* (3) Very similar thermal conduc- Tranquadaet al1% found clear indications for the cou-
tivity « anomalies are found in nickelates and mangariites, pling of breathing-mode branches to charge stripe order in
where k is suppressed above the charge ordering transitiothe nickelates. Strikingly, there was no indication for a cou-
due to collisions between phonons and fluctuating stripespling to the stripe periodicity, and the phonons seemed sen-
and in cuprateSlat the LTT transition (4) The NQR sitive to local stripe fluctuations. Similar anomalies, particu-
“knockout” effect has been considered to mark the onset oflarly involving the half-breathing mod€;?°are found in the
stripe fluctuation$? at nearly the same phase boundary x-raycuprates and are also considered to be stripe related. In
appearance near-edge structOf&NES) (Ref. 989 and PDF  LSCO, stripe correlations have a strong effect on these

2. Local breathing order
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oxygen-related phonons near 70 nfé¥? In this same en-
ergy range50—70 meV below the Fermi leyelphotoemis-
sion measuremerits®8find a break in the dispersion of
the cuprates, which, as discussed ab@ec. Vj, has been
interpreted® as due to strong electron-phonon coupling to
the breathing-mode phonons.

3. Flux phase on stripes

While early studies suggested that the flux phagptaces
the antiferromagnetic phase in lightly doped cuprates, the
present analysis has antiferromagnetic stripes in the low-
doping regime, with the flux phase appeariiifgat all) only
on the charged stripes. This follows both because instability
is enhanced near a VHS and because the correlated hopping
scales withx; moreover, in a stripe picture, features near the
Fermi level are generally associated with the charged <
stripes® This conclusion is consistent with the experimental
observatiof® that the possible flux related magnetization is
stronger in YBCQ. , for y=0.6 than fory=0.35(see also

—g

/ N
o> 9
8 ,

FIG. 9. Phonon modes of the Cy@lanes, including distortion

% . - patterns for several Cu-O bond stretching modes. Clockwise from
Chakravartygt al."). It a7lso provides a natural resolution of o5 jeft: half-breathing, breathing, quadrupole, dimer 1, dimer II,
the Ll%g-Wen paradoX’ discussed by Orenstein ‘and shear, and ferroelectric modes. Solid squalEEles=3, (33)
Millis. =™ Lee and Wen showed that they could explain thepranches predominantly representing the Cp@nes.

Uemura relation for underdoped cuprates, as long as the flux

phase dispersion is independent of doping. The paradox ihonon interactions and including strong-coupling correc-
that many strong-coupling models expect the dispersion t§ons and competition with the Mott gap. Here we develop a
renormalize to zero near the Mott insulator at half filling. In Simple model for estimating the electron-phonon interaction.
a stripe picture, this renormalization is taken as indicating/Vé introduce a three-band model and apply it to a number of
that thefraction of materialassociated with charged stripes Phonon modes which have been proposed to play a role in
renormalizes to zero at half filling, whereth® dispersion on  the cuprates. In the following subsection, we will reduce the
a single stripeis less sensitive to dopiny. model to a one-band version.

At very low doping, flux stripes will tend to break up into ~ We concentrate predominantly on Cu@lane phonons
flux polarons, confined to a single plaguette. These flux po@ssociated with in-plane vibrations and particularly on Cu-O
larons bear a close resemblance to the Skyrmions introducdtnd stretching phonons. Mott's original picture of a metal-
by Gooding'®® Indeed, his electronic states are just linearinsulator transition involved a loss of covalency as a lattice is
combinations of th&,,-symmetry plaquette states of H). gradually expanded. Hence, near a Mott transition it would
The difference is that his states are localized around a Sp€¢ €xpected that bond length changing phonons might play
impurity, while ours are the equilibrium conducting state on@" important role, modulating a crossover from covalent to
the hole-doped stripes. Clearly, at low temperatures ther€NiC behavior*® Figure 9 shows the phonon dispersion in
will be a tendency for charged stripes and polarons to bé-22CuQ, along the ¢,£,0) (%) direction, calculated by
pinned on the Sr, greatly enhancing the similarity. Howeverang et al.* Shown in bold are the branches which are
the present model more naturally explains stripes at higherédominantly associated with in-plane Cu-O vibrations.
doping levels and the uniform charged phase nearlt (Wanget al. provide the wave functions only along the high-
should be noted that Haskel and co-work¥&! find en-  Symmetry axed™ andX; the remainder of the curves are an
hanced local structural distortions near Sr impurities, associnterpolation based on symmetry. Note the anticrossing be-
ated with hole localization. havior evident on several brancheBhe pattern of distortion

If the flux phase is on the charged stripes, then hole dop{Or @ number of modes of interest is also shown, including
ing will shift the Fermi level away from the conical points, the breathw;@, half—bre_atlhslné = [at (m,0)], dimer,
producing not a node but a hole pocket, as in Fig. 6. It isduadrupolat’ ferroelectric}*°and sheaf’ modes. This by no
possible that the deviations frotawave symmetry found in Means exhausts all relevant modes. Among modes which are
the underdoped reginé are associated with this hole not modeled are the LTT tilt mode and variowsaxis
pocket. The apparemt-wave gap might then be lacaliza- modes:'® As discussed above, we treat the LTT mode as a

localization effects observed in resistivify:** In order to estimate how strongly these modes couple to
the electrons, we analyze a simple three-band dispersion for
APPENDIX B: PHONON MODES IN THE CUPRATES the CuQ plane, with parameter, (t;) for Cu-O (O-O)

hopping, andA, (A,) for Cu (O) site energy. The electron-
phonon coupling is assumed to arise via modulating these

In Sec. IV, we calculate the mean-field properties of theparameters. Thus, a changa in the Cu-O bond lengtla
various CDW'’s, combining electron-electron and electron-produces a change

1. Bond stretching modes in the LSCO three-band model
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St=—Btydula (B1)  similar to those assumed by Yonemitstial;’” while the
) numerical estimates are not identical, we find similar esti-
in to and a change mates for the coupling to the breathing mode. Their electron-

_ phonon coupling parameters are, in our notatian

%= aghodula (B2 = B2ty/Ay,~0.264, X 5= a?A /AL~ 0.2042=0.051, for
in Ay (or A;). We estimateB~3.5a; (Refs. 29 and 119 «a4=0.5, and A,,=60.4 eV from Table Ill. Yonemitsu
(¢;=1) and a4 from a Madelung contribution asyy  etal’’ estimatedh,=0.28 and had no estimate far;.
=€’/ egal~0.55, for Ap~4 eV, effective chargeq In the above list of parameters, one item stands out for
=2 (O or C¥") and dielectric constané,~5. In the  particular comment: the large ratio gf'to. Actually, there is
following, we will treat thea’s as dimensionless parameters a well-known problem in the cuprates: that the Fermi sur-
of order unity in order to scale the electron-phonon couplingfaces of LSCO and YBCO are different. In the older litera-
The net change il on any site is then—m) &, where ture, this is often referred to as a “45° rotation” of the
n (m) is the number of near neighbors that move closer toYBCO and Bi2212 Fermi surfacé$' In the one-band
(farther away from the given site. For a frozen lattice dis- model, this change can be parametrized by a larger value of
tortion of amplitude+ du, we calculate how the net elec- the second-neighbor hoppingfor YBCO, by about a factor
tronic energy changes. Model parameters include the poséf 2—3 (typically, t'/t=—0.16 to —0.2 in LSCO,—0.5 to
tion of the Fermi level, the value df , and the ratig3/ay. —0.6 in YBCO). The same effect arises in the three-band
This last parameter can be thought of as a measure of covarodel, where we find that to fit the YBCO Fermi surfaiie,
lency: increasin@\ tends to localize holes on Cu, making the must be about 3 times as large as found for LSCO. It should
material more ionic, while increasiny delocalizes holes, be noted that; is an effective parameter, and in reality a
increasing covalency. We restrict ourselves here to the folnumber of different physical effec¢t$? contribute to the
lowing parameters:ty=1.3 eV, Ag=4 eV, a=1.9 A, Fermi surface curvature. Hence, we feel that the large value
Fermi level at VHS(in the absence of phonon distortjeat a  assumed is justified, in better fitting the Fermi surface found
doping x=0.25 (to achieve this, a large value of/tq= experimentally in YBCO and Bi2212. Had we used the
—1.8 is assumed—see the discussion in the following parasmaller valuet;/to=—0.5 expected for LSCO, our results
graph, and ¢g=;=1. The model neglects possible cou- would change only in that the VHS would fall at a doping
pling to the Cud,2 orbital (important for the conventional JT ~0.16, and the curves in, e.g., Figs. 11 and 8 would be
distortions of the quadrupole and breathing mddleand  shifted by the ratio 16/25.
anomalies associated with the near instability 6f GSec. For the shear modes and the modesSat(, ), the
IV C).1?® The two forms of electron-phonon coupling are resulting electronic Hamiltonian can be written in the form

A+6;  —tige  —tyey 0 tae} tsey
—tye} 8 —2t;c” tsey 0 —2tic’,
—tye) —2tjcl 53 teey,  —2t;cl 0
H= 0 tre} ts ey A-6;  —tyey  —tgey | (B3)
t3 e, 0 —2t;c, —tyef -8, —2ticl
tiey  —2tich 0 —tze) —2tic.  —&s

while for the half-breathing mode &= (7,0) and the ferroelectric mode,

A+ 6, —tie, —2itgsy 0 tse} 0
Y 0 —2itisye,  tsey 0 2it s ex
2itesy  2itisye; 53 0 2its e, 0
H=1 o tse 0 A-8  —te,  —2ites) |- (B4)
taey 0 —2itjsyex  —toef 0 —2itjsjey
0 —2it;s)e, 0 2itgs,  2itjs;ex — 83
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TABLE |. Phonon coupling parameters. TABLE Il. Energy parameters.
Mode ng N, Nz my M, mz my Mode Yy X1 X5
(1) Breathing 4 0 0 1 1 1 1 (1) Breathing 0 XAy X_
(2) Half-breathing 2 0o 2 1 - 1 — () Half-breathing 0 X10 2(t5— 8td)c,
(3) Quadrupolar 0 0 0 1 -1 1 -1 (3) Quadrupolar 0 0 X_
(4) Dimer | 0 -2 0 1 0 -1 0 (4) Dimer | 1 0 X, +4itgotgs,
(5) Dimer Il 0o -2 2 1 | 1 (5) Dimer Il 0 0 X, +4itodto(s,—sy)
(6) Dimer Il 0o -2 2 1 1 -1 -1 (6) Dimer lll 0 0 X, +4itodto(sc+s,)
(7) Shear 0o -2 2 1 -1 1 -1 (7) Shear 0 0 2(th ey +t%cy)
(8) Ferroelectric 0 0 0 1 - -1 —  (8) Ferroelectric 0 0 2(t5— 8td)cy,
(9) Flux dimer | 1 0 X_ +4itydtecy

) , , (10) Flux dimer 11 0 0 X_+4itydto(ck—cy)
Here e =exp(kial2), i=xy, ci=coskLk)a/2, ands, (17 Flux dimermi 0 0 X_+4itgdto(Cy+Cy)
=Sin kya/2 For the modes aB (the shear mode Siyio (12) Flux shear 0 0 X,—4t05t0(SX—Sy)

=6 (—4), 1=2,3. Writing §;=n;5, and t;=ty+m;dt,,
then for oxygen vibrationgthe breathing, half-breathing,
ferroelectric, and quadrupole modes; , ,= +m;, while for
modes involving copper motionghe shear and dimers

mi+4=—m;, i=1,4. For completeness, we include an extra o SR A0
A mp =2E &, +4ty6t, (note that the solution is only implicit if
parameteis in Eq.(B4) whlch is gllowed by symmetry, due 5,#0). The generic form ofX, is X,y=tts62 +t5t* e*?
to second-neighbor relative motion; however, to make a uni-1" =75 ° = 975 2 > 72 s T 8 T X
‘ . , —, . +totee) +ytg €5 °. Note thatE;, is the antibonding band
orm comparison with other modes, the value&fwill be which is approximately half filled
setTtr? zerg). The rlemlaltr)mg elefme?ts atret(il;sted@m 'rl;able l. Figure 10 shows the calculated electronic energy shifts up
€ above caiculations refer 1o stafirozen pnhonon _Ilo large distortionséu/a=0.1 (local distortions of up to
modes, and hence do not give direct information on DJ about 5% are reported in EXAFS measurem@ts num-
modes. In a !—lartrge-Fock calculation, dynam|c_ modes can pﬁ’er of interesting features can be notéd). All the distor-
modeled by imaginary order parameters, and in Sec. IV, it Sions lead to highly nonlinear shifts of the electronic energy.

shown that the mean-field decomposition of nearest-neighb%) While the breathing mode has the strongest coupflasy

Coulomb repulsion produces a direct coupling to the OAF_" . ; 3 ;
(flux-phase mode. In this spirit a similar mean-field phonon originally predicted by Webéf, the half-breathing mode

also has a large coupling, sinég produces a large splitting
flux phase can be constructed from the abovddyeplac- at the VHS (Fig. 12, below. (3) The energy shifts corre-

ing to pyi§t0 and(b) making a similar replacement.for the spond to significant phonon softening, but when the qua-
4, which involves moving the term to the off-diagonal j a4 phonon energy is included, it is found that only the

(Hi_lv_iﬁ3)| 'i?smg.n't " found by minimizing th fbreathing and(marginally half-breathing mode become
€ lattice distortions are found by minimizing theé Sum ot ,gtapje—the additional softening due to electron-electron

the. Hamiltonian, Eq.(!34), and a phonon t(grm, Ed12), coupling is discussed in Sec. IV A. Instabilities of the dimer
which may be rewritten asH,,=A(éu/a)?, where A

=y7Mw?a?/2, andA and w are listed in Table IIl. Strictly 400
speaking, the phonon frequencies should be bare values, ne- / ‘ Ve,
glecting electron-phonon coupling, but for present purposes

we use calculatéd® or experimental values for the un-

doped insulator LaCuQ,. [For the shear modeA=(C,; 300
—Cyya’c, where C;;—C1,)/2=99 GPa(Ref. 32 andc is
the c-axis lattice constant.The parametet is 1 if the dis-
tortion is along theX or Y axis only, 2 if it is along both, and
M is the mass of the moving ion, oxygen or copper the
appropriate average for the ferroelectric mpdenese equa-
tions must in general be solved numerically, but some insight 100 |-
can be gotten for the special casg=n;=t;=0, for which
the four nonzero eigenvalues are given by

Ao AZTAW? %
B> (BS)

X’s andy’s are listed in Table Il, witls; = sin(ka) [and recall
ci=coska)], X.=2(t5* dtg)(cx+c,) F2ydtic,, and Xy

E (meV)
8
N
~ .
N\
N
N

0.1

) . FIG. 10. Energy of various phonon modes of Guflanes,

_ 2 _\pp2 2 2_ ars2
with |;i1, W5 =WiE X1+ (X , Wi=4[ty+(1 ~ assuming ag=1 and B=3.5, for static (solid lineg or flux
—v/2)otg] (except for the half-breathing and ferroelectric phasegdashed lines The phonon modes are numbered according
(FE) modes, for whichWi=2(tj[1+2s,%]+ 6t})) and the  to Table Il.
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FIG. 13. Three-band dispersion of the Gu@anes, in the pres-
FIG. 11. Doping dependance of the frozen phonon energy lowWgnce of a frozen dimer Il modéong-dashed linésor shear mode
erings, associated with the breathing mddiecles, half-breathing (solid line9 modulation, assuming/ a4= 3.5, andsu/a=0.04.
(7r/a,0) mode (square shear modgdiamond$, and dimer Il
mode (triangles, all normalized to their maximum amplitude. The must shiftbelowthe gap, reducing the electronic energy low-
half-breathing and shear mode; have strongest coupling near ”@ring. Hence optimal doping for this mode is at half filling,
VHS. éu/a=0.04 for the breathing mode, 0.08 for the others.  angwhile there is a large electronic softening of the breath-
117 ) _ ing mode at the VHS, there is an even larger softening near
modes were found earlief] but only in strong-nesting haff filling, so a doping dependence would show a hardening
conditions—half filling witht;=0. (4) The asymmetric€,  of the mode Indeed, such a hardening is observed in the
—c,) phonon-flux(dimer Il) mode has a smaller energy low- nickelates'®® This result persists in the presence of strong
ering than the symmetric dimer Ill mode. correlation effects, Sec. IV. For the half-breathing mode cor-
The doping dependence of the energy lowering is showmelation effects should enhance the already large softening of
in Fig. 11. The results are in good agreement withthe mode with doping, in good agreement with experiment.
experiment’’ on both LSCO and YBCO and with local den-  Figures 12—14 compare the dispersions of several of the
sity approximation(LDA) calculation$®* which find that the modes, near the uppeiCu-like) band of the three-band
half-breathing mode softens more than the 4) breathing  model. For all cases, the magnitude of electronic energy low-
mode. This result is surprising since the breathing mode hagring can be directly correlated with the size of the gap at the
stronger coupling. However, this mode has an unusual frusyHS (X point). Note that the gap is largest for the breathing
tration effect: it opens a complete gap at the Fermi level, Figmode, but the Fermi level lies below the gapif 0. For the
12, so the Fermi level can only fall in the gap if the band ismodes af”, there is no unit cell doubling, but the dispersion
filled, x=0. To accomodate additional holes, the Fermi levels different alongX andY, leading to an effective splitting of
the VHS’s, Figs. 13 and 14.

e ' For the half-breathing mode we find that the softening is
via the on-site Cu energg. Making A inequivalent on al-
8 [ |
7+ 8 ///\\\\ ///\\\ B
/ N / \
/ N / \
// \ // \\
7 / Y \ 1
/ /A \
/ /2 \
S / Y \ \
2 / 7 \
we | // //// \ PN 1
// /// \\ ’ \\ \\
p7 < N
e i // \ EF
5 //// // \\ |
\\ s \
/// o /// N
FIG. 12. Three-band dispersion of the Gu@anes, in the pres- S ' ‘
ence of a frozen breathing moddashed linesor half-breathing 41~ XY S r
(7/a,0) mode(solid lineg modulation, assumin@/ay= 3.5, and
Sdu/a=0.02 (breathing or 0.04 (half-breathing. The arrow indi- FIG. 14. Three-band dispersion of the Gu@anes, in the pres-

cates the breathing mode hole pocket neat24,7/2a). Brillouin ence of a frozen ferroelectri¢solid lines or quadrupole mode
zone special points adé=(0,0), X=(w/a,0), andS=(=x/a,n/a). (dashed lingsmodulation, assuming/a4=3.5, andéu/a=0.08.
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ternative rows of Cu atoms along tbeaxis (parallel to the TABLE lIl. One-band model parameters.
oxygen distortion leads to a large splitting of the VHS's.
Figure 12 shows that the gap is smaller than for the fullMode my X2 w (meV) A (eV)

breathing mode, but is clearly centered at the VHS.

(1) Breathing 4 0 66 60.4
] ) (2) Half-breathing 2 - 83 47.8
2. Bond stretching modes in the LSCO one-band model (3) Quadrupolar 0 0 56 435
To combine the phonons with the electron-electron cou<{4) Dimer | 0 —2i 8ts, 38 39.7
pling of Sec. IV A, it is convenient to first reduce the above (5) Dimer Il 0 —2idt(sctsy) 38 79.5
results to a one-band model. The parameters of the one-barng) Dimer Il 0 —2idt(sc—sy) 38 79.5
model can readily be related to those of the three-band mode}) shear —24t(cy—cy) - 59

0
by expanding the approximate eigenvalues of BBp) as  (8) Ferroelectric 0 0 77 32.8
Ei,=Ay+ W?/Ao. In this way, it is found that the effective (9) Flux dimer | 0 —2idte, 38 39.7
Cu-Cu hopping parameter ’@té/Ao (with the parameters (10) Flux dimer II 0 —2idt(c,—cy) 38 795
assumed above, this would give=0.42 eV, somewhat (11) Flux dimer Il 0  —2idt(c,+ cy) 38 79.5
larger than the value 0.326 eV estimated from photoemis¢12) Flux shear 0 +2idt(s,—s,) _ 59
sion), with phonon distortion paramete#/t=26t,/ty and
81= 8yt 6t. Linearizing the results it it is readily seen
that the flux dimer Il mode has the symmetry of the convenierm in Eq.(28) for all three CDW modes. Thus, the free
tional flux phase, and it is found that the quadrupole andnergyFi, Eqg. (32), is a function only of thesumsof the
ferroelectric modes do not couple at the one-band levelglectron-electron and electron-phonon gaps, leading to a sim-
while the breathing mode couples only Via The electronic plification of the gap equations. For example, for the CDW,
dispersion can be solved: F1=F1(Ry+45y), s0

= JIF JF
E=—4t'c,c * V(ML 8)2+ X1+ X2, (B6) <a_51>:4<<9R_1> (B8)
with m; and X, listed in Table Ill, andX;= —2t(c.+cy). ) 1_ 2 )
The result for the half-breathing mode is distinct: Since the averages are just those evaluated in the gap equa-
tions, they can be replaced by the derivatives of the quadratic

E=—2tc, = \/(251—2Ey)2+4(t+2t'cy)2cg B7) terms, yielding

The resulting dispersions are in excellent agreement with the 45, 16a3A2
corresponding antibonding band dispersions of the three- Ny==—= "o -
R A(8V—U)

band model.
For the half-breathing mode the term & follows from  For the shear and flux modes, the equivalent result is

the &5 term in Eq.(B4): for a phonon distortion alony, the
hopping alongY is modified along alternate rows, &t 7 =
~1t3/(Ao* 85). Such a term has been previously considered Rio AV
by Shenet al® In the present comparisons of different with B=3.5z;. These are the analogs to E@3). They are
modes, the role of such a term has been neglettgdetting  weak-coupling results and should be modified when the gaps
63=0). become comparable to the phonon frequencies. In the evalu-

Equation(B6) bears a strong formal resemblance to Eg.ation of these equations, in Eq84)—(36), we assume the
(29). In fact, the one-band model linear electron-phonon couparameter values of Table Il and give thés their nominal
pling has exactly the same form as tWeelectron-electron values,a34=0.5, a;=1.

(B9)
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