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Molecular dynamics calculation of the thermal conductivity of superlattices
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We report on molecular dynamics studies of heat flow in superlattices. The computer simulations are
performed using classical mechanics with periodic boundary conditions. The heat flow is in the direction
normal to the layers. We have studied the variation of the conductivity with the repeat distance and the effect
of interfacial roughness. We discuss the relation of these results to experimental data in the literature.
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I. INTRODUCTION

Superlattices are structures composed of alternating la
of two materials that have nearly the same lattice parame
Semiconductor superlattices have optical, electronic,
thermal properties that vary significantly from those of t
bulk constituent materials. These novel properties have le
the use of superlattice structures in a number of applicatio
including semiconductor lasers1 and thermoelectric
devices.2,3 The operation of these devices can be greatly
fected by the thermal conductivity of the superlattice. F
instance, the efficiency of a semiconductor laser is redu
when the active region of the device is at high temperatu
and so a high thermal conductivity superlattice is preferr
On the other hand, the efficiency of a thermoelectric dev
is inversely proportional to the thermal conductivity, and
low thermal conductivity materials are preferable. The stu
of heat flow in a superlattice is also of interest from a fu
damental perspective. The periodicity of the superlatt
modifies the phonon dispersion relation. The effects of t
modification on the lattice thermal conductivity have be
studied by several authors,4–6 but discrepancies between th
oretical calculations and experimental values have not
been resolved.

Measurements on Si/Ge~Ref. 7! and GaAs/AlAs~Ref. 8!
superlattices have shown that the thermal conductivity in
direction perpendicular to the layers~growth direction! is
reduced by as much as an order of magnitude compare
the conductivity of the bulk constituents. Part of the decre
in the thermal conductivity can be attributed to the reduct
in the group velocity of phonons due to zone folding.5 How-
ever, quantitative calculations show that this effect sho
lead to a thermal conductivity that decreases as the thick
of the layers making up the superlattice is increased wit
the range from one to ten monolayers. Experimental res
for samples with layer thickness in this range have shown
opposite effect, as can be seen from the data of Capi
et al.8 shown in Fig. 1, which show a monotonic increase
the thermal conductivity with increasing superlattice perio
The disagreement between the zone-folding theory and
data may be due to interface effects,9 but the extent to which
interfacial roughness and other superlattice defects affec
experimentally measured thermal conductivity is not
0163-1829/2002/66~2!/024301~7!/$20.00 66 0243
rs
er.
d

to
s,

f-
r
d

e,
.
e

y
-
e
is

et

e

to
e

n

d
ss
n
lts
e
ki

.
he

he
t

known. In order to investigate the effects of the differe
superlattice parameters on the thermal conductivity in
growth direction, we have performed molecular dynam
simulations on a simple, classical model of a superlattice
present the results here.

II. MOLECULAR DYNAMICS SIMULATION

In this paper, we are primarily interested in achieving
understanding of the general characteristics of heat flow
superlattices, rather than performing quantitative calculati
for any particular system. The parameters entering into
model are designed to provide a highly simplified model
heat flow in GaAs/AlAs superlattices. For these simulatio
we use a simple fcc lattice of atoms with nearest-neigh
harmonic and anharmonic interactions. Calculations ba
on a model of this type have been presented in papers
Maradudin and co-workers10 and by Maris and Tamura.11,12

The parameters that enter for this model are the atomic m
M, the lattice parametera0 ~nearest-neighbor spacing
a0&!, and the second and third derivatives of the int
atomic potential which we will denote byb and b8. The
potential energy between a pair of neighboring atoms
taken to be

V5
1

2
b~r 2a0& !21

1

6
b8~r 2a0& !3, ~1!

FIG. 1. Thermal conductivity of GaAs/AlAs superlattices at 3
K as a function of superlattice period as measured by Capin
et al. ~Ref. 8! together with the value for bulk GaAs.
©2002 The American Physical Society01-1
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wherer is the distance between the atoms.
To simulate GaAs, we select the value of the massM to be

the average of the atomic masses of Ga and As.13 Thus the
two-atom unit cell of GaAs is represented by a single atom
our simulation. The lattice parameter is then determin
from the expression for the density:

r5
M

2a0
3 . ~2!

This givesa052.2431028 cm for GaAs. The bulk modulus
B is equal to 2b/3a0 . The experimental value ofB is 7.6
31011 g cm21 s22, and to give this correctly we chooseb
52.5573104 g s22. It is straightforward to show that th
Grüneisen parameterg is given by the expression

g52
b8a0

3&b
. ~3!

This value ofg is the same for all phonon modes. One po
sibility would be to chooseb8 so that Eq.~3! is consistent
with the value ofg as determined from thermal expansio
measurements. However, in real GaAs there is a large va
tion in the value ofg between the different branches of th
phonon spectrum. For example, the longitudinal acou
modes haveg around 1, whereas some of the transve
modes have negative values ofg.14 As a result, theg calcu-
lated from thermal expansion would be smaller than
average of the magnitude of theg’s for the individual modes,
and so choosingg from thermal expansion would signifi
cantly underestimate the anharmonicity. Consequen
for the present, we arbitrarily chooseb8524.84
31012 g cm21 s22, so that Eq.~3! givesg51.

For AlAs, the mass is chosen as the average of the ato
masses of Al and As. The lattice constant is chosen to be
same as that of GaAs. Since the bulk modulus of AlAs d
fers from that of GaAs by only a few percent, we chooseb to
have the same value as in GaAs. For simplicity, we a
chooseb8 to have the same value.

One can consider a number of different approaches to
calculation of the thermal conductivity. For example, o
could consider a sample that is in contact with hot and c
thermal reservoirs at opposite ends and then compute
heat flowing between the reservoirs. This was the met
used by Payton, Rich, and Visscher in their seminal work
molecular dynamics simulations of heat flow in on
dimensional~1D! chains and 2D lattices.15 Further calcula-
tions on 1D and 2D systems that followed this approa
were made by Nishiguchi and co-workers.16,17Another pos-
sibility is to use the Green-Kubo formulation to calculate t
thermal conductivity from the correlation function of therm
fluctuations in the system.18–21 In our calculation, we have
chosen to use the following method. We consider a sampl
dimensions 3200320320 atoms, with periodic boundar
conditions applied in all three directions. We set up an ini
temperature distribution of the form

T~x,t50!T01DT0 cos~2px/Lx!, ~4!
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whereLx is the length of the lattice in thex direction and the
magnitudeDT0 of the temperature perturbation is 10% of th
base temperatureT0 . The atoms of the lattice are assigned
random initial momentum based on a Maxwell distributi
that corresponds to the local temperatureT(x,t50). We then
monitor the decay of the temperature perturbation as a fu
tion of time in order to determine the thermal conductivi
The position and momentum of the atoms are calculated
time progresses using a simple ‘‘leapfrog’’ algorithm.22 At
selected time intervals, we calculate the energy of each a
in the sample. We then find the average of the energy of
20320 atoms in they-zplane with a givenx coordinate, and
from this average, we determine the temperatureT(x,t) as a
function of x. We then determine the current magnitu
DT(t) of the temperature perturbation by using the formu

DT~ t !5
2

Lx
E

0

Lx
T~x,t !cos~2px/Lx!dx. ~5!

Sample results forDT(t)/DT0 are shown in Fig. 2.
These cooling curves exhibit a number of interesting f

tures. First, we note thatDT(t) contains a small-amplitude
oscillation. When the temperature distribution is applied
t50, a spatially varying thermal stress is set up. This exc
the sample into a low frequency vibrational mode in whi
the atoms vibrate in thex direction. The vibrational energy
associated with this motion makes a small contribution to
total energy, and this leads to an oscillatory contribution
DT(t). Neglecting this oscillation, we now try to analyze th
cooling curve to determinek. Based on Fourier’s law, we
expect that

DT~ t !/DT05exp~24p2Dt/Lx
2!, ~6!

whereD is the thermal diffusivity. If the value ofD is chosen
so as to give a fit at larget, we find that the fit based on Eq
~6! gives too high a cooling rate for smallt. The reason for
this discrepancy can be seen by examining the Green’s fu
tion solution to the one-dimensional diffusion equation:

FIG. 2. Computer simulation of the decay of a temperature d
tribution as a function of time. The mean temperature is 300
Results are plotted for the bulk GaAs lattice and for 131, 232,
and 434 superlattices.
1-2
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G~x,t !5
1

A4pDt
expS 2x2

4Dt D . ~7!

This Green’s function implies that at timet heat has flowed a
distance of the order of (4Dt)1/2. Thus the speed with which
the heat moves is of the order of (4D/t)1/2, which gives an
infinite velocity at t50. However, clearly heat can neve
travel faster than the phonon velocityv. One simple, butad
hoc, way to modify the Green’s function to avoid this no
physical behavior is to replace 4Dt in Eq. ~7! by the quantity

4Dtv2t2

4Dt1v2t2 , ~8!

wherev is an average phonon velocity. Then, for smallt, the
distance that heat flows will be of the order ofvt. With the
use of this modified Green’s function, it is straightforward
show that the temperature perturbation now decays acc
ing to the equation

DT~ t !/DT05expF2
p2

Lx
2 S 4Dv2t2

4D1v2t D G . ~9!

The molecular dynamics results forDT(t)/DT0 are fit to this
form usingD andv as adjustable parameters. The value ok
is then calculated from the expressionk5DC, whereC is
the specific heat per unit volume of the lattice. Using t
method, calculated values ofk for a particular 3200320
320 lattice do not vary by more than 10% when a differe
set of random initial momenta of the atoms in the lattice
used.

The simulations for which the results are presented in
paper were performed using personal computers with pro
sor speeds of 600 MHz, and each took between 3 and 7
to complete. Some tests on lattices of 6400320320 atoms
were performed on a Hitachi SR8000 supercomputer
took up to 16 h on that machine.

The time forDT(t) to decrease to a chosen fraction of
initial value increases as the square of the sample lengthLx .
Since the number of atoms in the simulation increases
early withLx , it follows that the time taken to run the simu
lation varies asLx

3.
If the phonon mean free pathL is longer than the length

of the sample in thex direction, phonons can travel ballist
cally from the hot to the cold region. The time for the tem
perature perturbation to disappear would then be of the o
of the length of the sampleLx divided by the sound velocity
Under these conditions, the time for the temperature dis
bution to decay does not provide information about the th
mal conductivity. Thus, to obtain a correct value ofk, it is
necessary forLx to be significantly greater thanL. To esti-
mateL for bulk GaAs, we take the value of the conductivi
k calculated by the molecular dynamics simulation~see re-
sults given in next section! and then use the method o
Stoner and Maris23 to obtainL from k. At 300 K this gives a
value of 1200 Å. We compare this with the value ofLx ,
which is 7168 Å for a sample 3200 cells long. In Fig. 3, w
show the results of an investigation of the variation of t
calculated conductivity with sample length. We find th
02430
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even up to a length of 6400 cells, the value ofk has still not
converged to a completely stable value. The difference ik
on going from 3200 cells to 6400 cells is less than 10%,
it should be noted that because of limitations on compu
time, this is based on a single run on the larger sample.

We have also investigated the effect of increasing the
eral dimensions of the lattice from 20320 to 40340. For
bulk GaAs at 300 K, the conductivity decreases by 0.6%,
the 131 superlatticek decreases by 5.3%, and for the
31 superlattice with rough interfacesk increases by 1.6%
Since these changes are small, we elected to use 20320 in
most of the simulations.

III. RESULTS

We have made calculations for a number of differe
GaAs/AlAs superlattices. The following calculations were
made for superlattices that were 3200320320 atoms in size.

A. Isotopically pure superlattices

In this set of calculations, we set the mass of each Ga
unit by using the average isotopic mass in Ga, i.e., 69.7 a
Results fork as a function of superlattice repeat distance
plotted in Fig. 4, along with the results of computer simu
tions for bulk GaAs. The calculated conductivity of GaAs
300 K is approximately twice the experimental value. Th
discrepancy is not surprising given the simplicity of o
model. The conductivity of all of the superlattices we ha
studied is reduced compared to the bulk material, and for
but the largest repeat distances, this reduction is greater

FIG. 3. Calculated thermal conductivity vs lattice length for~a!
a 131 superlattice and~b! bulk GaAs. The temperature is 300 K
1-3
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DALY, MARIS, IMAMURA, AND TAMURA PHYSICAL REVIEW B 66, 024301 ~2002!
a factor of 2. This is in reasonable agreement with the c
culations of Ref. 5. For the longer period superlattices
decrease ink relative to bulk GaAs is in reasonable agre
ment with experimental data. For example, the reduction
the 16316 superlattice at 300 K is a factor of 3.5, compar
to a reduction of 4.4 measured for a 17317 sample.8

It is important to note the trends in the thermal condu
tivity as the repeat distance changes. At repeat distan
larger than eight monolayers, the reduction factor is sma
the longer the period, as is found experimentally. For
short-period superlattices, however, the calculation give
reduction factor thatincreasesas the period becomes longe
This behavior has not been observed experimentally. I
seen, however, in the zone-folding calculations found
Refs. 5 and 6. The effect of the zone folding is a flattening
the phonon dispersion curve, which results in a lower p
non group velocity. This decrease in the group velocity of
heat-carrying phonons yields a reduction in thermal cond
tivity that increases with increasing period for short-peri
superlattices. Thus our calculation supports the hypoth
that zone folding is the dominant effect onk in the short-
period superlattices. We can therefore say that the sh
period superlattices behave as a crystal with a modified p
non dispersion relation.

When the superlattice period is very long compared to
phonon mean free path, the thermal resistance of one pe
of the structure should be equal to the sum of the resista
of the layers of GaAs and AlAs plus the Kapitza resistan
RK ~thermal boundary resistance! ~Refs. 24–26! of the two
interfaces. Thus the conductivity should approach a valuk
such that

1

k
5

1

2kGaAs
1

1

2kAlAs
1

RK

d
, ~10!

whered is the thickness of one layer. Whend→`, this for-
mula gives a conductivityk`51.08 W cm21 K21 at 300 K,
using forkGaAs andkAlAs the results from the simulation. I

FIG. 4. Thermal conductivity as a function of superlattice per
for 300 and 400 K. The solid circles~d! and triangles~m! represent
the thermal conductivity calculated for superlattices at 300 and
K, respectively. The solid lines represent the thermal conducti
calculated from simulations of bulk GaAs at the two temperatu
02430
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is evident from Fig. 4, however, that even for a layer thic
ness of 800 atoms the superlattice thermal conductivity
not reached this limit.~Note, however, that for this laye
thickness there are only four layers in the sample.! Equation
~10! gives a conductivity that increases as the period
creases, as is seen in the simulations in the range of l
layer thickness. The combination of the zone-folding effe
for short periods, giving a conductivity decreasing with i
creasing period, and the conductivity increasing with per
that occurs for long periods results in the conductivity mi
mum seen in Fig. 4. This minimum in the thermal condu
tivity was predicted by Simkin and Mahan.6

Also plotted in Fig. 4 are the molecular dynamics resu
at 400 K. Comparing the results at 300 and 400 K, we
that the rate of change of the thermal conductivity with te
perature is affected by changes in the superlattice period.
the bulk and for the shortest-period superlattices, we find
k}T2n where n is about 1 or slightly less than 1. AT21

dependence is expected for the thermal conductivity of
electric crystals when three-phonon processes are solely
sponsible for the finite phonon lifetime. The same tempe
ture dependence is expected for short-period superlattice
which the phonon mean free path is very much longer th
the period. This is because we can view such superlattice
crystals with a modified dispersion relation. Since the ph
non lifetime is governed by three-phonon processes, the c
ductivity will still vary as T21. As the superlattice period
increases, however, we see a general decrease in the d
dence ofk on temperature. This behavior can be understo
based on Eq.~10!. The conductivitieskGaAs and kAlAs both
vary asT21, whereas the thermal boundary resistance at
interface between two different materials is expected to
independent of temperature forT.QD .25,26Thus, for a layer
thickness such that Eq.~10! applies, it is to be expected tha
the conductivity of the superlattices will vary with temper
ture less rapidly than asT21.

B. Superlattices with natural isotope concentration

We also performed molecular dynamics calculations
the thermal conductivity of a set of GaAs/AlAs superlattic
where the naturally occurring distribution of isotopic mass
for Ga was used in order to determine the mass of the G
units. Note that since Al and As are isotopically pure, there
no variation in mass in the AlAs layers. The simulatio
were performed for a temperature of 300 K. The results
plotted in Fig. 5 along with the results for the perfect sup
lattices discussed in the previous section. While we fin
10% reduction in the thermal conductivity of the bulk GaA
we see only a very small effect on the thermal conductiv
of the 131 superlattice and essentially no effect on the th
mal conductivity for any of the other superlattices.

While measurements of the effect of isotopic purity on t
thermal conductivity of bulk and thin-film semiconducto
can be found in the literature,27–30 the thermal conductivity
of superlattices with isotopically enriched layers has not
been studied experimentally. Measurements on isotopic
enriched Ge~Ref. 27!, diamond~Ref. 28!, and Si~Refs. 29
and 30! show increases in the room-temperature thermal c
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MOLECULAR DYNAMICS CALCULATION OF THE . . . PHYSICAL REVIEW B 66, 024301 ~2002!
ductivity of 30%, 50%, and 60%, respectively, over the sa
materials with natural isotope concentrations. The molec
dynamics calculation shows a considerably smaller effect
bulk GaAs. However, the magnitude of the mass disorde
GaAs is much less than in Ge, Si, and C. The rate of pho
scattering due to isotopes is proportional to the parameteG,
which is given by the expression

G5(
i

f i~12Mi /M0!2, ~11!

whereM05( i f iM i and f i is the fraction of atoms with mas
Mi . The value ofG for natural GaAs is 0.4631024, whereas
G55.831024, 0.7631024, and 2.031024 for Ge, C, and
Si, respectively. Thus a smaller isotope effect is expecte
GaAs. Additionally, in C, for whichG is larger than GaAs by
a factor of only 1.7, account must be taken of the high De
temperature~2000 K!. At 300 K, the temperature is less tha
QD/6, and at temperatures much less thanQD we expect a
greater effect of isotope scattering on the thermal conduc
ity. The rate of isotope scattering in GaAs/AlAs superlattic
has been calculated by Tamura.31 He finds that the isotope
scattering rate of transverse phonons in a superlattic
higher than that of longitudinal phonons, but that both ra
are lower than the rate in bulk GaAs. He also finds that b
scattering rates decrease as the superlattice period incre

C. Superlattices with interfacial roughness

In order to calculate the effects of interfacial roughness
heat flow in superlattices, we incorporated a very sim
model of roughness into the simulation. For the last atom
monolayer of each superlattice layer, the mass of each a
was randomly assigned to be the mass of a GaAs atom o
AlAs atom, with a 50% probability of each. Measuremen
on GaAs/AlAs superlattices grown by molecular beam e
taxy ~MBE! have shown that a transition region containi

FIG. 5. Thermal conductivity vs superlattice period at 300
The triangles~m! represent the calculated thermal conductivity f
the cases where the natural isotope concentration is used, an
circles~d! represent the cases where the natural isotope conce
tion of Ga is ignored~isotopically pure!. The solid lines represen
the conductivity of bulk GaAs for the two cases.
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both superlattice constituents typically exists at the bound
between superlattice layers.32,33 This region is usually abou
a monolayer in thickness. However, it must be noted that
rough region often takes the form of islands that have late
dimensions of a few hundred angstroms. Since our lat
dimensions are smaller than these islands, it is not poss
for us to simulate this sort of roughness at this time. We a
note that since we are using periodic boundary condition
all directions, the ‘‘random’’ roughness we have introduc
at the interfaces is effectively repeated with a period of
atoms in the lateral directions.

The results of simulations performed for rough superl
tices at 300 K are shown in Fig. 6 along with the results
the perfect superlattices discussed in Sec. III A. The res
demonstrate that the introduction of the roughness at the
terfaces reduces the thermal conductivity of the shortest
riod superlattices by almost an order of magnitude. As
pected, this effect decreases with increasing superla
period, and for the 64364 superlattice, we find no significan
effect on the thermal conductivity. It is interesting to no
that the minimum value ofk discussed in Sec. III A is no
longer evident in the rough superlattice data. That is to s
the thermal conductivity of these rough superlattices
creases with increasing superlattice period over the en
range of periods. This sort of behavior is what has been s
experimentally. Thus it appears that interfacial roughn
may account for the discrepancy between the calculated
duction in the superlattice thermal conductivity due to zo
folding and the reduction observed in the experimental d

We have also investigated the effects of different degr
of roughness at the superlattice interfaces. To do this,
considered a series of samples in which the probabilityf of
an atom in the last monolayer of a GaAs layer being chan
to an AlAs atom varied in the range between 0 and 0.5. T
probability that an atom in the last AlAs layer was GaAs w
also equal tof. We call f the roughness factor of the supe
lattice. The results of this test for a 131 and a 232 super-
lattice at 300 K are plotted in Fig. 7. As expected, the th

.

the
ra-

FIG. 6. Thermal conductivity vs superlattice period at 300
The triangles ~m! represent superlattices for which interfaci
roughness is included. The circles~d! represent the perfect supe
lattices discussed in Sec. III A.
1-5
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DALY, MARIS, IMAMURA, AND TAMURA PHYSICAL REVIEW B 66, 024301 ~2002!
mal conductivity reduction increases with the increas
roughness factor. We see that even with only 10% roughn
the thermal conductivity is reduced by a factor of 4 for t
131 superlattice and 3 for the 232 superlattice.

The thermal conductivity of the superlattices with
roughness factor of 0.5 is replotted in Fig. 8 for 300 and 4
K. For the short-period superlattices, the temperature de
dence of the thermal conductivity is significantly reduc
compared with that of the perfect superlattices for whichk is
plotted in Fig. 4. This decrease in temperature dependen
reasonable in light of the fact that the addition of roughn
to the interfaces is expected to increase the thermal boun
resistance at each interface. The thermal boundary resist
is independent of temperature, so if the interfacial therm

FIG. 7. Thermal conductivity vs roughness factor at 300 K. T
circles~d! and the triangles~m! represent the thermal conductivit
calculated for the 131 and 232 superlattices, respectively. A
roughness factor of 0.0 indicates that the calculation was perfor
for a perfect superlattice.

FIG. 8. Thermal conductivity vs superlattice period for rou
superlattices. The circles~d! represent the calculated values at 3
K, the triangles~m! represent the calculated values at 400 K.
02430
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resistance becomes the dominant effect on the superla
conductivity, a more temperature independent value ofk is
expected.

Finally, we comment on the thermal conductivity of th
Al0.5Ga0.5As alloy. It is interesting to note that our model o
a rough 131 superlattice with a roughness factor of 0.5
essentially a binary alloy composed of 50% AlAs atoms a
50% GaAs atoms. From Figs. 4 and 8, we see that we h
calculated a value of 0.98 W cm21 K21 for the conductivity
of GaAs and a value of 0.062 W cm21 K21 for the conduc-
tivity of the Al0.5Ga0.5As alloy. This reduction of a factor o
;16 is considerably larger than the reduction found exp
mentally, which is a factor of;4.34 The discrepancy is sur
prising since previous theoretical work on the thermal co
ductivity of semiconductor alloys35,36 has predicted a
reduction similar to that which was seen experimenta
Abeles36 has calculated the thermal conductivity of semico
ductor alloys using a model that incorporates phonon-pho
scattering as well as scattering from point defects. The
fects limit the phonon lifetime in the alloy by means of the
mass difference as well as their size difference. Aframowit34

has used this theory to obtain a reasonable fit to his meas
ments of the thermal conductivity of AlxGa12xAs alloys.

IV. CONCLUSIONS

We have used the method of molecular dynamics o
classical fcc lattice model in order to study the lattice th
mal conductivity of semiconductor superlattices. Our calc
lations of the reduction of the thermal conductivity of perfe
superlattices compared with that of the bulk constituent m
terials are in good agreement with calculations based on
effect of Brillouin zone folding. With the addition of a
simple model of interface roughness, we calculate a dep
dence of the thermal conductivity on superlattice period t
is similar to that which has been seen experimentally. In
near future, we intend to use this molecular dynamics te
nique to investigate novel superlattice systems for which
thermal conductivity is of interest. Such simulations cou
serve as a guide for experimental work by assisting in
design of multilayer structures that have a thermal cond
tivity of a selected value. It should also be possible to p
form simulations for more realistic models of the GaAs/AlA
system. To do this it would be necessary to use the
crystal structure and a significantly more complicated mo
for the harmonic and anharmonic interatomic forces.
would also be necessary to use a more sophisticated m
for the interatomic forces at the interfaces. Such simulati
would probably require at least 10 times more computer ti
than has been needed for the simulations reported in
present paper.
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