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Molecular dynamics calculation of the thermal conductivity of superlattices
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We report on molecular dynamics studies of heat flow in superlattices. The computer simulations are
performed using classical mechanics with periodic boundary conditions. The heat flow is in the direction
normal to the layers. We have studied the variation of the conductivity with the repeat distance and the effect
of interfacial roughness. We discuss the relation of these results to experimental data in the literature.
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[. INTRODUCTION known. In order to investigate the effects of the different
superlattice parameters on the thermal conductivity in the
Superlattices are structures composed of alternating laye@rowth direction, we have performed molecular dynamics
of two materials that have nearly the same lattice parametegimulations on a simple, classical model of a superlattice and
Semiconductor superlattices have optical, electronic, an@resent the results here.
thermal properties that vary significantly from those of the

bulk constituent materials. These novel properties have led to II. MOLECULAR DYNAMICS SIMULATION
the use of superlattice structures in a number of applications, . o ) o
including semiconductor lasérs and thermoelectric In this paper, we are primarily interested in achieving an

devices?® The operation of these devices can be greatly afunderstanding of the general characteristics of heat flow in
fected by the thermal conductivity of the superlattice. ForSuperlattices, rather than performing quantitative calculations
instance, the efficiency of a semiconductor laser is reducefr any particular system. The parameters entering into the
when the active region of the device is at high temperaturenodel are designed to provide a highly simplified model for

and so a high thermal conductivity superlattice is preferredheat flow in GaAs/AlAs superlattices. For these simulations

On the other hand, the efficiency of a thermoelectric devicéVe use a simple fcc lattice of atoms with nearest-neighbor
is inversely proportional to the thermal conductivity, and soharmonic and anharmonic interactions. Calculations based

low thermal conductivity materials are preferable. The study?" @ model of this type have been presented in papers by
of heat flow in a superlattice is also of interest from a fun-Maradudin and co-worketdand by Maris and Tamure:

damental perspective. The periodicity of the superlatticel Ne parameters that enter for this model are the atomic mass

modifies the phonon dispersion relation. The effects of thid/l, the lattice parameter, (nearest-neighbor spacing is
modification on the lattice thermal conductivity have been@v2), and the second and third derivatives of the inter-
studied by several authots® but discrepancies between the- atomic potential which we will denote bg and g’. The
oretical calculations and experimental values have not ydeotential energy between a pair of neighboring atoms is
been resolved. taken to be

Measurements on Si/GRef. 7) and GaAs/AlAs(Ref. §
superlattices have shown that the thermal conductivity in the 1 ,, 1 3
direction perpendicular to the layefgrowth direction is V=35 B(r—agV2)°+ g B'(r—apv2)”, @
reduced by as much as an order of magnitude compared to
the conductivity of the bulk constituents. Part of the decrease
in the thermal conductivity can be attributed to the reduction
in the group velocity of phonons due to zone foldiigow-
ever, quantitative calculations show that this effect should
lead to a thermal conductivity that decreases as the thickness
of the layers making up the superlattice is increased within
the range from one to ten monolayers. Experimental results
for samples with layer thickness in this range have shown the
opposite effect, as can be seen from the data of Capinski
et al® shown in Fig. 1, which show a monotonic increase in
the thermal conductivity with increasing superlattice period.
The disagreement between the zone-folding theory and the
data may be due to interface effedtsyt the extent to which FIG. 1. Thermal conductivity of GaAs/AlAs superlattices at 300
interfacial roughness and other superlattice defects affect the as a function of superlattice period as measured by Capinski
experimentally measured thermal conductivity is not yetet al. (Ref. 8 together with the value for bulk GaAs.
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wherer is the distance between the atoms. ' * T ' '
To simulate GaAs, we select the value of the ndge be

the average of the atomic masses of Ga and®Ahus the 1 7
two-atom unit cell of GaAs is represented by a single atom in
our simulation. The lattice parameter is then determined 08F .
from the expression for the density: =
c 0.6+ .
M <
pP=7-3- 2 0.4 1
2a BULK  1x1 2x2 4x4
GaAs
This givesay=2.24x 108 cm for GaAs. The bulk modulus 50 40 60 80 100

B is equal to B/3ay. The experimental value dB is 7.6
x 10" gem ts72, and to give this correctly we choog®
=2.557x10% gs 2. It is straightforward to show that the TIME (psec)

Gruneisen parametey is given by the expression FIG. 2. Computer simulation of the decay of a temperature dis-

tribution as a function of time. The mean temperature is 300 K.
B'ag Results are plotted for the bulk GaAs lattice and fot 1, 2X 2,
- 3\0[3. ) and 4x 4 superlattices.

»y:

This value ofy is the same for all phonon modes. One pos_Where_LX is the length of the lattice in th)edir_ecti_on and the
sibility would be to choosg8’ so that Eq.(3) is consistent magnitudeA T, of the temperature perturbgnon is 10% of the
with the value ofy as determined from thermal expansion base temperaturg,. The atoms of the lattice are assigned a
measurements. However, in real GaAs there is a large varidandom initial momentum based on a Maxwell distribution
tion in the value ofy between the different branches of the that corresponds to the local temperafii(g,t=0). We then
phonon spectrum. For example, the longitudinal acoustiénonitor the decay of the temperature perturbation as a func-
modes havey around 1, whereas some of the transversdion of time in order to determine the thermal conductivity.
modes have negative values pf* As a result, they calcu- 'I_'he position and momentum of the atoms are ca_llculated as
lated from thermal expansion would be smaller than thdime progresses using a simple “leapfrog” algoritfifnAt
average of the magnitude of thés for the individual modes, _selected time intervals, we calculate the energy of each atom
and so choosingy from thermal expansion would signifi- in the sample. We then find the average of the energy of the
cantly underestimate the anharmonicity. Consequently20% 20 atoms in the/-zplane with a giverx coordinate, and

for the present, we arbitrarily choose3’=—4.84 from .th|s average, we determlng the temperafii(pg t) as a
X102 gecm 1s™2, so that Eq(3) gives y=1. function of x. We then determlne_ the current magnitude

For AlAs, the mass is chosen as the average of the atomig T(t) of the temperature perturbation by using the formula
masses of Al and As. The lattice constant is chosen to be the
same as that of GaAs. Since the bulk modulus of AlAs dif-
fers from that of GaAs by only a few percent, we chogge
have the same value as in GaAs. For simplicity, we also
chooseB’ to have the same value. Sample results foAT(t)/AT, are shown in Fig. 2.

One can consider a number of different approaches to the These cooling curves exhibit a number of interesting fea-
calculation of the thermal conductivity. For example, onetures. First, we note thaiT(t) contains a small-amplitude
could consider a sample that is in contact with hot and coldscillation. When the temperature distribution is applied at
thermal reservoirs at opposite ends and then compute the-0, a spatially varying thermal stress is set up. This excites
heat flowing between the reservoirs. This was the methothe sample into a low frequency vibrational mode in which
used by Payton, Rich, and Visscher in their seminal work orthe atoms vibrate in the direction. The vibrational energy
molecular dynamics simulations of heat flow in one-associated with this motion makes a small contribution to the
dimensional(1D) chains and 2D lattice$. Further calcula-  total energy, and this leads to an oscillatory contribution in
tions on 1D and 2D systems that followed this approachAT(t). Neglecting this oscillation, we now try to analyze the
were made by Nishiguchi and co-workeéfs’ Another pos-  cooling curve to determine. Based on Fourier’s law, we
sibility is to use the Green-Kubo formulation to calculate theexpect that
thermal conductivity from the correlation function of thermal
fluctuations in the systerf " In our calculation, we have AT(t)/AT=exp(— 4m?Dt/L2), (6)
chosen to use the following method. We consider a sample of
dimensions 320820x20 atoms, with periodic boundary whereD is the thermal diffusivity. If the value db is chosen
conditions applied in all three directions. We set up an initialsg as to give a fit at large we find that the fit based on Eq.

2 (Lx
AT(t)zL—f0 T(x,t)cog2mx/L,)dx. (5)

X

temperature distribution of the form (6) gives too high a cooling rate for smallThe reason for
this discrepancy can be seen by examining the Green'’s func-
T(X,t=0)Ty+ATycog2mwx/Ly), (4) tion solution to the one-dimensional diffusion equation:
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GxD) = ——— p(_xz) ™
X,t)= ex .
47Dt 4Dt 05 F (a) 1x1 . J
[ ]

This Green'’s function implies that at timdneat has flowed a v;‘ 0.45 - o i 1
distance of the order of @t)¥2 Thus the speed with which - .
the heat moves is of the order of P4t)*2, which gives an § 04 - 7
infinite velocity att=0. However, clearly heat can never ) ° |
travel faster than the phonon velocity One simple, buad > 0351 °
hoc, way to modify the Green'’s function to avoid this non- ; , ; , , . \
physical behavior is to replace in Eq. (7) by the quantity 5 ————

4Dty22 3 11F (5Buk °-

4Dt+ o7 ® R -

2 ® o
wherev is an average phonon velocity. Then, for smathe =3 09 o T
distance that heat flows will be of the orderwtf. With the & 08 - |
. e , . o . L E [
use of this modified Green’s function, it is straightforward to F i
show that the temperature perturbation now decays accord- 0.7 r .
ing to the equation T S R S
0 2000 4000 6000
2 242
" [ 4Dv"t LENGTH (ATOMS)
AT(t)/ATO—exp{ L_i(—4D+v2t . 9)

FIG. 3. Calculated thermal conductivity vs lattice length far
The molecular dynamics results fAT(t)/AT, are fit to this ~ a 1x1 superlattice andb) bulk GaAs. The temperature is 300 K.
form usingD andv as adjustable parameters. The value of
is then calculated from the expressiear-DC, whereC is
the specific heat per unit volume of the lattice. Using this
method, calculated values af for a particular 3208 20
X 20 lattice do not vary by more than 10% when a different

ﬁi;gf random initial momenta of the atoms in the lattice areﬂme’ this is based on a single run on the larger sample.

The simulations for which the results are presented in this We have also investigated the effect of increasing the lat-
P g-‘al dimensions of the lattice from 220 to 40<40. For

even up to a length of 6400 cells, the valuexdfias still not
converged to a completely stable value. The difference in
on going from 3200 cells to 6400 cells is less than 10%, but
it should be noted that because of limitations on computer

paper were performed using personal computers with proce o
sor speeds of 600 MHz, and each took between 3 and 7 da Ik GaAs at 300 K, the conductivity decreases by 0.6%, for

to complete. Some tests on lattices of 64@DX 20 atoms 1€ 1X1 superlatticex decreases by 5.3%, and for the 1
were performed on a Hitachi SR8000 supercomputer and 1 Superlattice with rough interfacesincreases by 1.6%.
took up to 16 h on that machine. Since these changes are small, we elected to use&@0dn
The time forAT(t) to decrease to a chosen fraction of its most of the simulations.
initial value increases as the square of the sample length
Since the number of atoms in the simulation increases lin-
early withL,, it follows that the time taken to run the simu- . RESULTS
lation varies ad 2.
If the phonon mean free path is longer than the length We have made calculations for a number of different
of the sample in thex direction, phonons can travel ballisti- GaAs/AlAs superlattices. The following calculations were all

cally from the hot to the cold region. The time for the tem- made for superlattices that were 320P0x 20 atoms in size.
perature perturbation to disappear would then be of the order

of the length of the sample, divided by the sound velocity.

Under these conditions, the time for the temperature distri- A. Isotopically pure superlattices
bution to decay does not provide information about the ther-
mal conductivity. Thus, to obtain a correct value «fit is In this set of calculations, we set the mass of each GaAs

necessary fot., to be significantly greater thah. To esti-  unit by using the average isotopic mass in Ga, i.e., 69.7 amu.
mateA for bulk GaAs, we take the value of the conductivity Results fork as a function of superlattice repeat distance are
« calculated by the molecular dynamics simulatisee re- plotted in Fig. 4, along with the results of computer simula-
sults given in next sectignand then use the method of tions for bulk GaAs. The calculated conductivity of GaAs at
Stoner and MarfS to obtainA from «. At 300 K this gives a 300 K is approximately twice the experimental value. This
value of 1200 A. We compare this with the value lof, discrepancy is not surprising given the simplicity of our
which is 7168 A for a sample 3200 cells long. In Fig. 3, we model. The conductivity of all of the superlattices we have
show the results of an investigation of the variation of thestudied is reduced compared to the bulk material, and for all
calculated conductivity with sample length. We find thatbut the largest repeat distances, this reduction is greater than
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is evident from Fig. 4, however, that even for a layer thick-
— T — . ness of 800 atoms the superlattice thermal conductivity has
not reached this limit(Note, however, that for this layer
1 BULK Gals 300K\ _ thickness there are only four layers in the samfguation
L ] (10) gives a conductivity that increases as the period in-
creases, as is seen in the simulations in the range of large
layer thickness. The combination of the zone-folding effect
2 for short periods, giving a conductivity decreasing with in-
s ] creasing period, and the conductivity increasing with period
. : i that occurs for long periods results in the conductivity mini-
o o o - : e .
A 4 A A mum seen in Fig. 4. This minimum in the thermal conduc-
[ R D tivity was predicted by Simkin and Mah&n.
1 10 100 1000 Also plotted in Fig. 4 are the molecular dynamics results
SUPERLATTICE LAYER THICKNESS at 400 K. Comparing the results at 300 and 400 K, we see
(monolayers) that the rate of change of the thermal conductivity with tem-
perature is affected by changes in the superlattice period. For
the bulk and for the shortest-period superlattices, we find that

- BULK GaAs 400K/'

e

[ ®
A O
03t 4

THERMAL CONDUCTIVITY (Wem™K ™)

FIG. 4. Thermal conductivity as a function of superlattice period
for 300 and 400 K. The solid circlé®) and trianglesA) represent «T~" wheren is about 1 or slightly less than 1 AL

the thermal conductivity calculated for superlattices at 300 and 4Ode endence is expected for the thermal conductivity of di-
K, respectively. The solid lines represent the thermal conductivity per P Y
electric crystals when three-phonon processes are solely re-

calculated from simulations of bulk GaAs at the two temperatures. . . .-
sponsible for the finite phonon lifetime. The same tempera-
alture dependence is expected for short-period superlattices in
hé/\/hich the phonon mean free path is very much longer than
the period. This is because we can view such superlattices as
Prystals with a modified dispersion relation. Since the pho-
non lifetime is governed by three-phonon processes, the con-
ductivity will still vary as T~1. As the superlattice period

It is important to note the trends in the thermal Conduc_increases, however, we see a general decrease in the depen-

tivity as the repeat distance changes. At repeat distanc%ence Ofic On temperature. Thi§ p_ehavior can be understood
larger than eight monolayers, the reduction factor is smalle ased on Eq(10). The conductivitiescgaas and kajas both

_1 .
the longer the period, as is found experimentally. For the’a"Y asT™ ", whereas the thermal boundary resistance at the

short-period superlattices, however, the calculation gives épterface between two different materials is expected to be

25,26
reduction factor thaincreasesas the period becomes longer. 'ndependent of temperature foe O, ™" Thus, for a layer
This behavior has not been observed experimentally. It i{hickness such that E¢LO) applies, it is to be expected that

seen, however, in the zone-folding calculations found inthe conductivity of the superlattices will vary with tempera-

Refs. 5 and 6. The effect of the zone folding is a flattening ofUre 1€ss rapidly than &b g
the phonon dispersion curve, which results in a lower pho-
non group velocity. This decrease in the group velocity of the
heat-carrying phonons yields a reduction in thermal conduc-
tivity that increases with increasing period for short-period We also performed molecular dynamics calculations of
superlattices. Thus our calculation supports the hypothesi§e thermal conductivity of a set of GaAs/AlAs superlattices
that zone folding is the dominant effect anin the short- where the naturally occurring distribution of isotopic masses
period superlattices. We can therefore say that the shorfor Ga was used in order to determine the mass of the GaAs
period superlattices behave as a crystal with a modified pha/nits. Note that since Al and As are isotopically pure, there is
non dispersion relation. no variation in mass in the AlAs layers. The simulations
When the superlattice period is very long compared to thavere performed for a temperature of 300 K. The results are
phonon mean free path, the thermal resistance of one perigdotted in Fig. 5 along with the results for the perfect super-
of the structure should be equal to the sum of the resistandattices discussed in the previous section. While we find a
of the layers of GaAs and AlAs plus the Kapitza resistancel0% reduction in the thermal conductivity of the bulk GaAs,
Rk (thermal boundary resistancéRefs. 24—26 of the two ~ We see only a very small effect on the thermal conductivity

interfaces. Thus the conductivity should approach a value of the 1X 1 superlattice and essentially no effect on the ther-
such that mal conductivity for any of the other superlattices.

While measurements of the effect of isotopic purity on the
1 1 1 Rk thermal conductivity of bulk and thin-film semiconductors
—= to—+ (10 can be found in the literatufd;* the thermal conductivity
K ZKGaAs 2KA|AS d . . . . .
of superlattices with isotopically enriched layers has not yet
whered is the thickness of one layer. Whein-, this for-  been studied experimentally. Measurements on isotopically
mula gives a conductivityk,,=1.08 Wem * K~ at 300 K, enriched GgRef. 27, diamond(Ref. 28, and Si(Refs. 29
using for kgaas @and kaas the results from the simulation. It and 30 show increases in the room-temperature thermal con-

a factor of 2. This is in reasonable agreement with the c
culations of Ref. 5. For the longer period superlattices t
decrease ink relative to bulk GaAs is in reasonable agree-
ment with experimental data. For example, the reduction fo
the 16x 16 superlattice at 300 K is a factor of 3.5, compared
to a reduction of 4.4 measured for a177 samplé.

B. Superlattices with natural isotope concentration
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FIG. 5. Thermal conductivity vs superlattice period at 300 K. FIG. 6. Thermal conductivity vs superlattice period at 300 K.

The triangles(A) represent the calculated thermal conductivity for The triangles (A) represent superlattices for which interfacial

the cases where the natural isotope concentration is used, and the . .

. . roughness is included. The circlé®) represent the perfect super-
circles(®) represent the cases where the natural isotope concentrg-
tion of Ga is ignoredisotopically purg. The solid lines represent

the conductivity of bulk GaAs for the two cases.

ttices discussed in Sec. Il A.

both superlattice constituents typically exists at the boundary

ductivity of 30%, 50%, and 60%, respectively, over the same?€Ween superlattice layets* This region is usually about

materials with natural isotope concentrations. The moleculaf Monolayer in thickness. However, it must be noted that this
dynamics calculation shows a considerably smaller effect fofoUgh region often takes the form of islands that have lateral
bulk GaAs. However, the magnitude of the mass disorder iflimensions of a few hundred angstroms. Since our lateral
GaAs is much less than in Ge. Si. and C. The rate of phonoqmensmns are smaller than these islands, it is not possible

scattering due to isotopes is proportional to the paranigter fOr US to simulate this sort of roughness at this time. We also
which is given by the expression note that since we are using periodic boundary conditions in

all directions, the “random” roughness we have introduced
at the interfaces is effectively repeated with a period of 20
atoms in the lateral directions.

The results of simulations performed for rough superlat-

whereMo=3,f.M; andf, is the fraction of atoms with mass tices at 300 K are shown in Fig. 6 al_ong with the results for
M, . The value ofl" for natural GaAs is 0.48 10, whereas the perfect superlattices discussed in Sec. Il A. The results
['=5.8x10"%, 0.76x10°%, and 2.0<10"* for Ge, C, and demonstrate that the introduction of the roughness at the in-
Si, respectively. Thus a smaller isotope effect is expected ifffaces reduces the thermal conductivity of the shortest pe-
GaAs. Additionally, in C, for whicH is larger than GaAs by 0d superlattices by almost an order of magnitude. As ex-
a factor of only 1.7, account must be taken of the high Debyé;’ec_teoL this effect decreases V\_/Ith increasing _sup(_arlattlce
temperaturé2000 K). At 300 K, the temperature is less than Period, and for the 64 64 superlattice, we find no significant
®,/6, and at temperatures much less titag we expect a effect on thg thermal conducywty. It is interesting to note
greater effect of isotope scattering on the thermal conductivth@t the minimum value ok discussed in Sec. Il A is no

ity. The rate of isotope scattering in GaAs/AlAs superlatticed®Nger evident in the rough superlattice data. That is to say,
has been calculated by TamdfaHe finds that the isotope 1€ thermal conductivity of these rough superlattices in-
scattering rate of transverse phonons in a superlatice /§€aS€S with increasing superlattice period over the entire
higher than that of longitudinal phonons, but that both rategang€ of periods. This sort of behavior is what has been seen
are lower than the rate in bulk GaAs. He also finds that bottgXPerimentally. Thus it appears that interfacial roughness

scattering rates decrease as the superlattice period increas&&y account for the discrepancy between the calculated re-
duction in the superlattice thermal conductivity due to zone

folding and the reduction observed in the experimental data.
We have also investigated the effects of different degrees
In order to calculate the effects of interfacial roughness orof roughness at the superlattice interfaces. To do this, we
heat flow in superlattices, we incorporated a very simpleconsidered a series of samples in which the probaHilij
model of roughness into the simulation. For the last atomi@n atom in the last monolayer of a GaAs layer being changed
monolayer of each superlattice layer, the mass of each atote an AlAs atom varied in the range between 0 and 0.5. The
was randomly assigned to be the mass of a GaAs atom or girobability that an atom in the last AlAs layer was GaAs was
AlAs atom, with a 50% probability of each. Measurementsalso equal td. We callf the roughness factor of the super-
on GaAs/AlAs superlattices grown by molecular beam epidattice. The results of this test for axI1 and a 2<2 super-
taxy (MBE) have shown that a transition region containinglattice at 300 K are plotted in Fig. 7. As expected, the ther-

=2 f,(1-M;/My)?, (11)

C. Superlattices with interfacial roughness
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10— : . . : ‘ resistance becomes the dominant effect on the superlattice
» 1 conductivity, a more temperature independent value of
expected.
Finally, we comment on the thermal conductivity of the
Al sGay sAs alloy. It is interesting to note that our model of
a rough 1xX1 superlattice with a roughness factor of 0.5 is
essentially a binary alloy composed of 50% AlAs atoms and
50% GaAs atoms. From Figs. 4 and 8, we see that we have
] calculated a value of 0.98 W cmK ! for the conductivity
i A 4 4] of GaAs and a value of 0.062 W ¢rthK " for the conduc-
005" ] tivity of the Aly sGa, sAs alloy. This reduction of a factor of
! , ' ! ! ! ~16 is considerably larger than the reduction found experi-
: : : ' mentally, which is a factor of-4.3* The discrepancy is sur-
prising since previous theoretical work on the thermal con-
ROUGHNESS FACTOR ductivity of semiconductor alloy$®® has predicted a
. reduction similar to that which was seen experimentally.
_ FIG. 7. Thermal conductivity vs roughness factor at 300 K. The 5 o036 a5 calculated the thermal conductivitypof semicory-
circles(®) and the triangle¢A) represent the thermal conductivity d . -
i . uctor alloys using a model that incorporates phonon-phonon
calculated for the X1 and 2x2 superlattices, respectively. A . . :
roughness factor of 0.0 indicates that the calculation was performe Catte.r In.g as well as S.C""Fte””.g from point defects. The de—
for a perfect superlattice. ects I|m|t the phonon lifetime in the aI_on by means of th_e|r
mass difference as well as their size difference. Aframactitz
has used this theory to obtain a reasonable fit to his measure-
mal conductivity reduction increases with the increasingments of the thermal conductivity of ABa _,As alloys.
roughness factor. We see that even with only 10% roughness,
the thermal conductivity is reduced by a factor of 4 for the IV. CONCLUSIONS
1X1 superlattice and 3 for theX22 superlattice.
The thermal conductivity of the superlattices with a

A 2x2 ® 1x1

o
T
[ 2

THERMAL CONDUCTIVITY (W cm™” KY)

We have used the method of molecular dynamics on a
classical fcc lattice model in order to study the lattice ther-
. : Gnal conductivity of semiconductor superlattices. Our calcu-
K. For the short-period superlattices, the temperature depefions of the reduction of the thermal conductivity of perfect
dence of the thermal conductivity is significantly reducedsherlattices compared with that of the bulk constituent ma-
compared with that of the perfect superlattices for whide  igrjals are in good agreement with calculations based on the
plotted in Fig. 4. This decrease in temperature dependence éfect of Brillouin zone folding. With the addition of a
reasor)able in Iig_ht of the fact that the addition of roughnessijmple model of interface roughness, we calculate a depen-
to the interfaces is expected to increase the thermal boundaggnce of the thermal conductivity on superlattice period that
resistance at each interface. The thermal boundary resistangesimilar to that which has been seen experimentally. In the
is independent of temperature, so if the interfacial thermahear future, we intend to use this molecular dynamics tech-
nique to investigate novel superlattice systems for which the
thermal conductivity is of interest. Such simulations could
10— , . : : , — serve as a guide for experimental work by assisting in the
[ ] design of multilayer structures that have a thermal conduc-
@ f=0.5 T=300K ] tivity of a selected value. It should also be possible to per-
A =0.5 T=400K ] form simulations for more realistic models of the GaAs/AlAs
| & system. To do this it would be necessary to use the real
2 | crystal structure and a significantly more complicated model
2 for the harmonic and anharmonic interatomic forces. It
) 4 would also be necessary to use a more sophisticated model
0.1 E [ ] ] for the interatomic forces at the interfaces. Such simulations
(g ® ] would probably require at least 10 times more computer time
1 than has been needed for the simulations reported in the
present paper.
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