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We study an alloy system with coupled conserved and nonconserved order parameters driven by ballistic
jumps with finite range. The dynamical stabilization of nonequilibrium steady states is investigated by using a
mean-field kinetic model and kinetic Monte Carlo simulations. We show that alloys that decompose at a
macroscopic scale at equilibrium can be stabilized into three additional steady states: homogeneous and
disordered, homogeneous and ordered, or ordered and decomposed in mesoscopic patterns. Consequences for
the synthesis of nanocomposites by energetic ion beams are discussed.
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Materials in service or during their processing are often We address here this question by studying a generic
forced to exchange energy or matter with their environmentA B, _. alloy system driven by random jumps with a finite
These forced exchanges, which can be seen as due to gangeR. Borrowing from the case of alloys under irradiation,
externally imposed dynamics, drive materials into nonequiwe refer to this dynamics as the ballistic dynanfiés. ther-
librium Configurations, stabilize new microstructures, andmodynamic equ”ibrium, this a||oy decomposes at a macro-
thus alter the material properti&$.A generic approach to scopic scale into aA-rich ordered phase and @alean dis-
study these dissipative systems is provided by Ising-typ@ydered solid solution. When the alloy is driven away from
models with competing dynamics® an external dynamics equilibrium, we show that three new steady states can be
drives the system away from equilibrium, while its internal giahijized, including a self-organized state. The conditions

dynamics tries to restore the equilibrium state. Such modelﬁ)r stabilizing this patterned state, however, become more

h?"e been used, for mstgnce', to study ionic .Conducmrgtringent as the driving force for chemical ordering increases.
driven by an external electrical fiefdand alloys subjected to We consider am.B binary alloy on a face-centered
cPil-c - -

sustained irradiatidrf®° or sustained plastic deformatidh. bic (fec) lattice. There are painwise atomic interactions b
The control parameters of the external dynamics, hereaftéf" ~'c \fcc) 1atlice. There are pairwise atomic interactions be-

referred to as the forcing parameters, determine the evolutiolf/éen first and second nearest_ne|ghbc)r§)( with X;Dg
of the system and the steady state it may reach. A cruciaF A.B andi=1,2. Defining ordering energies a§=Vj
question therefore resides in the proper identification of these- V{*/2—VF®/2 fori=1, 2, we choos&;,=—0.08 eV and
forcing parameters. a=—V,/V;=2/5 so as to stabilize at equilibrium a phase
Until recently it was not clearly recognized that the char-coexistence between @alean fcc solid solutionA1 phase
acteristic length of the external dynamics is an importantand anA-rich L1, ordered phase. In the absence of dynami-
forcing parameter. This point may be fully appreciated bycal forcing, Abinandanaret al?* used kinetic Monte Carlo
considering the case of alloys under irradiation. Indeed, theKMC) simulations to analyze the ordering and decomposi-

forced atomic relocations induced by nuclear collisions argjon reactions that take place during annealing in this alloy
distributed around a characteristic lengrhThis length can system. In this work the temperature is fixed &t

be varied from one near_est-neighbor di.sf[ance to a few naz g og eV, and we restrict ourselves to nominal composi-
nometers by varying the irradiation conditioltdf the alloy . o . . —

can be fully characterized by its composition, which is alloS inside theAl-L1, two-phase field, i.e., 0.66c<0.21
globally conserved order parameter, it has been predictéd in the mean-field model and 0.4@<0.20 in the MC simu-
that the material can spontaneously self-organize into nanodgtions. _ _ _

cale compositional patterns whéhexceeds a critical value ~_ We first study this model alloy using a continuum one-

R.. Recent experimental observations of irradiation-inducedlimensional mean-field model, with the local compositton
compositional  patterns are  consistent with  this@nd the local degree of ord& as conserved and noncon-

prediction**1° served order parameters. For a self-consistent derivation,

In many situations, however, the proper description of ave start with a microscopic description. We consider a stack-
system requires more than one order parameter, which coulfld of {111} planes: each plane is then equivalent with re-
be nonconserved, e.g., the degree of chemical dfddrrior ~ Spect to theAl andL1, phases, and it can be decomposed
studies on driven systems with coupled conserved and nordto sites on ana sublattice (of proportion 1/4 and ag
conserved order parametErs® have not investigated the sublattice(of proportion 3/4. In the L1, phase,B atoms
role of the relocation rang®, with the exception of one occupy preferentially th@ sites. The local composition and
study?® that suggests that self-organization may take placedegree of order are related to sublattice occupation probabili-
based on the wave-vector dependence of a mean-field noties for A atoms on a given plane througre=(C}
equilibrium free energy. +3C})/4 andS= (C,— C})/(4c). Simple algebra yields the
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FIG. 1. Predicted dynamical phase diagrams based on instabilities obtained from andiyisaland numericalsymbolg stability
analyses of the continuum modéd) ¢c=0.10,(b) c=0.12, andc) c=0.15. R is the characteristic range of the forced atomic relocations in
units of the (111 interplanar spacingl;;;. v, is @ reduced forcing frequendisee text for definitioh Four domains are identified:
homogeneous and disordergtD), homogeneous and orderédO), ordered and decomposed at a macroscopic sté)e énd ordered and
decomposed into mesoscopic patterR3. (

total free energy of a givejc(x),S(x)] profile as a discrete these mobilities are evaluated for a homogeneous disordered
sum over the plane index, and its continuum counterpart isstate. This yield$vl =M ./M = (9c?d?,,)/16.

We can study the local stability of steady states in this

1 1 dri lloy by performi l tabilit lysis. F
_ i 2, = 2 riven alloy by performing a linear stability analysis. For
Fle.s] f dxt(c.S) 2 Ne(Ve) 2 Ns(VS) small perturbations of the form expi(+ikx) around a homo-
with geneous steady-state profile,$), the perturbation ampli-
tudes (c, 5S) are solution
a 3a
f(C,S):ZOVlC2 — 1—5 —I—SZ ]_—l—? } All A12 oc oc
A Al 0S|T Tl 5 (4)
KT 21 22
+T[P(C+3CS)+3P(C—CS)]. (1)
with Az=M(festk?Ng) + Ty,
where N.=2zV,[1-a—S*(1+3a)], Ng=-2zV,c%(1 X ) - -
+3a), Zy, and z are the total and interplane coordination A11= Mk (fec+ K Ne) + TR (1+ R°kS),
numbers Zy=12, z=3), and P(x)=x In(x)+(1—x)In(1 )
—x). Note thatN,, andN; are function ofc andS, contrary to Ar=Mckfse,  Ax=Mifge, 5
assumptions sometimes made. where we used the notatidp=(d/Jc)f, etc. The two dis-

We now turn to a kinetic description of this model alloy in ersion branches are given by andw,, the eigenvalues of

the presence of competing dynamics. For the thermal dynany-_ A). Instabilities will take place when one or both eigen-

ICS W‘; usedthe classical edxpredssmns for atn allotyr/] with Colrl‘i/ lues become positive in some wave-vector interval.
Served anc _nonconserved order parameters, € So-called ot ys first consider the evolution of an alloy initially

“ ” 16 1 H

ngodel C For_the f(ércle(rj] dynamlc]:s, we (_jerl\gn:‘jrom the disordered and homogeneous, e.g., obtained by quenching
a fove mlcrofscop|c mo eht e rﬁ,te?‘ o vanitlon: Sash from a high-temperature state. We restrict our analysis to
a function ofR and Iy, the ballistic jump frequency. The compositions larger than the ordering spinodal composition

probability distribution of ballistic relocation distancesgg, (Cos=0.0975 at 0.09 e) the initial state is then stable with
. : Dcatic 0s=0. .
is chosen to be a decaying exponential with a decay I6Rgth oqhect to composition fluctuations but unstable toward con-

Indeed this functional dependence fits well molecular.—tmuous ordering® provided thatl',<T'p (1= — Mf s (Note

dyn_amics si_muiation results of displacement cascad_es in ithat f.. is negative forc>c,). In this case, inspection of
radiated solids? It also enables us to perform analytic cal- Egs. (2) and (3) reveals that there exists another homoge-
culations. The resulting kinetic equations are: neous steady-state solution, which has a nonzero degree of
order. This steady state thus corresponds to a long-range or-

o MV Tye(e)n) (2) dered state. . y .
at oc We now perform a second linear stability analysis to de-
termine the domain of stability of this ordered state. For that
aS oF purpose, we recalculate the dispersion equations because the
T Msg_rbsv 3 coefficients in Eq(5) depend on the degree of order. In the

absence of ballistic jumps, and for the compositions dis-
where (c)g is the local composition convoluted byg.'>  cussed belowsee Fig. J, this second steady state is unstable
The ballistic terms are simplified expressions that are strictlyvith respect to spinodal decompositithin the presence of
valid whenR is large. The thermal mobility coefficienM,  the ballistic dynamics, however, two additional situations are
andM, are calculated in a self-consistent mantidn order  found: the homogeneous ordered state may be locally stable,
to obtain analytical results, another simplification is made:or it may become unstable toward decomposition, but only
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for an interval of wave vectors that has a nonzero lowero.20 10°

bound. By extension of our work on alloys with one con- = (@) o (b)

served order parameter with ballistic jumisye anticipate ~ @ PO o

that this last reaction will lead to self-organized patterns.0,15.%@7“7g v L-128 | 10°% —v—L-128

Four stable steady states are therefore predicted to be po: %

sible: a homogeneous disordergtD) state, a homogeneous %

ordered(HO) state, a state decomposed at the macroscopig 1o/ % 10"

scale M), and a state decomposed at a mesoscopic scal %V%\b

(P), i.e., with patterns. Note that the homogeneous orderec oo, 1 VO I - S

steady state can also be stablized by short-range ballistiy, o5 , _f0% 1014 . .

jumps?8 0 1 2 3 000 05 1.0
The boundary for the HO-M instability can be obtained k(1/a) ks (1/ag)

analytically since it corresponds to th&,(I",) values for )
which the curvature of the eigenvalue responsible for spin- FIG. 2. KMC structure factors at steady state, spherically aver-

odal decomposition chanaes its siankat0. Defining a re- aged(a) near the L_%ragg peak arid) near the superlattice reflection
duced balligtic frequencg)]/ byyb=gl“b/MS this Second (Aks=[k—kd). With forcing parameter®= 54 andl', /c,=2.6

boundary is given by x10° s~!, corresponding toy,=4x10"*, this c=0.15 alloy is
stabilized into a homogeneous long-ranged ordered §tH®, as
M assessed by the crystal side dependences @(k) and S(AKks).

— for < ) (6)
Yo Vb= Vb,(1)

cc

) fae
R, =|—° _
@) fss— b

The steady states are determined by analyzing structure
The determination of the HO P instability is more deli- factors centered arounkl=0, the Bragg peak, and around
cate since it takes place at a nonzero and nonconstant wakg={100, the L1, superlattice reflections. These structure
vector. By inspection of the leading terms, we derive an apfactors are first calculated along the trajectory of the system,
proximate expression for this third boundary: then spherically averaged, and then time averaged to ensure
that steady state has been reached.
Q c The characteristics of these averaged structure factors
ﬁ for  yp<¥p<7¥p,(1); () clearly identify the steady states: disordered or short-range
Yo~ Yo ordered states present néarsmall intensities that are inde-
with y5=Q?%N,, and Q:(fgc— foofsd/2fss. These three pendent of the crystal size; long-range ordered states, on the
instability boundaries are plotted in Fig. 1 for three nominalcontrary, give rise to large intensities that scale with the
compositionsg=0.10, 0.12, 0.15, in theR, y,,) plane. In all simulation volume[see Figs. &) and 3b)]. Phase decom-

cases the boundaries determined analytically are in excelleRPSition is similarly assessed by analyzing the structure fac-
itors neark=0: mesoscopic states are identified by the pres-

agreement with full numerical solutions. It is predicted tha ‘ tal size ind dont KT
— . n r ize in nden r a nonzero wav
thec=0.10 alloy can reach three different steady states, HD,e ce ot a crysial Slz€ Independent peak for a nonzero wave

M, andP, similar to our previous results on alloys with one vglctor.ne_akzlq [Fig. 3@)], whereas macroscopic dgcompo—

’ ' = sition is identified by a Bragg peak whose intensity scales
conserved order parametdis ¢ increases, however, a New yith the simulation volume.
field (HO) appears, where the homogeneous ordered state
remains (locally) stable. Furthermore, the boundaries HO

2
Ris)=

—M and HO— P intersect aR=R,, and forR values lower 09 (@) 10°
than_RC only the HO— M instability remaing boundary(2)]. % Y o Loso £
As c is increased to 0.15, the HO field becomes wider and ¢ U o L-64 53
the minimum relocation distance necessary to stabilize pat®®] v v oL=128 107
terns,R., becomes larger. v -

The above kinetic mean-field model suffers from several v
limitations. In particular, the calculated phase boundaries re-0-3 g 10'4
late to local stability, whereas we are interested in the global Vvv°
stability of these steady states, and the alloy may react Vovay
steady states other than those considered so far. To overcon0.0+ 3

05 10 15000 0.5 1.0

these limitations, we performed KMC simulations on a three- K (1/a.) Akg (17a,)

dimensional fcc lattice with the same pairwise interactions
used previouslysee Ref. 13 for details Crystals withL* FIG. 3. KMC structure factors at steady state, spherically aver-
sites,L =32, 64, 128, are used with a fixed vacancy concenaged(a) near the Bragg peak art) near the superlattice reflection
tration c,. Atoms migrate either by exchanging their site (Ak,=|k—kJ). With forcing parameter®= /54 andI'y/c,=2.6

with a first nearest-neighbor vacancy, through a thermallyx 10 s, corresponding toy,=4x 105, this c=0.15 alloy is
activated process, or by atom-atom permutations at a ballistigiabilized into a state decomposed at a finite scale between long-
frequencyI',, weighted by the relocation distance proba-range ordered and disordered regioR$,(as assessed by the crystal
bility wg. size(L) dependences @(k) and S(Aky).
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lations, and is used to rescale the ballistic jump frequency to

R : . obtain a reduced ballistic frequengy,. For c=0.12 (not
Ho- e e o &As A 0 O shown herg the homogeneous ordered field is greatly re-
) duced, in agreement with the analytical predictions.

The present work points to the rich phenomenology that
results from the coupling between ordering and decomposi-
: tion in alloys driven by forced mixing with finite range.

: From a practical viewpoint, the competition between pattern-
0 R ing and homogeneous ordering has an important conse-
10 7 o quence: the minimum relocation range required to stabi-

. ; .1 lize patterns increases with For dilute alloys this minimum
10 10 Yb 10 range is small enough so that the actual range during ion-

beam processing may exceBd. Thus we predict that pat-
FIG. 4. KMC (R, y,) dynamical phase diagram fa=0.15. terning can take place under appropriate irradiation condi-
The symbols correspond to following statéd: (), P(®), HO  tions, and indeed it has been recently observed in Ni-

(A), and HD (O). The dashed lines are approximate locations ofifradiated Ni-12%A[° For more concentrated alloys,

10 7

the phase boundaries. however, as the maximum relocation range produced by ion
irradiations is~1—2 nm!! patterning should no longer be
possible.

The KMC results obtained far=0.15 are summarized in
Fig. 4. The four steady states identified by linear stability We thank R. S. Averback, D. Cahill, R. A. Enrique, and S.
analysis, and only those, are observed. The topology of th&ranick for stimulating discussions. This material is based
KMC phase diagram is in very good agreement with theupon work supported by the US Department of Energy, Basic
analytical calculationgsee Fig. 1c)]. For comparison with Energy Sciences, Grant No. DEFG02-91ER45439, through
the analytical model, the average thermal vacancy jump frethe Frederick Seitz Materials Research Laboratory at the
quency is measured during thermal equilibrium KMC simu-University of lllinois at Urbana-Champaign.
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