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General conditions for intrinsic optical bistability at the atomic and molecular scale:
An effective spin-Hamiltonian approach
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A model for intrinsic optical bistability is presented in the case of systems that can be described as two
weakly interacting subsystems embedded in a matrix M. This model is based on an effective spin-Hamiltonian
and a semiclassical density-matrix approach. It is shown that optical bistability should occur when the inter-
action between the two subsystems fluctuates more rapidly than the characteristic time of the interaction. The
validity of the model is demonstrated in the case of bistable electron magnetic resonance, involving real spins.
It is also shown that this model provides a semiquantitative explanation of intrinsic optical bistability¥or Yb
pairs in CsCdBy matrix.
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[. INTRODUCTION excitation of the electron-hole plasma.
Recently, IOB has been observed for the near-infrared and

Research on systems exhibiting intrinsic optical bistabilityfor the visible cooperative luminescence of *Ybpairs in
(I0B) has been motivated by the hope to replace electrons biyalide matrices: G ,Brq,% Cs;Lu,Brg,%° CsCdBg,*%
photons in future data systems. Generally speaking, a systeamd in the YB*/Tm®*-codoped glass systetfin these sys-
is bistable if it exhibits two stable output respongefor a  tems, the response is the rare-earth fluorescence and the per-
single input signal or perturbatid® This property manifests turbation is the incident laser power. However, the origin of
itself by a hysteresis loop in the cun®=f(P), which re-  the feedback loop is not yet understood. For most authors,
veals a different response of the system for upward anthe feedback loop is due to the so-called Lorentz local-field
downward sweep of the input signal. Two ingredients arecorrection originating from interacting Yb ions forming
required to generate a bistable phenomer(dna feedback pairs®91112 This idea is based on the previous works of
loop and(ii) a nonlinear process. In the cases studied earlieBowden and co-workers:** Hopf and co-worker$ Fried-
the systems consist of a nonlinear medium placed in a Fabnperg, Hartmann, and Manas$&h Ben-Aryeh and
Perot interferometérFor such devices the bistability is mac- co-workers'’ Stroud, Bowden, and Allef Inguva and
roscopic, whereby the nonlinearity is brought by the mediunBowdert® and Crenshaw and co-workeéfsThey generally
and the feedback loop is due to the cavity mirrors. Moreconsider a collection of two-level atoms in vacutii>6:18
recently, active research has been initiated in the domain ar in a dielectric mediumi¥?°driven by an externally applied
mirrorless or 0B at the most elementary atomic scale. Ircoherent field. The local-field correction, which gives the
this paper, by “optical” we mean the whole spectral rangefeedback loop, is due to a ground-state electric dipole-dipole
from microwave to visible light, but it is obvious that visible interaction between these two-level atoms. A central atom
or infrared range is required for practical applications in tele-absorbs the external field and induces a polarization of its
communication and data processing. nearest neighbors by interacting with the other atoms. In ad-

Up to now, there are only three systems in which 0B hadlition to the ground-state interaction, Hehlehal. consider
been observed and understood, i.e., the bistability of the cyinteractions between excited states of two ytterbium ions
clotron resonance of a single electron in a Penning trap ifiorming dimers, which take into account cooperative up-
InSb? the bistable electron paramagnetic resondf€R of  conversion procességhe role of this term is to enhance the
shallow donor electrons in semiconductors and conductiobistability phenomenon. However, in a recent study, Game-
electrons in metallic lithiuni;® and the bistable hysteresis of lin, Lithi, and Gulel propose that a completely different
the optical absorption in CdSIn the first system, the re- mechanism could be responsible for 10B in
sponseR is the cyclotron kinetic energy and the perturbationCs;Lu,Brg:Yb®" and CsCdBy:Yb3*.2° The bistability is
P is the driving frequency, the feedback loop originatingexplained as the result of laser heating effects and is ex-
from the relativistic mass increase of the electron. In thepected to occur for isolated ions instead of pairs. It thus
second system, the response is the EPR intensity and tipears that the origin of the bistability in ¥b-doped ha-
perturbation is the magnetic field or the microwave intensitylide matrices is still beyond discussions and the situation is
The feedback loop is due to “flip-flop” relaxation between far from being clear.
electrons and nuclear spins inducing a nuclear polarization Parallel to these studies, a controversy appears concerning
known as the Overhauser efféctn the third system, the the occurrence of IOB in pairs of atoms. From Heber’s work
responseR is the band-gap absorption coefficient and thelOB can be expected for coupled ion pairs in sofitighe
perturbationP is the incident laser power, the feedback loopinteractions between the two ions can be more general than
resulting from a reduction of the band gap produced by thehe dipole-dipole interaction, and other mechanisms such as

0163-1829/2002/624)/24510120)/$20.00 65 245101-1 ©2002 The American Physical Society



O. GUILLOT-NOEL, L. BINET, AND D. GOURIER PHYSICAL REVIEW B65 245101

exchange or superexchange have to be taken into accoumtherer., the correlation time associated with the interaction
Malyshev and co-workers suggest that the optical responsg, measures the time during which the two subsystems retain
of a dimer is a single-valued function and can never manifesthe memory of their mutual interaction. This factorization
a bistable behavior, only aggregates with a large number dfias already been pointed out as a key step for bistable phe-
ions can give a bistable optical respof%é’ nomenon by Hopf and co-workéfsand Ben-Aryeh and

In this work, we propose a treatment of IOB by an effec-co-workers:’ However, the operation is always postulated
tive spin-Hamiltonian model. This kind of approach is com-without any justificatior!, or is explained in a heuristic man-
monly used in magnetic resonance to describe relaxationer, or justified by numerical simulatioh$This condition is
processes in spin systertsee Refs. 24 and 25, for example the origin of the controversy between Malyshev and
However, the aim of the present work is to apply the effec-co-workeré? and Hebef! The first author discusses situa-
tive spin approach to metal ions such as rare-earth ions aions with 7.>#/V, while Heber discusses situations with
transition ions, and to discuss the conditions that a system.<7#/V.
has to fulfill to present a bistable behavior. The mechanism We show hereafter that when conditit8) is fulfilled, the
studied in this work can be described as follows. In a veryresponseR of the system under steady-state conditions can
general way, the systeBunder study is always composed of be written with two coupled equations of the type
two subsystemk andK weakly interacting via an interaction
V. These two subsystems can be embedded in a mellium a
For example, in the case of the Lorentz local-field correction, R= 1+b(c—w)?+a’ )
the L system is the atom probed by the incident light, khe
system consists of the nearest neighbors of this central atom, 1
and V is the ground-state dipole-dipole interaction. In the R=(d—w)—, (5)
case of a dimer, the two subsystems are the two ions of the €

pair and the interactiol can be of magnetic, exchange, or wherew is the angular frequency of the external applied field
superexchange type. In a very schematic way, the total sygmd coefficientsa—e are functions of control parameters

temScan be written as such as the temperature and the power of the incident radia-
tion, and of material-dependent parameters such as the fre-
S=Le®K+CK, (1) quency of the transition and the time relaxation terms of the

system. Equation$4) and (5) correspond to the nonlinear
whereCHK represents the correlation terms between the twrocess and the feedback loop, respectijelye Eqs(40)
systems. By definition, the ho#fl has several degrees of and(41) in Sec. Il A]. To get IOB, a renormalization of the
freedom and thus can be treated as a “reservoir” or a “heatesonance frequency of the transition is necessary. By renor-
bath” in a steady state. Two very different cases have to benalization, it is meant that the frequency of the transition has
considered for the time evolution &under an external per- to change continuously during the interaction with the exter-
turbation. nal field. In the paper, we show that this renormalization is
(i) The two weakly interacting subsystems cannot be disincluded in Eq.5), which directly comes from the factoriza-
tinguished experimentally and we cannot neglect the corretion operation and, therefore, from the conditieg<#/V.
lation terms betweeK andL. The measurements probe the All systems described by Eq$4) and (5) can exhibit a
total S system. Under steady-state conditions, the kinetidistable behavior. Figure 1 is a graphical representation of
equations describing the evolution Sfinteracting with an  the coupled equatiof¥) and (5). The system is monostable
external field give a single-valued solution for the responseavhen the straight line of Eq5) and the bell-shaped curve of
of the system. This case has been already discussed by Malq. (4) have only one crossing poiffig. 1(a), case(i)]. The
shev, Glaeske, and Fell&,and will not be studied in this system is bistable when there are three crossing peing
work. v[Fig. 1(a), case(ii)] with two steady states andy and one
(i) The two subsystem& and K can be distinguished unstable statg8. Another way to represent this phenomenon
experimentally. In this case, we can isolate one system anig@ to plot the set of crossing points of these two equations,
the interaction with the other system is taken into account viavhich represent the line shape of the transifibig. 1(b)]. In
an average interaction. During the time scale of the evolutiorthe monostable case, the respoRsef the system exhibits a
of L andK, the contribution of the correlation terms betweensymmetrical line shape without hysteresis. The response of
these two subsystems is neglected, so that(BEgoecomes the system is the same whether the frequency is swept up-
ward or downwardcase(i)], which is the general situation
S=L&K. (2)  inspectroscopy. Under certain conditions, the theoretical line
shape can be bent in such way as to describe a “shark fin”
We clearly demonstrate in this work that E@), hereafter s?aﬁe{Hg. L(b) caseii)]. IE this case, with particular va(ljues
referred to as the “factorization operation,” is based on the0! the a—e parameters, the res_ponE_hbecomes depen lent
following condition: on _the frequency sweep direction with a hysteresis window
limited by abrupt transitions ab’' and w' between the two
steady states andy. When the frequency is swept upward,
< h 3) the system is on the branch untilw' and switches abruptly
¢ to they branch. When the frequency is swept downward the
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neous linewidth of the transition. Based on this criterion, we
obtain a “phase diagram” for bistability ranging from the
microwave domain up to the visible domain. The effects of
the material-dependent parameters as well as the control pa-
rameters are discussed. In Sec. IV, we illustrate the previous
model in the microwave range for the case of bistable mag-
netic resonance of electrons in semiconductors such as
B-Ga0; or InP and in metallic Li. This well-understood
example of IOB validates all the required conditions dis-
cussed in Sec. Il. In a second part, the phase diagram is used
to discuss the possibility of a bistability in the infrared and
visible range in the particular case of ytterbium ion pairs. We
show that the effective spin approach can qualitatively ex-
plain with a correct order of magnitude all the previous re-
sults obtained in the CsCdRYb®" system.

Response

II. SPIN-HAMILTONIAN APPROACH
A. Position of the problem

Let us consider a syste®composed of two weakly in-
teracting subsystem$§ andL connected by an interaction
and embedded in a mediukh. The two subsystemis andL
can be, for example, two different or identical ions, or a
cluster of ions characterized by a complex energy-level dia-
gram. An effective spirK andL is associated to each sub-
system. As we focus on a particular transition by applying an
electromagnetic field of angular frequenay close to the
resonance frequency of the transition, the two levels con-
nected by the field can be described by an effective $pin
The contribution of the other levels to the evolution of the
FIG. 1. () Graphical representation of the respoigef the ~ System is taken into account via phenomenological relax-
system[Egs. (4) and (5)] versus the frequency of the external ~ ation terms. In the following, we consider only an interaction
field. Case(i) corresponds to a monostable situation with one crossbetween two single ions; however all the results can be eas-
ing point between the bell-shaped respori&g. (4)] and the ily generalized to larger clusters of interacting atoms or ions.
straight line[Eq. (5)]. Case(ii) corresponds to a bistable situation ~ The effective spin-Hamiltonian of th& system in the lat-
with three steady-state pointg, B, y). (b) Principle of bistability  tice M is written as
and hysteresis of the response of the system induced by an external
field. The monostable transitiofi) and the bistable “shark fin” H=H +Hg+Hy+V, (6)
shape transitioriii) are represented by the discontinuous line and
full line, respectively.

Response

whereH, =Aw L, and Hx=%wyK, are the effective spin
Hamiltonians associated with the isolated two-level systems
L andK, respectively, withh o, and wyk being the corre-
system is on the branch untilw! # ' and switches tothe  sponding energy splittingsd,, is the energy operator de-
branch. The unstablg branch cannot be recorded. scribing the lattice. By definition, the interactidhbetween

This paper is organized as follows. In Sec. Il, we discusK andL is Hermitian and is written in a very general way as
the factorization operation and the approximations of the

model. We present the spin-Hamiltonian approach, which
leads to the kinetic equations representing the time evolution
of the S system interacting with an external radiation field. ) )
Two situations are considered in which the two subsystéms WhereF , are constants that represent the interactiongifid
andL are different or identical. This approach is based on &€ products of two operators associated with the two sub-
semiclassical density-matrix formalism. In Sec. lll, the pre-Systems. The sighmeans the adjoint operator &ndepre-
vious kinetic equations are solved under steady-state cond®ents the complex conjugate. Equati@h can be expanded
tions. We obtain the coupled Eqé) and(5) and a continu- s follows:

ous shift of the frequency of the transition under study
resulting from the factorization operation. We discuss the V=Fol Kot Fil K +FIL K +FoL K+ FRL K,
condition for Fhe occurrence of IO_B, and demonstrate_that_ in +FaL Ky +FELK_ +F LK, +FIL_K_, ®)
order to obtain a bistable “shark fin” shape as shown in Fig.

1(b), that is, to obtain a bistability phenomenon, the maxi-whereL, . andK, . are effective spin operators. For ex-
mum shift of the frequency must be larger than the homogeample, in the case of a scalar interacti®nEg. (8) readsV

V=2 (F,SP+F;sPh)y, @)
p
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=ALK,+(A2)(L K_+L_K,). For a dipole-dipole type the hostM. TheF, terms of Eqs(7) and(8) become fluctu-
interaction, see Refs. 24 and 25. ating functions of time characteristic of the medium, and

T4 and T, represent the longitudingsubscript 1and ~ €an be written as

transversgsubscript 2 relaxation terms due to the interac-
. . . . th
tion V and associated with andK, respectively, an(’.l"i’o2 “

h . .
and Tf(; “ represent the longitudinal and transverse relax- _ N
ation terms due to all the other mechanisms. These terms cdf the following (Sec. 11 B), we ShOV\{ that the conditionm;
be due to stimulated or spontaneous emission, and take intaz/V is equivalent t07c<T§'2, Tf;- If Eq. (10) is inte-

account the phenomenological relaxation terms resultin%ra,[ed betweeri and t-+ At with r.<At<T.-o TKi"‘ the
c 1,21 1,2

from the complex energy-level diagram of each SUbSyS'temcalculation can be limited to second order in the perturbation

7 denotes the correlation time associated WithK andL and the contribution of the correlation terms to E9).can be
are correlated forr<7,, and the two subsystems become neglected. It means that we can write in this case

progressively less correlated wherincreases untilr> 7.,

V(1) =2 [Fo()SP+F3(1)SPH]. (11)
p

v_vhere the corr_elations vanish, is thus a measure of the p()=ck ()@ (t)®a™(1), (12
time during which the two subsystems retain the “memory”
of their mutu_al interaction. _ . _ aS(t) = (t)® ot (1).
The density operatos of the whole system is written in _ o o o
the form This factorization operation is at the origin of the so-called
renormalization of the resonance frequency. This is the situ-
p(t):O'K(t)®O'L(t)®O'M(t)+pKL(t)+pLM(t)+pKM(t) ation studied in this work. Rewritten in the interaction piC-

(9) ture, Eq.(10) becomes

where oX(t), o'(t), and oM(t) are the reduced density- d_ 1 o -

matrix operators of th&, L, and M systems, respectively. dtp(t) if LV®).pO], (13
They are obtained fronp by taking the trace over all the
variables ofL andM, K andM, andL andK, respectively,
i.e., a=Tr u(p), a-=Trm(p), and aM=Tr (p). The B(t) = g (HLHHKHHWUR () @ =i(HL+ Hict Hy)tA
other termspXt, p"M, and p*M of Eq. (9) are the correla- P P ’
tions terms betweeK andL, L andM, andK andM, respec-
tively. In the following,oS(t) denotes the density operator of
the S system given byorS(t) = a®(t) @ o (t) + pXt(t). The
time evolution ofSis obtained by solving the von Neumann
equation

where

V(t):ei(HL+HK+HM)t/ﬁV(t)e7i(HL+HK+HM)t/ﬁ,

g(p)(t) =@l (H tH U g(P) g —i(HL+H U

By integrating Eq(13) from t to t+ At and taking the trace
over all the variables of the hoM, we obtain

t+At
Aas(t):z‘rs(tJrAt)—aS(t):%f dt’ Tru[V(t"),p(t)]
Two cases have to be considered. In the first one, the inter- t
actionV does not fluctuate, which correspondsre>#/V.
The two subsystemis andK cannot be distinguished and the
total systemS=L + K must be studied. Th¥ interaction is
time independent and gives a multiplet structure in the (14

energy-level diagram o& For example, this case is cOM- ypder the conditionr,<7#/V, the interactionV is incorpo-
monly encountered in electron paramagnetic resonance Spegiieq in the host and behaves as another relaxation mecha-
troscopy with hyperfine interactions.b.etween an electror_1 SPiRism. SinceM, by definition, possesses many degrees of
and a nuclear spin. Under the conditiog>#/V, the contri-  freedom, it quickly dissipates the effects of the interaction.
bution of the correlation terms betweénand K cannot be  Tnis means that the mediuM can be considered in a sta-
neglected in Eq(9) and the total density-matrix operatpr  ionary state and is constant in the interaction picture:

must be worked out. We will not discuss this case further, see

Ref. 22 for more details. In the second case, the interattion M) =oM(0)=cM. (15)
fluctuates faster thafi/V that is 7.<<#/V. It means that the ) _

multiplet structure resulting frond disappears and each sub- AS [V|<[Hx|, [H(|, [Hy|, the density operatdp(t) does
system feels an average interact\f* One of the two sub- Nt var¥t5|gni|nft|cantly betweenandt” for an integration time
systems can be probed independently of the other that is Ieﬁt<Ti2, sz. We can, therefore, substitufgt”) by p(t)
undetected. The undetected system influences the measuiedthe second integral of Eq14). This approximation is
one via a mean field proportional Yo Under this condition, equivalent to stop the calculation up to second order in per-
V becomes another relaxation mechanism for the two subturbation.p(t) depends only on its present value and loses
systemd. andK, which can be included and associated withthe memory of its past, which is the well-known Markoff

d 1
GiPO= 7 [H.p()): (10

1

i

2 rteAt ¢ ~ - -
ft dt Jt At T [V(E), [V(E) (") 11
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approximation. The double commutator in the second inte- since (V(t')V(t"))y,=0 for 7=t'—t">r;, the second
gral of Eq.(14) is proportional to the time correlation func- integral can be restricted to an areat and Eq.(18) gives

tion (V(t")V({t"))y=Tru[aMV(t")V(t")]. This function

characterizes the correlations between the interactions at
timest’ andt”. SinceM quickly dissipates the effect of the

interaction, the time correlation function vanishes fert’
—t">7,. Therefore, for an integrating timet> 7., the cor-
relations do not contribute to Eq14) and thenpXt(t),

PM(t), andpKM(t) can be neglected. Taking into account

Lint

Eqg. (15 and the inequalityr, <At<Ty,,
(14) becomes

Kint .
T;y,, Equation

1 [t+At -
A"o's(t)=mft dt’ Try[V(t), oK) e Tt () @ aM]

1\2 [t+at t - - 5
+(E) ft dt ft dt"Try[V(t"),[V(t"),5K(t)
@ () oM. (16)

If we introducer=t’ —t", we can replacg!*'dt’ ' dt” by
Jotd7[i12%dt’ so that Eq(16) can be written &8+’

A'&S(t)_ 1 1 ft+Atd T ,\7 I\ ~K ~L ~M
it ~irai), o rmlV(t), o (e () e T"]
1 1 (At t+At ~
_ﬁﬂfo dffm dt’ Try[V(t"),

[V(t' =), es (e ]]. 17
As 7o<At and(V(t")V(t"))y,=0 for 7> ., we set the up-
per limit of integration onr at +o0, and att the lower limit of
integration ont’ so that we may replacgs'd /! "2'dt’ by

s=drfIAdt’. Finally Eq.(17) becomes

ATS(1)

1 [t+At

1 ~
At 0% AL, dt’ Try[V(t"),5%(1) @ FH (1) @ TM]
1 1 [+ t+At - -
_?A_tfo dTJt dt TrM[V(t ),[V(t
- 7,57 eF (1) ®TM]]. (18

B. Validity of the factorization operation

Aist(t) ~ %vas(t) - %ﬁﬁs(t) (19
with
1 VZr
W == (20)
L,Knt

Equation (20) and the conditionr.<#A/V give 7,<T1’,
andVr./A<1. It is important to notice that in absence of
fluctuations, we obtain Il;fm~V/h. Under the condition

T.<hlV, the relaxation rates Iﬂ(im are shortened by a
factor Vr./h<1. Since the homogeneous linewidth of the

transition is proportional to T5"", the conditionr,<#/V
can be referred to as a narrowing condition.

The second-order calculation and the factorization opera-
tion can be justified by an estimation of the order of magni-
tude of the contribution of the third-order terms and of the
correlation terms to Eq.14), respectively.

The third-order terms are of the order of '(';'/;'m)
X(Vr/t). The inequality Vr /i<l gives (1TLK"
X (Vo /)< 1TsK™, which justifies to limit the calculation
up to second order in perturbation as the third-order term are

negligible compared to I)ffim,

If we supposepXt(t), p"M(t), pM(t)#0 at timet, the
correlation terms bring two contributions to E3.9).

(1) A first-order contribution. As the correlations between
the two subsystems disappear for 7., the order of mag-
nitude of such terms i8/7./At. Under the conditionr,
<At, we haveV7,/At<V, these terms are thus negligible
compared tov in Eq. (19).

(2) A second-ordercontribution. As pt(t), p-M(t),
pM(t)#0 at timet, these terms result from an interaction
before timet between the two subsysterhsand K. There-
fore, they bring a second-order contribution A@S(t)/At,
which is due to an interaction before timend to an inter-
action betweernt and t+ At and which can be written as

—(URZ) (LA U dt’ [ A (V) V(E"))mTS(1).28  As
the time correlation functiodV(t')V(t"))y vanishes forr
> 7., these terms are of the order of'(i/;mt)(rc_lm). Un-

We analyze in this section the validity of the factorization der the condition 7.<At, we have (1T&'§'m (7c/At)
operation by giving the order of magnitude of all the terms m-L,K"“ '

that are neglected in E¢L8). The discussion is based on the

12 - Therefore, the second-order contributions of the

. .. Lakint .
treatment done for the case of a small system in interactiofOTelations terms are negligible compared ®;% inEq.
with a reservoir in Ref. 26. It is important to notice that this (19.

discussion is valid for only weak interactio'scompared to

Finally, for 7,<At, the factorization of(t) is valid and

the frequency of the transition. The two important approxi-the contributions of the correlation terms in E@4) can be
mations, namely(i) the calculation limited to second order Neglected. Equatiofl8) is obtained for an integration time

Lint

in perturbation andii) the factorization of the density opera- At that fulfills the inequalityr . <At<Tr,, Tf;t. The con-
. . int int
tor p(t) = o ()@ (1) ® o™ can be checked by considering ditions r,<At and At<Ti,, TX, justify the factorization

the order of magnitude oT'if;t, Tf;t.

operation and the calculation up to second order in perturba-
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tion, respectively. These simplifications are only due to thg o*(t)® o (t)]° in Eq. (23) is the density operator of the

fundamental conditiorr,<#/V, which is equivalent tor,  systemSat thermal equilibriunt?

<T|i’§mt- Experimentally,_ we have access to the macro_scopic
Considering the lefthand sidagS(t)/At of Eq. (1), ~ duantum-mechanical averag®) of an operator. If Q is

which is equal tdFS(t+ At) — 35(t) J/At, if we assumer, acting on thel system the_r{Q)zTrL(q Q) and the kinetic

<At, but with At sufficiently small so that the changes in ©duation associated to this operator is

FS(t) are linear inAt, we can replac@aS(t)/At by the

time derivativedaS(t)/dt. It is important to realize that the d(Q) 1

above kinetic equations cannot be use to describe changes ofj; = — m<

5(t) over time intervals shorter than. .

Hi+Hi+ 2> (<Fp>s(p)+<F;>S(p+)),Q}>
P

1
S(P) + 0
C. Kinetic equations of the S system N W% Jpp+(@ )([SP ), [SP,Q-QD).

After some calculations, Eq18) rewritten in the Schro (25)
dinger picture becomes

doS(t) It is important to note that the term%((Fp>S(p)
T Ll HL+ 2 ((Fp)SP+(F)SPH),af(t) +(F%)sSPH)y induces a shift in the resonance frequency of
. the system, which is the so-called renormalization of the
) 1 +o0 resonance frequency. It comes from the factorization opera-
®o-()|— 522 Jo dr(FP()FI(t tion of the total density operator discussed in Sec. Il B. In the
P4 following, we will focus on the quantum-mechanical average
N T)>e_iws(q)7[s(p),S(q){O.K(t)®O_L(t)}] (_)f thelL,, K,andL, , P_(+ operators, which are, respectively,
linked to the population inversion between the two levels
1 +oo . o under study and to the off-diagonal element of the density
- p;] fo dr(FYOFP(t+ 7)) matrix by the following expressions:
ZiS(@
xe MoK () @ o (1)}S9,8P)], (22) (Ly=%(ob,— ok, (26)
where (FP(t)FA(t+ 7)) are the time correlation functions
andwS” are the eigenvalues associated with 8/ opera- (L)y=05, (27)

tor. Only the secular terms are kept in E1). For most

types of interactionV, only the (FP(t)FP"(t+ 7)) terms  \here the subscripts andb refer to the ground and excited

contribute to Eq/(21).?* Under the Markoff approximation, states, respectivelyL,) represents the polarization of the
the time correlation functions, which are real and even funceffective spinL.

tions of 7, can be written as follow’’ Taking the general form o given by Eq.(8), applying
o ot 0N (2 e |1l an electromagnetic field with angular frequeneyon thelL
(FP(OFP (t+7)=([FP(0)|%)e """ (220 system, considering other relaxation mechanisms represented
other other . _ .
Combining Eqgs(21) and(22) gives by Ti, , Th, under the condition,<Q;*, whereQ; is

the Rabi frequency, and working in the quasiresonant ap-

doS(t) 1 proximation|w— w_|<w,, in the slowly varyi I
_ - (p) *\a(pt)y K L Ls y ying envelope
dt i% HK+HL+% (Fp)SP+(F)SP).a%(1) approximation, and in the rotating coordinate system, Eq.
(25 is written as follows after some lengthy calculations
1 detailed in the Appendix:
Loyl — SPra(p) K pp
®o(t) ﬁi% Jpp+ (@ ISP ISP, 0(1) (i) Different L, K systems
2ot () —{o (et (1)}]] (- 3 1
a3 1 L) — (L)% + = =x ((Kp —(K)°

where we have neglected imaginary terms responsible fora dt =~ 4 T&L« 2= (L") 4 T&K« 2~ (K)")

second-order shift of the resonance, which are too weak to be
detected experimentally in most casé3he spectral density

termstp+(wS(p)) in Eq.(23) are the Fourier transform of the

1 o, Q1 ,
- Wr(<|-z>_<|-z> )+ T(<L_>_<L+>)’
time correlation functions and are given by !

(28)
27,
Jop+ (0S™) = (|FP|2) — 55— (24)
ool =R 2 aw BYRPNEDY
- dt =+ wL_w+T<Kz> <L+>_F<L+>
These terms are proportional toTtlg and, in particular, 2
are related to the linewidth of the transitions. The term —iQ(L,), (29

245101-6
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d(KZ> 31 0 31 0
dt :_ZW(<KZ>_<KZ> )+ZT_|iK(<Lz>_<Lz> )

1 0
- Wr(<Kz>—<Kz> ), (30)

1
where L, =L.e* !, The relaxation rates Tk-, 1/T{¥,
175, and 15X are defined in the Appendix. If we apply an
electromagnetic field to thK system, we obtain similar ki-
netic equations by replacing by K in the above equations.
(i) Identical L, K systems

d<|-z>__1 L _LO+-Ql Ly (L
gt~ UL (LT Z (L) =L,
@31
d(L’) F Fi 1
<Olt ) _, w.__w+(<ﬁ—o>—2%)(Lz> (L= oLy
—i0q(Ly), (32

where the relaxation termsTly and 175 are defined in the
Appendix.
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f_ is called the leakage factor and characterizes the effi-
ciency of the polarization transfer from the effective shin
({L,)) to the effective spirK ((K,)), with 0<f <1. When
theV interaction is the only relaxation mechanism for the
system,f, is maximum and in some cases can be equal to 1.
If other relaxation mechanisms coexist with then f, is
lesser than Isee Eq.(34)]. s, is the saturation factor that
can vary betwees=0 (thermal equilibriumto s=1 (equal-
ity of population$. This factor is directly proportional to the
intensity of the transition.

Let wﬁﬁ denote the effective resonant angular frequency
of theL system,

(Fo)
h

cofﬁ= o+ (Kp=w +Aw_ (36)
whereA w, is the renormalization of the resonant frequency
o, . The maximum value\ w"® of Aw, is given by

fL{Fo)(L2)°
Aw{_nax:—ﬁ 2z

(37)

In this equatior(L,)° is the polarization at thermal equilib-
rium, which is proportional to the inversion populatifq.

The factorization operation shifts the resonance frequenc?/%)]

of the transition by(Fg)/%(K,) and (Fo)/f—2(F)/%)
(L,) for different and identicalL, K systems, respectively.
For identical systemg,Fy)=2(F;) when the interactiory

is only a scalar interaction, which implies that there is no

shift in this case. Therefore, for identich| K systems in

scalar interaction, it is not possible to obtain a bistability
phenomenon because there is no renormalization of the reso-

nance frequency, a result already obtained by H&blore-

over, it is important to notice that even for a very general

interaction given by Eq(8), a lot of terms can be neglected

In the case of magnetic resonance spectroschpy, is
small compare to the thermal energyT. The thermal equi-
librium polarization(L,)° is thus temperature dependent. In
the high-temperature approximation and for an effective spin
L=3, (L)'= —to /4kgT, Aw["™is thus given by

fL(Fo)wL
4kgT

max_ __
Aw ™=

(39)

In the case of infrared and visible spectroscdpy, is high

as a consequence of the quasiresonant and the slowly varyirgmpared to the thermal energyT and then(L,)° is tem-

envelope approximationgsee the Appendjx and only the
Fo andF, terms participate in the shift of the resonance.
IIl. CONDITION FOR INTRINSIC OPTICAL BISTABILITY

A. Steady-state solutions of the kinetic equations

Let us consider successively the two situations whete

perature independent. In this spectroscopic range, from low
to ambient temperature, only the ground state is populated,
that is,(L,)°=—3 and A »{"*is thus given by

systems are different or identical. Under steady-state condBY combining Eqs(33—(37), we obtain

tions, the time derivative in the kinetic equatiof28)—(32)
equals zero.
(i) Different L, K systemsEquation(30) gives

<Kz>:<Kz>O_fL<Lz>OSL1 (33
where
fi= 3 34
L 4T 3 + ! o
1 4T§K Wr
and
<Lz>0_<|-z>
S S =——F—05 - 35
L <LZ>0 ( )

fL(F
A= — —L; ﬁ°> . (39)
S = NTiTs (40)
b1+ TS 0 0)2+ Q2TITS
eff0__ eff

s =—(weﬂ—weﬁ0) 1 _ wp 0 o -0

L L L Aernax AwTaX AwLmax ’
(41

which correspond to Eq$4) and(5) defined in the Introduc-
tion and to Fig. 1. The angular frequentzaﬁffo corresponds
to wﬁﬁ at thermal equilibrium and the longitudinal and trans-
verse relaxation terms; and T5 are written as follows:

1

3/ 1 1
-l “

ATt T

fL— + —swen
T&K L TLot er

1
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composed of two weakly interacting subsystemsind K.

The first step is the excitation of thesystem with a resonant
electromagnetic field, which is, even for a very simple two-
level system, a nonlinear process. In the second step, a po-
larization transfer occurs betweerandK through the inter-
actionV, and the polarizatiofK,) of the K system becomes

a function of the saturation factef [Eq. (33)]. In the third
step, if the interaction fluctuates such as the conditign
<#lV is fulfilled, the effective resonant angular frequency of
the L systemw® is renormalized, which means that™"
becomes a function of, [Eq. (36)]. In the fourth step, as
wfﬁ changes continuously during the excitation, the satura-
tion factor becomes a function of itsedf =f(s;), which
corresponds to the feedback lodpgs. (40) and (41)]. This
self-consistent equation is a third-degree equation that can
exhibit three solutions—a signature of bistablity.

B. Condition for the occurrence of bistability

FIG. 2. Four-step mechanism of bistability. The system under |f We except the particular case of two identidal K
study is composed of two weakly interacting subsysténasd K. systems in scalar interaction, thesystem becomes bistable
The first step represents the nonlinear process: excitation df the When the straight line of Eq41) exhibits three crossing
system with a resonant electromagnetic field. The second step repoints with the curve of Eq40) as shown in Fig. (). This
resents the polarization transfer betwderand K, and the time  situation occurs when the slope of Eg.1) is smaller than
average(K,) becomes a function of the saturation factpr[Eq.  the tangent at the inflection point of the curve of E4D). On
(33)]. In the third stepw ™ is renormalized and becomes a function the left side of Eq(40), this condition gives
of s, [Eq. (36)] under the conditiorr.<7/V. The fourth step rep-

resents the feedback loop where the saturation factor becomes a 3 1
function of itselfs = f(s.) [Eqgs.(40) and(41)]. Aom>—"  — — (48)
(Al 3v3T5 s \1—s|
1 1 1 . . .
— + o (43 with s =Q%T} TE/(1+QZT T5) being the saturation factor

T T3 at the resonande» = w{" in Eq. (40)]. This condition can be
generalized by taking the value sff that minimizes the right
side of Eq.(48), that is,s] = 5, which gives for the bistability
condition

(i) Identical L, K systemsBy the same procedure, Egs.
(31 and (32) in steady state conditions give Eq40) and
(41) with w{ andAw

(Fo) (Fp)

4
|[Ao™>—

wf'= o+ (T_ 2 —) (L), (44) TS’ 49
(Fo (F) where|A o™} and T; are given in rads! and seconds re-
A= (_0_2_1><|_Z>0 (45)  spectively.
Finally, there should exist at least one value of the control
and parameters that can give three solutions for E¢§) and
(41) when condition(49) is fulfilled. Three control param-
1 3/ 1 1 1 eters can be varied experimental(y) the incident power of
Tt Z(T_ -I—LL + Wm (46)  the glectromagnetic__field, proportional to the square c_)f the
! Rabi frequencﬁi, (i) the angular frequency of the inci-
dent field, and(iii) the external temperature. Equati(49)
i: _1_+ 1 (47) can be rewritten by considering the homogeneous linewidth
T 15" T Ty, of the transition given by ,= /7T

It is interesting to note that there is no leakage factor
whenL andK are identical. Moreover, Eq$44) and (45)
clearly show that there is no shift of the frequency, and thusvhere|A "] andT',, are given in cm*
no possibility of bistability for a scalar interaction betwden As a conclusion, in order to obtaln a bistable “shark fin”
andK, as{Fy)=2(F,) in this case. shape as shown in Fig(l), the maximum shift of the fre-

All the previous calculations can be summarized by aguency induced by the fluctuating interaction must be larger
four-step mechanisniFig. 2). The system under study is than twice the homogeneous linewidth of the transition.

|Aw™|>2T,, (50

245101-8
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C. Discussion of the parameters controlling IOB

All the equations obtained in the previous part are con-
trolled by different parameters, which can be separated intc
two classes: those related to the structure and properties ¢
the solid (internal parameteysand those that can be con-
trolled experimentallyexternal parametexsThe internal pa-
rameters are the longitudinal and transverse relaxation time
TL and TS, the leakage factof, that depends on all the
possible relaxation mechanisms, and the interactiobe-
tween the twaL andK subsystems. The control parameters
are the frequency of the incident fieleland the poweP of
the incident field linked to the Rabi frequency by the follow-
ing equation:

Intensity

mCGO ﬁwL

@ R o

whereF ., is the oscillator strength of the transitian,andq

are the electron mass and charge, respectively,egrisl the
permittivity of the vacuum. The temperature is also a “hid-
den” control parameter, as it may influence the relaxation ;

-
terms as well as the maximum shift of the frequeday"® 2
through the leakage factor, and in the case of magnetic reso Q
nance spectroscopies ¢, <kgT) through the thermal equi- E

librium population[see Eq.(38)].

When the system is under bistable conditions, all the con-
trol parameterso, P, andT can produce a bistable response
of the transition. In the following we will only focus on the
frequencyw and the powelP of the external field. Indeed,
the influence of the temperature on the relaxation terms car
be very different from one system to another and thus cannot
be discussed in a general way. Consequently we consider the FIG. 3. Origin of the frequency-induced hysteregis and the
two possible cases of bistable response: a hysteresis inducBgWwer induced-hysteresig). Cases(i)—(iii) correspond to three
by upward and downward sweeps of the frequefiig. different value_s o_f the freq__uency or of the power of the_lncm_ient
3(a)] and a hysteresis induced by a variation of the inciden{el_ectromagnetlc_fleld. _Cas(a) corresponds to a bistable situation
power[Fig. 3b)]. In the first case, the position of the line of With three crossing pointée, 5, 7).

Eq. (41) and the amplitude of the bell-shaped curve of Eq.the simulation. The transitions of Fig(a} are calculated
(40) are kept constant. The variation of the frequeacgor-  with a fixed value of the incident power, indicated by an
responds to a horizontal shift of EG40). In the case of a arrow in Fig. 4b). The hysteresis curves of Fig(} are
hysteresis induced by a variation of the incident power, thecalculated with a fixed value of the incident frequency, indi-
positions of the straight line and of the bell-shaped curve areated by an arrow in Fig.(d). The leakage factor influences
fixed. Increasing the powd? of the incident field leads to a A w"™[Eq. (37)] and thus the shape of the bent transition as
broadening and an increase of the bell-shaped clifi@  shown in Fig. 4a). Whenf, increases, the shape of the line
3(b)]. becomes more and more asymmetrical until a critical point

The effects of the internal parameters on the bistable recorresponding td, =0.4 (and thus tdA w"®{Ts=4), where
sponse are gathered in Figs. 4-6, which represent the effeaige system becomes bistable. As already shown in Sec. 11 B,
of the leakage factaf; , the longitudinal relaxation terfi;,  the boundary between the monostable and bistable situations
and the transverse relaxation teffig, respectively. Each corresponds to|Aw™(T5=4. For [Aw™{T5=4, the re-
simulation in Figs. 4-6 is obtained by a numerical resolutionsponse of the system becomes dependent on the sweep di-
of the coupled equation@0) and (41). Both the frequency- rection of the frequency as well as on the sweep direction of
induced hysteresig-igs. 4a), 5(a), and Ga)] and the power- the incident power as shown in Fig(b4. For f, <0.4, the
induced hystereségigs. 4b), 5(b), and &b)] are shown. All  intensity remains independent of the power sweep direction.
the simulations are performed with dimensionless paramwhen f, increases in the bistable reginfiBig. 4(b)], the
eters. hysteresis loop is shifted towards lower power and appears

The leakage factof _ influences the bistability as shown for a lower value of the intensity. All these simulations re-
in Figs. 4a) and 4b). The figures are calculated féf =0,  flect the effects of the maximum frequency shifiw{"™™
0.1, 0.2, 0.4, 0.6, and 1, which correspond |tow™T5  through the leakage factor on the bistable response of the
=0, 1, 2, 4, 6, and 10, respectivelj; and T5 are fixed in  system.
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FIG. 5. Effect of the longitudinal relaxation terif} on optical
FIG. 4. Effect of the leakage facté[ on optical bistability. The  pjstability. The simulations are performed with dimensionless pa-
simulations are performed with dimensionless parameTé;rs.Té rametersA w"<0 andTE are fixed with| A ™]T,=10. (a) Inten-
are fixed andA " is taken as negativéa) Intensity versus fre- sty versus frequency, the power is set at the value indicated by an

quency, the power is set at the value indicated by an arro)in  arrow in (b). (b) Intensity versus incident power, the frequency is
(b) Intensity versus incident power, the frequency is set at the valuget at the value indicated by an arrow(a.

indicated by an arrow ifa). f, =0.1, 0.2, 0.4, 0.6, and 1 correspond
to |[Aw"™{T5=1, 2, 4, 6, and 10, respectively. The critical point decreasesT; has thus a strong influence on the bistable
between the monostable and bistable situation is found fobroperties, and a Iong’& is preferable as the phenomenon
[Aw"™T;=4. can be obtained for low power of the incident field.
The effects of the transverse relaxation teffhsare gath-
Figures %a) and §b) gather the effects of the longitudinal ered in Figs. ) and &b). All the simulations are obtained
relaxation ternr; , which is directly linked to the lifetime of ~ with fixed values off} andAw™<0. The valuesTs=1, 4,

L
the excited state of the transition. All the simulations are10, and 50 correspond td »["®T5=1, 4, 10, and 50 in our

performed with a fixed value o w{™<0 and T; corre-  simulations. The effect of’s is different from that ofT? .
sponding to]Aw["{T;=10. The transitions of Fig.(8 are  WhenT} increases, the homogeneous linewitlif=1/7T5
obtained with a fixed value of the incident powerdicated  of the transition decreases. Moreover, in the bistable regime,
by an arrow in Fig. )], and the curves of Fig.(b) are  increasingT does not induce an important shift in the posi-
obtained with a fixed value of the incident frequeni@ydi-  {jon of the hysteresis loop as previously seenTiby but the

cated by an arrow in Fig.(8]. WhenT; increases, the in-  yigth of the loop drastically increases revealing a strongly
tensity of the transition increasgsee the multiplication fac-  pent transition as shown in Fig(#.

tors in Fig. 8a)]. This can also be seen in Figid for high From the previous simulations we can conclude that the
T:, where the intensity reaches its limit value for lower systemL will exhibit a bistability if the following conditions
power of the incident field. For higi;, the transition is are fulfilled: (i) The homogeneous transition linewidth
more easily saturable. The most important inﬂuencé’Llofs should be very small implying a long transverse relaxation
shown in Fig. Bb). By increasingT}, the hysteresis loop time T5. (i) The longitudinal relaxatio} should be suffi-
shifts towards lower power as the transition can be saturateciently long to obtain a moderate saturability of the transition
more easily, and the width of the hysteresis loop drasticallyat rather low incident poweriii) |Aw["®] should be high
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FIG. 7. Theoretical phase diagram presenting the condition for
an intrinsic spectroscopic bistability representing the maximum
shift |A o™} (cm™1) of the transition versus the homogenous line-
width I'y= 1/7TT|§ (cm™Y). The circles and triangles are experimen-
tal data obtained in the microwave range. They correspond to ex-
periments at ambient and liquid-helium temperature, respectively.
dd corresponds to magnetic dipole-dipole interactions and to the
Lorentz local-field correction, exch. corresponds to electric multi-
pole interactions, electronic exchange interactions, and virtual pho-
non exchange interactiona.pair ands pair means asymmetric and
symmetric pairs of ytterbium ions in CsCdBr

Intensity

A
I

Incident Power
From the criterion A w["®>2T"}, [Eq. (50)], it is possible

FIG. 6. Effect of the transverse relaxation tefffh on optical ; ; ma ;
o ) ) L . to draw a phase diagram by plotti versusl'y, (Fig.
bistability. The simulations are performed with dimensionless pa- P g y plottipgw ™ n (Fig

. . max .
rameters?l'k andA o"¥<0 are fixed(a) Intensity versus frequency, 7). The straight line correspondsh‘mw'_ ﬂ—ZFh and d(_eflnes

the power is set at the value indicated by an arrow(th (b) the boupdary betwegn the lower monost_able domain and the
Intensity versus incident power, the frequency is set at the valué'PPer bls_table doma_'n' Two spectroscopic ranges are ponSId-
indicated by an arrow if@). T5=1, 4, 10, and 50 correspond to ered in Fig. 7: the microwave range corresponding mainly to
|A0M™Ts=1, 4, 10, and 50, respectively. The critical point be- €/€ctron paramagnetic resonan&PR and represented by
tween the monostable and bistable situation is found fordn Open rectangle in Fig. 7 and the infrared and visible

|Aw"T5=4. ranges, which correspond to classical absorption and fluores-
_ _ _ _ cence spectroscopies represented by a gray rectangle.
enough implying a strong interactiahbetween the two sub-  For both cases, the upper and lower limits that define the

systems and a high value of the leakage fa€forTo obtain different domains are not definitive and are only given for
a strongf, , the relaxation rate TX has to be very small indication. For the EPR rangéA "] varies from~3.3
compared to WX [see Eq.(34)], which means that the x10 ® cm ! up to ~0.67 cm* (=0.1 MHz to ~20 GH2
relaxation terms of th& system induced by the interactivgh ~ and T, from ~3.3x107% cm™! up to ~0.17 cm?! (=0.1
should be predominant in order to maximize the valugof MHz to ~5 GH2). The lower and higher limits ofA o™

All the other relaxation terms of thi€ system contribute to a andI'}, can be found in organic compounds and in inorganic
decrease of the efficiency of the polarization transfer besemiconductors, respectivéy°In order to predict whether
tween the two subsystems. It is important to notice ¥at a given material can exhibit a bistable EPR response, we
should be strong enough to give high value|&fo"®, but  report in Fig. 7 some literature data for several conducting
not too strong. Indeed, the previous treatment is based on thvaterials. The positions of the EPR points in such diagram
two conditions|V|<|Hg|, [H.|, |Hu| and 7.<#/V, which  have already been discussed in Ref. 31. These values corre-
implies that we can perform a perturbation treatment of thespond to N&? Li,* 8-Ga,03,* and InP* and were obtained
spin Hamiltonian and that, is fast enough to average tie  from EPR measurements performed on conduction electrons.
interaction. The conditiomr,<#/V gives the higher limit of The measurements were performed atXHeand at a mag-

V. If we assume that a lower limit of, is 10 s, which  netic field B, of the order of 0.35 T. The circles were ob-
corresponds to a typical correlation time for the motion oftained at 300 K and the triangles at 4 K. In all cases, the
conduction electrons in semiconductors, and if we assumeonduction electrons are connectedNtawuclear spins by a
that the conditionr.<#/V gives a ratiof/V at least one scalar hyperfine interactioA of the Fermi contact type and
order of magnitude higher tham., then we getV  Aow["™is thus written agA w"*|=f NAgBBy/4kgT#, where
<30cm L. g is theg factor associated with the conduction electron and
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B is the Bohr magneton. This phase diagram predicts thavhere N is the number of absorbing ions per unit
only 3-Ga0; is bistable at ambient temperature. However,volume**’ This interaction gives values df»["® that are
InP and metallic lithium particles should giv_e a bisf[able EPRysually in the range=5x10 2 to ~10 % cm . For ex-
response at low temperature. These %redlated blstable Epﬁnple, in C§Y,Bry:10% Yb,|Aw™~5x10"2 cm ! with
spectra _haves bet_an observe_dBnGaZO3, InP” and in me- = 4% 10 atoms/cri, Fap=2%10"5, and  hao,
fcalhc lithium. Thl_s ph_alse.dlagram_ demonstrates, theref(_)re,: 10120 cm %! In YVO,:0.58% Nd, where neodymium
its powerful predictability in the microwave range. We will . S . max. 41 1
not discuss any further the microwave bistability in this secONs exhibit high 8SC'”at0r strength§d o )1:510 cm

tion as all these results have already been published eISt‘éV-'th N:7'2,5i<41201 atoms/cm, Fop=50X10"°, and e,
where. We will come back to the case fGa0; in Sec. =20 0_00 cm = . -

IV A to demonstrate how such a case of bistability is totally . A Pistable response due to a fluctuating magnetic dipole-

i ; : dipole-type interaction or due to the Lorentz local-field cor-
ustified and explained in the framework of the present ap-""" . .
Jproach. P P prect|on(7-c<hlv and the dd domain ranging from 19 to

_l _l . . . . .
Let us now focus on the infrared or visible range, which js10 ~ cm ) implies a homogeneous linewidth of the transi-

the spectroscopic domain of interest in this work. For thision lower than 0.05 e (Fig. 7). This linewidth is difficult

- to obtain at ambient temperature, where the homogeneous
spectroscopic range\ o"*| andT'y, vary roughly from~3 S . Y .
X104 cm ! to ~30 cmt (10 MHz—1000 GHx The broadening is typically of 1 to 10 cnt for rare-earth ions
ma ) ) . (see, for example, Ref. 4&nd can be broader for transition
lower values of| Aw[™] correspond to typical interactions

. ) ions. The dominant contribution to the homogeneous line-
encountered between two rare-earth idhand the higher 9

I d 1o the int tion betw WO i width at ambient temperature is due to the interaction with
values correspond 1o the Interaction between two ransitiong, o 5ice through one-phonon, multiphonon, Raman two-
ions (see the case of chromium ion pairs in ruby for

36 . - ma 1 e phonon scattering processes. However, at a very low tem-
examplg.™ The higher limit of |[Aw{"™<30 cm * is fixed  poratre(liquid-helium temperatuje a homogeneous line-
by the conditionr.<7/V as discussed previously in this sec- \yiqth of 0.05 cm® can be obtained for some rare-earth

tion. The lower limit ofl"y,, which gives also the lower limit  {ocitions3”38 and then a bistability may exist. The phase
of the measurabl¢Aw[™, can be obtained for rare-earth giagram of Fig. 7 shows that a bistability phenomenon based
ions with coherent transient and hole-burning spectrosZbpy. only on the Lorentz local-field correction is probably diffi-
High-resolution Fourier transform spectroscopy can measurgy|t to obtain at ambient temperature and becomes possible
an interaction of a few 10° cm™* in the infrared and visible ¢ very low temperature. However, in the cases of electric
ranges. In the case of Ref. 38, for example, Chukatinal.  multipole interaction, electronic exchange interaction, and
report the first observation of a resolved hyperfine stucturgirtual phonon exchange interaction, which can reach a few
of 10"“ cm " and 7<10 ° cm " in the "l 15— 113zinfra-  cm™%, a bistable response can exist at ambient temperature.

red transition of LiYR:Er. In the phase diagram of Fig. 7, For example, a maximum o™ shift of 2 cm * requires at

we divide the infrared and the visible range into two domainsyaximum a homogeneous linewidth of 1 chn
depending on the nature of thé interaction. The first do-

main denoted dd in Fig. 7 and ranging from f0to IV. APPLICATION OF THE EFFECTIVE

10~ ' cm™* corresponds to magnetic dipole-dipole interac- SpIN-HAMILTONIAN APPROACH TO REAL SYSTEMS
tions and to the Lorentz local-field correction based on an

electric dipole-dipole interaction. The second domain de- A-Inthe microwave range: Bistability of the magnetic

noted exch. and ranging from 18to 10 cmi* corresponds resonance of electrons in solids

to electric multipole interactions, electronic exchange, and In this part we apply the model to a bistable situation in
virtual phonon exchange interactiofts. For example, which thel system is a real electron spin. As mentioned in
Guillot-Nod et al. have shown that satellites in electron the Introduction, bistable electron magnetic resonance has
paramagnetic resonance and in high-resolution fluorescengsen observed in several types of conductoretal and
spectra of neodymium in LiYfand YVO, matrices are due semiconductoss’™ Gallium oxide B-Ga0; is a well-

to Nd®*-Nd®** pairs with the magnetic dipole-dipole inter- documented example of intrinsic EPR bistabifitfhis com-
action varying from 102 to 2x 10 2 cm ! and the ground- pound is normally an isolator with a forbidden energy gap of
state exchange interactidnvarying from 0.8 to 4.9 cm**° 4.8 eV. However, it is generally amtype semiconductor due
Basiev et al. demonstrated that a strong quadrupole-to oxygen vacancies compensated by two electrons. The un-
quadrupole interaction of 5 cm between two neodymium paired electron spins exhibit hyperfine interactici$ the

ions is responsible for an observed fine splitting of the ex+ermi contact typewith the **Ga and the'*Ga nuclei, which
cited Kramers levels in Nd:Cafeompound$? Exchange in-  posses a nuclear spin equald@nd a natural abundance of
teraction can reach higher values in the case of transitio80.1% and 39.9%, respectively. Let us calkthe electron-
ions. In ruby, for example, exchange interactions in chro-spin system an& the system composed df equivalent Ga
mium ion pairs can reach 240 ¢h® In the case of the nuclei. Each system is represented by an effective spin equal
Lorentz local-field correction based on a ground-state dipoleto 3. For the electron, it is a real spin but in the case of the

dipole interaction, Ga nuclei, it is an effective spin. The spin Hamiltonian of a
N @2 F unpaired conduction electrdninteracting withN equivalent
A= — a _ab, nuclear spinK by a scalar hyperfine interactichunder an
6eo M w external constant fiel&, is written as
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H=H_+Hx+Hy+V 52 max
LtHk+Hy (52 a) _ ﬁAO)L /gB P
_____________ -
with H =gBBoL,, Hx=—0,8,BK,, and 0.2 mW
: 2 mW
N A N | 7.9 mW
V_ALZ(p21 Kzp +§ L+(pzl K,p) " 12.5 mW
20 mW
N 1
3k, } 53 . 31.5mW
) 50 mW
1
whereg and 3, are the electron Bohr magneton and nuclear I 63 mW

Bohr magneton, respectivelg, and g,, are theg factors of ' 100 mW
the electron and the nucleus, respectively. W
Since the effective spin-Hamiltonian approach of bistabil-

ity is based on the different time scales of the system undel’ 343 2 343 .4 343.6 343.8

study, it is first necessary to identify the different character- B_(mT)
istic times controlling the spin dynamics. First of all, if we 0
look carefully at the EPR spectrum of conduction electrons b) | = i

in B-Ga,04 [see Fig. 83)], it is composed of a narrow single f ===
line with a average width of 0.05 mT at room temperature —= = : :
and low microwave power. The expected hyperfine structure ! N Slmulatlonst o
coming from the interaction between the two subsystéms —= = 1" derivative
andK is not visible in the spectra showing that we are under AN | m—

the condition7.<#%/A. Indeed, as previously shown in Sec. —— . -~

[I B, the hyperfine interactio¥ is not observed in the spec- \ =

trum _a_md the transition is e_xpected to be nar_row_under this ™~ Experimental

condition. The correlation time, of the hyperfine interac- . ; : )

tion is imposed by the electronic motion in the conduction ~ 343.2 343.4 343.6 343.8

band. 7, is typically of the order of 7,=10 s in B, (mT)

B-Ga0;. As the gallium hyperfine interaction i\

~7800 MHz? giving #/A~10"% s, then the conditionr, FIG. 8. (a) Experimental proof of the renormalization of the
<#h/A is fulfilled. Therefore, the previous approach is totally resonance frequency in EPR spectroscopy. The spectra are per-
justified in this case. formed onpB-Ga0; single crystal and recorded as an absorption

Lim Kint

The relaxation timeST'i", TEK, 75", 7™ due to the derivative under decreasing variations of the external magnetic field

nyperfine interaction are of the order of 1012 Other 8% S Tee el POt e o ewve
relaxation mechanisms have_ to be taken into aC(_;ount. _Fort quency, 9.432 76 GHz; sweeping time, 0.012 mT/s; time con-
L system, we have to consider the electron-spin—lattice resiant 41 ms: modulation amplitude, 0.01 mT; modulation fre-
laxation time T'imher and the electron-spin—spin relaxation quency, 100 kHz(b) Selected experimental and simulated bistable
time Témhe: both are of the order of 10 s.3 For the K EPR spectra af =150 K, P=63 mW. The simulations before and

system, we have to consider other relaxation terms such ‘,fgt_eg;er\i/\\//atioz are §h301vvn.:[he g"’trfTZfrlsof’; the ?ri[n_‘“f‘i%n are
the nuclear-spin—lattice relaxation time and in the case o£10,7m ’ “’L_d.' (t:(? ;73;1();5 ~1 SA' maf:_;lg
nuclei with nuclear spin higher thanthe quadrupolar relax- _4S (iolrrespomn ng on="» om s, AepT=T4
. . K other X10""% cm ,|AwLa>1T§:12.
ation time. These term$y, are of the order of a few
seconds. d(L",)
Under the conditionr,<#/A, and using the same ap- =

) NA , 1, )
oL —o+ T<K2> <L+>_T7I§<L+>_|Ql<|-z>1

proximations as for Eq928)—(30), these kinetic equations dt (55)
for the spin system are written as
Ky 31 0 o
d<Lz> 31 . , dt 7_ZW[(<KZ>_<KZ> )_(<Lz>_<|-z> )]
dt :_ZTilil_[(<Lz>_<Lz> )_(<Kz>_<Kz> )] 1
- Ko —(K,)° 56
L T | W&( 2= (K2)") (56)
— e ((L) = (L") + T(<L*>_<L+>)'
T1 with Q,=gBB; being the Rabi frequency. As T,

(54 <1T-3" Egs.(54) and(55) become
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d(LZ)_ 1 o, Q1 ,
T__?h_er(<l-z>_<l-z> )+ T(<L’>_<L+>)'
(57
d(L;)__ NA , ,
dt =1 a’L_w+T<Kz> <L+>_€Pﬁr<|-+>
—iQ(L,). (58

Under steady-state conditions, the saturation fd&qr (35)]
is given by

B QiTIiOtherTlémher
SL_ Lothel2 eff 2 2 Lother Lother’ (59)

1

0
s.=— ("~ wf" AT (60)
with

= +N—A K (62)

L — WL % < Z>'
AwTaX:fLNA(LZ>°~_ fiNAgBB 62

7 4KgTh

in the high-temperature limit, and with the leakage fadtor
given by

3

3 1
4TTK( 4TTK + TKother)
1
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ization. The phase diagram in Fig. 7 predicts a bistable be-
havior (hysteresisof the EPR transition i8-Ga05, which

can appear for an upward and downward sweep of the exter-
nal magnetic fieldB, as well as under increasing and de-
creasing variations of?.®> This bistable phenomenon is
shown in Fig. 8b) which gathers experimental and simulated
EPR spectra for the two sweep directions of the external
magnetic field. This figure presents the simulated spectrum
before and after derivation. The parameters of the simulation
are P=63mW, fio,=0.31cm?!, Tj=19x10"'s; T}
=1.45<10 " s corresponding tol',=7.3x10° cm 1,
Aw™=-43x10"*cm !, |Aw™T5=12. All these pa-
rameters were measured and not adjusted. The agreement
between the experimental and simulated spectrum is very
satisfying knowing that there is no adjustable parameter. The
spectrum exhibits a discontinuity, particularly obvious for the
upward sweep of the magnetic field. This discontinuity is a
manifestation of the abrupt change from the loweranch

to the uppery branch of the bistable system.

This example shows that bistable EPR in conductors is a
good illustration of our approach to intrinsic optical bistabil-
ity. It justifies the use of the effective spin to describe each
subsystem and the factorization operation, which is based on
the critical conditionr.<#A/A.

B. In the infrared and visible range: The intrinsic optical
bistability of ytterbium ion pairs in CsCdBr 3

Hehlenet al. reported the first observation of a bistable
phenomenon in 1% ytterbium doped CsCglBratrix!! The
near-infrared luminescence and the visible cooperative emis-
sion of ytterbium ion pairs exhibit a hysteresis loop as a
function of the incident power of the laser. The width of the
hysteresis is obtained for excitation densities varying from

The factorization operation leads to a renormalization ofabout 4000 W cim? to about 6000 W cri¥? at low tempera-
the resonance frequency ol V/#)(K,). It means that the ture(7 K) and at an excitation frequency of 10 602.8 ¢n*
nuclear-spin polarizationK,) produces a nuclear field In this bromide host, the rare-earth ions form exclusively
(NA/gB)(K,), which adds to the external fielB,. The charge-compensated ion-pair centers even at low dopant con-
nuclear-spin polarization and thus the shift of the electronicentration. The main rare-earth center is a symmetric
transition can be considerably enhanced by dynamic nucleafb®" -V Yb®" pair with an YB&*-Yb3" distance of 5.88
polarization by saturating the EPR signal of conduction elecA,***° V., represents a Cd vacancy. Asymmetric
trons. This was predicted in metals by Overhalised ana-  Yb®*-Yb®*-V4 pairs with a side vacancy and an
lyzed in detail by Solomof® It is worth noticing that the Yb3*-Yb3* distance of 3.4 A are also postulated as minor
nuclear field produces a feedback on the electron resonanceenters in CsCdBr Only the asymmetric pairs, correspond-
which is in turn modified. The resulting modification of the ing to the transition centered at 10 602.8 ¢nwith a width
resonancémodification ofs, ) implies another modification (full width at half maximum equal to 0.6 cm?, give an
of the nuclear field via Eq56), and so on. The nuclear field hysteresis loop up to 16.3 ¥.Previous studies have shown
becomes a function of itself as well as the saturation factorthat the asymmetric pairs are not thermodynamically stable
The Overhauser effect is thus at the origin of the feedbacland transform, even at room temperature, into the symmetric
loop. center’®

Figure 8a) presents a convincing evidence of the validity ~ As in this host, the rare-earth ions exclusively form ion
of the factorization operation through the observed continupairs, it offers the opportunity to test our approach for intrin-
ous shift of the resonance frequency. The EPR spectra gatlic optical bistability in the near-infrared or visible range in
ered in Fig. 8a) have been recorded at 150 K with a decreasthe case of atomic pairs. In the following we show that the
ing variation of the external magnetic fielB, and for phase diagram of Fig. 7 predicts a bistable phenomenon only
different values of the incident microwave power Upon  for the asymmetric pairs and that the experimental results
increasingP, the EPR line distorts and shifts to a low mag- obtained by Hehleret al* and the shape of the excitation
netic field as a result of the increase of the nuclear fieldspectra obtained by Gamelin, thi, and Gidel'® can be re-
(NA/gB){K,) originating from the dynamic nuclear polar- produced. The two subsysterisand L are the two YB*
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ions of the pairs. For symmetric pairs, the two subsystems
are identical and for asymmetric pairs they are different. EPR

spectroscopy shows that the two3bions involved in sym- Q 0.8

metric pairs exhibit a very weak antiferromagnetic exchange &

interaction)=—1.6x10 3 cm L. If we report this value in F_é 0.6-
s 0.

the phase diagram of Fig. (8- Yb pair), we remark that the
bistable domain is very small for this symmetrical center. To,
observe a bistability for the symmetric pairs, one needs ag 0.4
homogeneous linewidth smaller tharx80™ % cm™ !, which 3
appears unlikely. The asymmetric pairs could not be ob-g2 (24
served by EPR? However it is possible to obtain the order E Yb3+'CstBr
of magnitude of the interaction between the two ytterbium ’ 3
ions in such pa_irs. Indeed,_ in another_ bromit_de host 0‘00 2000 ' 40'00 6000 8000
CssLuzBrgjlan ant!ferromagne_nc gxchange interactibof _ Incident NIR excitation (W. /cmz)
—1.43 cm - for pairs of ytterbium ions separated by a dis-
tance of 3.8 A has been measured by neutron spectroé€opy. (.8 b) 8.10° W/em®
Moreover, the existence of ferromagnetically coupled pairs
of Nd®* ions in neodymium doped YVQmatrices, with
exchange coupling valuekin the range+4.9 cm * to +0.8
cm™ ! for Nd-Nd distances of 3.72-6.36 A, has recently been
shown®® As the YB"-Yb®" distance in the asymmetric pair
is equal to 3.4 A, we estimate the exchange interaction to be
in the range 1 to 3 ci. If we report this range of values in
the phase diagrana-Yb pair in Fig. 7, there is a large
domain where the asymmetric pair should be able to exhibit
a hysteresis phenomenon. The homogeneous linewidth ass: 0.0/ -
ciated with the transitions of asymmetric pairs should be -3 -2 -1 0 1 2
lesser than 0.5 cirt in the case off Aw™{=1cm ! and Wavenumber (cm'l)
lesser than 1.5 cit for [Ao™{=3 cm 1. The linewidth of
the transition associated with the asymmetric pairs is equal to FIG. 9. (8) Simulation of the bistable infrared luminescence of
0.6 cm L1 This value gives a higher limit fofs, as prob- a§ymm§tric ytterlzium pairs in CsCdBr The parameteLrs of the
ably an important inhomogeneous broadening contributes t§imulation are Ty=7.8x10"*s, Aw[™=-2cm !, T;=177
S ; i ; X 10 *'s corresponding td’,=0.6 cm %, |Aw["™{T5=6.6. The
the total 0.6 cm " width of this transition. If we consider a abscissa position of the hysteresis loop is determined by taking
max __ —1 H

mean value of Af’lLaxi_z cm ""T‘d a homog_eneous_ line- three different values for the oscillator strength of the transition:
width .Fh:o'e cm -, the phase dlggram prefmcts a bIStableFab= 1077, 5x 1077, 1076, (b) Simulated shape of the absorption
behavior for the asymmetric ytterbium pairs in CSCQB*S . Oor excitation spectra associated with the asymmetric ytterbium pairs
a conclusion, based on the values of the exch_ange_ Interactign CsCdBg for different values of the incident laser power.
measured by EPR spectroscopy for symmetric pairs and de-
duced from other compounds for asymmetric pairs, the phase . L 4 s max._ . L
diagram of Fig. 7 predicts the absence of bistable behavid@ions are'l;ll—7.8>< 1077 s™ Ao "=—2cm : and T;
for symmetric pairs and a possible bistability for asymmetric=1.77x10 " "s (corresponding tol'y=0.6 cm ), which
pairs. These predictions are in total agreement with the redives|Aw[™{T;=6.6. The abscissa scale in Figapis cali-
sults obtained by Hehleat al, where only the asymmetric brated by transforming th@7 parameter of Eq(40) into the
pairs exhibit a bistability at low temperatutElt is important ~ incident powerP expressed in W cn? by using Eq.(51)
to remember that the phase diagram for bistability considerwith 7w =10600 cn*. Usually ytterbium ions exhibit os-
a fluctuating interaction with the condition<#/|J|. In this cillator strengths=,;, of around 10°. In the simulations, we
discussion we assume that this condition is fulfilled. In thetake values ofF,, that vary from 107 to 10 ®. For an
case of rare-earth ions in solids, the fluctuation of the ion-ioroscillator strength of 10 the simulation reproduces the or-
interaction could be due to the ion-phonon interaction. In-der of magnitude of the incident powerobtained by Hehlen
deed, these two kind of interactiofisn-ion and ion-phonon et al,** where the hysteresis is observed for excitation den-
are competing mechanisms and the ion-phonon interactiosities varying from about 4000 Wcm to about 6000
could play an equivalent role as the motional narrowing ofW cm 2 at a low temperaturg7 K). For an oscillator
the EPR signal in semiconductors. strength of 10° the simulation is still good with only an

To determine if the spin-Hamiltonian approach can repro-order of magnitude of discrepancy for the excitation between
duce in more detail the bistable phenomenon observed fahe experimental and the simulated hysteresis. The shape of
the asymmetric ytterbium pairs in CsCdBrthe bistable the transition can be also simulated for different powers of
transitions are simulated in Figs(&® and 9b) by using the the incident laser. In Fig. (B), we consider an oscillator
coupled equation&l0) and(41). The parameters of the simu- strength of 107. As the power increases, the distortion of

n

4.10° W/em”
2.10° W/em”
10° W/em®
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the shape increases and an abrupt change in intensity appearpair of ions can exhibit a bistable behavior. However, the
on the high-energy side of the transition. As we have alreadgipole-dipole interaction, which is at the origin of the Lor-
seen, this behavior is associated with the switch between thentz local-field correction, seems too small to be at the origin
two steady states of the hysteresis loop. This type of a linef the experimental bistability. An interactio of a few
shape has been already observed by GamelithiLand Gu  cm %, such as an exchange-type interaction, is required. In
del in the excitation spectra of ¥b: CsCdBg.° the particular case of two identical ions in scalar interaction,
It thus appears that the theoretical approach presented the shift of the resonance vanishes and the phenomenon can-
this work is able to explain qualitatively all the results ob- not exist. The phase diagram predicts the absence and the
tained for the asymmetric pairs of ytterbium ions in existence of a bistable luminescence of the symmetric and
CsCdBg. The phase diagram predicts only a bistable pheasymmetric ytterbium pairs in CsCdBrrespectively. |IOB
nomenon for these kind of centers. By taking experimentahas been experimentally demonstrated in this compound by
values for T}, a high limit for T5, consideringAw™=  Helhenet al,™ and the simulations performed with our ap-
—2cm 1, and an oscillator strength,, of 10”7, the simu-  proach reproduce the bistable response versus incident laser
lations reproduce the order of magnitude of the incidenpower as well as the shape of the excitation spéf€tra.
power P, which gives the hysteresis loop in the fluorescence Finally, the effects of the material-dependent parameters,
intensity as well as the observed shape of the bistable tranvhich are the longitudinal and transverse relaxation teFins
sition. and T'§ and the leakage factdr , have been studied. The
system will exhibit 10B if (i) the homogeneous transition
V. CONCLUSION linewidth is very small implying a long transverse relaxation
time TE, (ii) the leakage factof, is strong enough to give a
~ Ageneral condition for intrinsic optical bistability is stud- good efficiency of the polarization transfer between the two
ied for a systen composed of two weakly interacting sub- sypsystems, antii) the longitudinal relaxatiot is suffi-

systems that can be embedded in a medium such as a solighntly long to obtain a moderate saturability of the transition
matrix. The important point is that the interactiorbetween gt 5 rather low incident power.

the two subsystems must fluctuate with a correlation time Tpe results presented in this work are only preliminary
7c<<#/V. Under this condition the total density-matrix op- concerning the infrared and visible range. Several points
erator of the system can be factorized into two partial density, st pe developed and several questions have to be an-
operators linked to the two subsystems. During the timeered to expect to find a compound that will exhibit OB at
scale of the evolution of these subsystems, the contributiogmpient temperaturdi) How can we control the magnitude
of the correlation terms can be neglected. All the approximap the interaction between the two ions involved in the pairs
tions done in this approach have been justified by this conang the material-dependent parameters in terms of a
dition. The consequence of these rapid fluctuations is thadrycture-properties relationshig®) What are the mecha-
this “factorization operation” leads to a renormalizatiéd  nisms responsible for the fluctuating interaction, allowing the
shift) of the resonance frequency of the optical transition. Itcongition r,<7#/V to be fulfilled?(iii) Is it possible to obtain
means that the frequency changes continuously during thg,ch a bistable phenomenon for other kind of interacting

interaction with the external field. _subsystems? All these studies are currently in progress.
All the systems that are described in such way can, in
principle, exhibit a bistable behavior under the condition ACKNOWLEDGMENTS

|Aw"™{>2I",,, which means that the maximum shift of the . _ .
frequency has to be larger than the homogeneous linewidth The authors thank Dr. Ph. Goldner for fruitful discussions.
of the transition. Under this condition, there is at least ond-aboratoire de Chimie Appliqeede I'Etat Solide is Unite
value of the external control parameter that gives a bistablMixte de Recherche of the Center National de la Recherche
response of the system. It is important to notice that wherpcientifique(CNRS No. 7574.

the system is set under bistable conditions, all the control

parameters, such as the temperaffirthe frequencyw, and APPENDIX: CALCULATIONS OF THE KINETIC
the incident powelP of the external electromagnetic field, EQUATIONS
can produce a bistable phenomenon. The condition"™ Let us consider a syste@®composed of two subsystems

>2I'y, can be visualized by a phase diagram that determineg and L with a weak interactio’’V. Under the conditionr,
the conditions for a system to exhibit a bistable responsec/v and for an integration time\t characterized byr,

under a sweep of an external control parameter. This phas Lint __gint o . . .
diagram seems to accurately predict the systems that coul<At<T1x2’T1x2’ the kinetic equation associated with the
exhibit an intrinsic spectroscopic bistability. quantum-mechanical average of an operdlds given by

In the microwave range corresponding to EPR spectrosd(Q) 1 ) . "
copy, all the compound§s-Ga0;, metaliic lithium, and ~ —5~ =~ 7 || HkF Ho+ 2 ((Fp)SP+(F5)SP ),Q}
InP) that are placed in the bistable domain of the phase dia- P
gram have revealed an experimental intrinsic bistability in 1 @) . o
the microwave(EPR) range. In this case the feedback loop - ﬁzE Jpp+(@ )<[5“° [SP,Q-Q ]]>
originates from the Overhauser effect. P

In the near-infrared and visible range, we have shown that (A1)
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where we only take into account the secular terms and where d(L.)
we have neglected imaginary terms responsible for a second-T =
order shift of the resonance, which are usually too small to

be detected.
If we consider the general form of the interactidrgiven
by Eq.(8), Eq. (A1) can be written in the form

d<Q>__1<
at

fio L+ hogK,+ >, ((Fp)SP
P
1
+<F’5>S(p+)),Q}> ~ 57230 O([L Kz [LK7,Q

-Q) - 1J (wk— o)
52 1% WK~ WL

([L.K_,[L_K,,Q—Q%]
X( +([L_K, ,[L K ,Q—QO]]>) ~ 552322 (@)

<[L7KZI[L+KZIQ_QO]]> 1
X( +<[L+KZ,[L_KZ,Q—QO]]>) ~ 572333 (wk)

><( ([LK. [LK-.Q-Q°I) )_ L
+<[LZK—.[LZK+,Q—QO]]> W 445

([L-K_[LiKy rQ_QO]D
x(meL)( (LK, [L_K_ ,Q—Q°]]>)
(A2)
with

Jodl 0) =(|Fol?)27c,

Tc

311*(wK—wL)=<|F1|2>W-
C

27,

JZZ*(‘”L):<|F2|2>WZ’

333*(0’K):<|F3|2>ﬁ2

2 ]
K) T
Tc

Jaaw (ot o) =(Fal®) T 7 2
Cc
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[ T oo -2 52 oo

282 -2 T

12 LK)+ (LK)~ (L)
7 + + + - _I_|2_|m +

(Ad)

with (L. )°=0, (K.)°=0 and

1 8 Te

—{|F{—4
kL 3ﬁ2<| l| >1+(wK_wL)27-§

N 4 2 Te
a2 Pl T 22

Tc

2
+3—ﬁz<|F4| >1—2

+(oxtw)’Ts’ (A5)

Tc

8
=1 2y~
TIiK 3ﬁ2<|Fl| ) 1+(wK—wL)ZT§

8
- 2 c
3ﬁ2<|F4| > l+((1)|(+(()|_)27§, (A6)

LN TP 7
Tlélm_ 3ﬁ2<| O| >TC 3h2<| 1| >1+(wK_wL)27-§
2 Te
4+ A
3h2<|F2| >1+(wL)2T(2:

N 4 .2 Te
AR REwR P

Two cases have to be considered in which the two sub-

systemsK andL are different or identical.
(i) Different L, K systemsThe following kinetic equations
are obtained fofL,), (L.):

d 4 . 1 )
<st Ly <l;—>(<L—><K+>—<L+><K7>)+l ?((L,x@

(Fa)
(L) (K) i == (L)K=L ) (K ))

2 |_—L0+31 Ko —(Kp)°
ZT_IiL(< z> <z>) ZT_IiK(< z) <z>),

(A3)

4 Tc
MR ey =g A7
For(K,), (K.}, we have
d({K, (F1 (F
B ko —own+i 2w

) (Fa) )
X{L) = (K ML)+ 2 (KL )~ (K, )

31 o 31
X<L+>)_ZW(<KZ>_<KZ> )+ZT_|]‘_K(<LZ>

(L9, (A8)
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d(Ky) _ . (Fo) (F1) dlLy) 31 31
dt Il okt ﬁO <Lz>)<K+>_2|Tl<KZ><L+> dt :_ZT_IiI_(<Lz>_<Lz>O)+ZT_|iK(<Kz>_<Kz>O)
(F A(F 1 iQ
2 -2 o) —Wr<<Lz>—<LZ>°>+'71<<L'_>—<L;>>,
1
1
1 T2 (LK) () (112
? d(Li) (Fo)
(A9) “dt tlo —ot+t—F 7 (Ky) <L+>_TL<L+>
with i Ql< L) (A13)
with 1/T5=1/75"+ 175™
1 8 Te dK,y 3 31
T_ W<|F1|2> 1+(WK_‘UL)27'§ dt == ZW(<Kz>_<Kz>o)+ZT_&K((LZ>_<LZ>O)
4 ) Te 1
*a2lIFe g 572 ~ o (KD = (K9)), (A14)
1
F A10
372l J? )W (A10) (:t> | A5
1 1 4 whereL’, =L_.e*'“'. We obtain similar kinetic equations if
T 2 o 2 Tc we apply the external field to thé system.
K™ v ﬁ2<|F°| )7e ﬁ2<|F1| >1+(wK—wL)27§ A lot of terms have been neglected in E¢a12)—(A15).

2 .
Indeed, near the resonance~ ;) and in the sense of the

R c slowly varying envelope approximation, the dominant con-
+ 3ﬁ2<| 2 >1+(wL)27-§ tribution to the above relaxation equations originates from
the low-frequency terms ie“'(®~ Ut as(L_), (L,). The
(|F 2 > contributions of (Kz){(L.), (Kz)}{Lz), (K, {L.), and
s ( ) 7 (K. ){L,) can be neglected because they correspond to high-
frequency terms ire™ (w1 @Kt g=ilertedt g=ilel)t  angd
(A1) e (@t respectively.

(ii) Identical L, K systemsIn the case of two identical
ions, the rotating coordinate system, the quasiresonant ap-
proximation|w— o, |<w, , and the slowly varying envelope

The above equations are obtained by using the well-knowapproximation give the following set of kinetic equations:
commutation rules between the different operatoysL , ,

Tc

4
+om([Fa) s
3ﬁ2<| 4| >1+(a)K+wL)ZT§

L_, by using the conditionr.<#/V, which allows us to d{L,) o Q1 .

write oS=c*®@ o and then(LPKP)=(L P (KP) and —ar = qEUka (L) +i (L) =(LL)),

by considering(L2)=L(L+1)/3=%, (L?)=L(L+1)=3. ' (A16)
By applying an external fieldmagnetic or electricwith »

its angular frequency under the conditi@@«ﬂl’l, where d(L}) (Fo) _(Fy)

Q, is the Rabi frequency, we can add to the above kinetic—=l[ - (T )<L2> (LY)- TL<L+>

equations the contribution of the Hamiltonian representing
the interaction between the external field and the system. In —iQ (L)) (A17)
the case of an electric field, the Rabi frequency(ls _

=dé&/h, whered is the electric dipole moment anglis the ~ With

amplitude of the electric field in the slowly varying envelope 1 3 ( 1 1 )

approximation ¢/ £=0). If we consider, for example, a tran- —=— | =k~ =0 | + =5 (A18)
sition on the effective spih. and other relaxation mecha- LI T;

other other
nisms represented b, , Ty, , which follow the usual

Bloch equations, the equatlorﬁAS), (A4), (A8), and (A9) and

written in the quasiresonant approximatipn— o |<w , 1 1 1

the slowly varying envelope approximation, and the rotating L= T —omer (A19)
coordinate system become T2 17, T
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