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Atomistic computation of liquid diffusivity, solid-liquid interfacial free energy,
and kinetic coefficient in Au and Ag
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Molecular-dynamics simulations using interatomic potentials of the embedded atom method have been
performed on pure Ag and Au to compute materials parameters which are necessary for continuum modeling
of dendritic solidification. The liquid state diffusion coefficient has been determined for temperatures in the
vicinity of the melting points and good agreement with experimental data available for Ag is found. The kinetic
coefficients for Au and Ag have been determined by monitoring the velocity of the solid-liquid interface as a
function of undercooling. Rates of crystallization for the 100 and 110 directions agree well with a model
proposed by Broughton, Gilmer and Jackson@Phys. Rev. Lett.49, 1496 ~1982!# whereas the 111 direction
exhibits a slower growth rate consistent with the presence of stacking fault clusters on the solid-liquid bound-
ary, which anneal out during solidification. The solid-liquid interfacial free energy and its anisotropy have been
obtained for Ag and Au by monitoring equilibrium fluctuations in the interface position. The fluctuation
spectrum technique allows for an accurate determination of very small anisotropies in the interfacial energy
and we find an anisotropy factor 1.060.3% for Ag and 1.660.3% for Au.
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I. INTRODUCTION

In recent years it has become evident that the phase
method is the ideal technique to model the complex m
phologies that form during dendritic solidification. The a
vantage of the phase field model stems from the fact that
method was designed to circumvent the thorny numer
problem of tracking a sharp solid-liquid interface.1 However,
phase field modeling has progressed to such an extent
other numerical issues have been resolved as well. Ka
and Rappel2 have formulated the so-called thin interfa
limit and demonstrated that a much coarser finite differe
grid may be used to model the interfacial region than w
previously assumed. The resulting improved efficiency
lowed the authors to study steady-state dendrite shapes
velocities in pure materials at intermediate undercoolings
low undercoolings the length scales of the temperature fi
and the phase field differ by several orders of magnitu
implying that conventional finite difference schemes are
capable of investigating this limit. Nevertheless, Plapp a
Karma,3 using a random walker technique, and Prova
et al.,4 who employed an adaptive gridding algorithm, we
able to bridge the two disparate length scales. In additio
the studies of dendritic solidification in pure materials, co
siderable progress has been made in the modeling of bi
alloys.5–8 Both free dendrite growth9 and directional solidi-
fication have been investigated.10,11 Despite the advances i
phase field modeling, a major obstacle prevents the app
tion of the technique to real alloy systems; namely, the sp
fication of various materials-specific parameters that are
quired as input into the kinetic growth equations.

In the simplest formulation, Wheeler, Boettinger, a
McFadden5 noted that~in addition to bulk free energies!
three parameters are required for each element to compl
specify the quantities appearing in the phase field formu
0163-1829/2002/65~21!/214106~11!/$20.00 65 2141
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tion of solidification. Assuming linear dependences on co
position, these materials parameters are~1! the liquid state
diffusion coefficient (D), ~2! the solid-liquid interfacial free
energy (g), and~3! the kinetic coefficient (m, the constant of
proportionality between the velocity of crystallization an
the undercooling!. Furthermore, the microscopic solvabilit
theory of dendrite growth12–14 predicts that the shape an
velocity of the dendrite is very sensitive to the small anis
ropy of the solid-liquid interfacial energy. Using phase fie
simulations of dendrite growth in pure Ni, Bragardet al.15

have demonstrated that the anisotropy of the kinetic coe
cient can also play an important role in defining the oper
ing state of the dendrite. Thus, accurate phase field mo
require experimental measurements or computational te
niques sufficiently precise to extract the anisotropy of
relevant interfacial properties. Only a handful of experime
have successfully measured the anisotropy ing ~Refs. 16–
22! and none have reported the anisotropy inm. On the other
hand, molecular-dynamics~MD! simulation techniques hav
been developed recently, which are capable of accura
computing all the necessary phase field parameters and
small anisotropies. In order to realistically model metal s
tems of interest in solidification, interatomic potentials of t
embedded atom~EAM! form23,24 have been employed in
number of MD studies. The EAM has proven very success
in modeling a broad range of structural, thermodynamic, a
defect properties of noble and late transition metals and t
alloys in both the solid and liquid state.25,26

Semiempirical EAM potentials have been applied pre
ously in simulation studies of the liquid diffusivity. Aleman
et al.27,65computedD for a variety of pure metals at a singl
temperature and Hoytet al.28 determined the diffusivity in
Cu and Ni over a range of temperatures in the vicinity of t
melting points. In addition to pure metals, solute diffusiviti
in the Ni-Al binary system have been computed by both A
©2002 The American Physical Society06-1
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et al.29 and Alemanyet al.,30 the latter work demonstrating
very good agreement with experiment. Hoytet al.31 have
shown that a scaling law relatingD to the excess entropy o
the liquid32–34 is obeyed for multibody EAM potentials in
both pure and binary systems.

The EAM was employed recently in a MD study of th
kinetic coefficient in pure Cu and Ni by Hoytet al.28 The
value ofm obtained in these simulations was on the order
five times smaller than that used in previous phase fi
simulations of solidification of Cu-Ni alloys. Prior to thi
work by Hoyt et al., several other MD studies have exam
ined crystallization kinetics in a variety of elemental a
alloy systems. A review of equilibrium and nonequilibriu
MD methods used to extractm can be found in Ref. 35
Broughton, Gilmer, and Jackson36 ~BGJ! studied crystalliza-
tion in the Lennard-Jones system and formulated a collis
limited model for the growth rate of the solid~see also Burke
et al.37, Huitemaet al.,38 and Baez and Clancy39!. Employ-
ing an analysis of equilibrium fluctuations in the number
solid and liquid particles in a coexisting two-phase syste
Briels and Tepper40 computed the 100 kinetic coefficient i
the Lennard-Jones system and demonstrated good agree
with the forced-velocity MD method of BGJ. Very recent
these authors also presented thorough comparisons of
tallization and melting kinetics employing nonequilibriu
‘‘free-solidification’’ MD simulations for model pair-
potential systems.41 Ishimaruet al.42 employed the Tersoff43

interatomic potential to examine the defect formation dur
the solidification of Si, and Clancy and co-workers44,45 used
both the Stillinger-Weber potential46 and a tight-binding de-
scription to investigate crystallization kinetics in Si. Tym
zak and Ray47 reported melting and crystallization kinetic
derived from a model pair potential for Na. Crystallizatio
behavior in binary alloys48–50,52 has also been studied vi
atomic-scale simulation. In particular, solute segregation
the moving solid-liquid boundary has been modeled
Si-Ge systems by Yuet al.,48 and for Lennard-Jones mixture
by Celestini and Debierre.50 The latter approach employs
nonequilibrium MD approach in which the system
‘‘pulled’’ through a temperature gradient, analogous
directional-solidification experiments. This approach has
cently been employed in the studies of crystallization kin
ics in Au.51

In a recent MD study, Hoyt, Asta, and Karma53 employed
an analysis of the equilibrium fluctuation spectrum of t
solid-liquid boundary to extract the interfacial free ener
and its small anisotropy. The method has been utilized
determineg in Ni, Cu,54 and Al ~Ref. 55! employing EAM
potentials. The fluctuation spectrum is extremely sensitive
small anisotropies in the solid-liquid interfacial free ener
The approach described by Hoytet al.,53 therefore, provides
estimates of the anisotropy with much lower statistical u
certainty than available from the values ofg derived in the
pioneering work of Broughton and Gilmer.56 These authors
who were the first to computeg for a solid-liquid interface
directly via MD, calculated values of the interfacial free e
ergy for low-index interface orientations in the Lennar
Jones system employing a ‘‘cleaving’’ thermodynam
integration technique. Recently Davidchack and Laird57 have
21410
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proposed a variant of the cleaving procedure for the ha
sphere system which yields anisotropy estimates with a
tistical accuracy approaching that of the fluctuation te
nique.

In the present work the aforementioned MD methods
applied to derive all of the necessary phase field parame
in the metals Au and Ag. The structural and thermodynam
properties of both these elements are known to be descr
well by EAM potentials, and they are relevant to the study
solidification in that they are often used as components
filler materials for brazing applications. In addition, Ag an
Au provide some opportunities to make comparisons w
experiment as the liquid diffusivity in Ag has bee
measured58 and the solid-liquid interfacial free energy for A
has been reported by Turnbull59 and Jones.60

The paper is organized as follows. The following secti
outlines the numerical techniques employed in the MD sim
lations and describes the EAM potentials chosen for t
study. The results section reports first the liquid diffusivitie
Second, the growth velocity of the solid-liquid interface as
function of undercooling, and hence the kinetic coefficient
reported. Here comparisons with the crystal-growth mode
Broughton, Gilmer, and Jackson36 are presented for the 10
and 110 growth directions. The distinctive features of the 1
direction are described in a subsequent section. Finally,
present the values and anisotropies of solid-liquid interfa
free energies, along with their associated statistical un
tainties, as derived from equilibrium fluctuation spectra m
sured in MD simulations.

II. NUMERICAL PROCEDURES AND THEORETICAL
BACKGROUND

In recent MD studies of the solid-liquid interfacial fre
energy in Ni,53,54 the sensitivity of the calculated values ofg
to the details of the EAM potential were investigated. It w
concluded that the calculated value ofg depends on the ac
curacy of the melting point predicted by the interatomic p
tential and the value of the anisotropy varied somewhat
pending on the specific choice of the EAM potential. Tho
potentials which more accurately reproduced the ela
properties of the crystal yielded anisotropies in close agr
ment. In the present work the embedded atom potentials
mulated by Voter and Chen61 ~VC! have been employed
throughout. The Voter-Chen potentials are superior to
earlier versions due to Foiles, Baskes, and Daw62 ~FBD! in
terms of the predicted elastic properties of the solid pha
The melting point of Au for the VC potential is closer t
experiment than the FBD version whereas the melting po
for Ag is slightly worse~see below!.

There are two, formally equivalent, methods for comp
ing the liquid state diffusion coefficient from MD simula
tions ~e.g., Ref. 63!. First, a well-known Einstein relation
relates the long-time limit of the slope of the mean-squ
displacement of the atoms vs time to the diffusivity via

D5
1

6t
^ur ~ t !2r ~0!u2&. ~1!
6-2
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ATOMISTIC COMPUTATION OF LIQUID . . . PHYSICAL REVIEW B65 214106
The position of an atom at any timet is written asr (t) and
the angular brackets denote an average with respect t
atoms in the MD simulation and over all time origins. Alte
natively D can be computed through an integration of t
velocity autocorrelation function~VACF!, employing the
Green-Kubo relation

D5E
0

`

Z~ t !dt, ~2!

where Z(t)5(1/3)^u(t)•u(0)& and u is the velocity of an
atom. In the results to follow, the diffusion coefficient w
determined by integration of theZ(t). For run times, system
sizes and homologous-temperature ranges comparab
those employed in the present study, we have found in
vious studies that the two methods for computingD typically
differ by less than 3%. In the simulations periodic cells
2048 atoms were employed. After an equilibration
'50 ps, runs were performed in the microcanonical
semble with a time step of 1 fs. Total sampling times of 1
ps were found to be sufficient to lead to well-converged v
ues for the VACF.

Computation of the kinetic coefficient was performed u
ing a procedure described previously.28 Periodic simulation
cells of dimensions 24310310 unit cells~9600 atoms! were
generated with the 100 crystal directions coincident with
Cartesian coordinate axes.~For the kinetic coefficient along
the 110 directions, cells with similar spatial dimensions w
employed while for 111 significantly larger cells were us
owing to a pronounced size effect for this orientation as d
cussed below.! Approximately three quarters of the long d
mension was melted and the remaining atoms were h
fixed. The resulting solid-liquid system was then equilibra
at the melting point. Solidification was initiated by bringin
the system to temperatures below the melting point and
lowing the simulation to proceed under constantN-P-T con-
ditions. The position of the interface vs time was determin
by monitoring the total enthalpy of the solid-liquid syste
and comparing with the enthalpies determined separately
the bulk solid and liquid phases. The procedure is descri
in detail in Ref. 28. A total of nine undercoolings were i
vestigated, the largest being 200 K. For the lowest und
coolings~10 K!, runs of 140 ps were required to accurate
determine the velocity. A time step of 2 fs was employed
the simulations. The computation of the kinetic coefficie
also allows for a determination of the melting point for t
EAM potentials by identifying that temperature at which t
interface velocity is zero. The knowledge of the melti
point is necessary for the calculation of the interfacial fr
energy.

The solid-liquid interfacial free energy for Au and Ag wa
determined by the procedure outlined in Ref. 53. For a tw
dimensional solid-liquid system the interface fluctuati
spectrum is given by

^uA~k!u2&5
kBT

Wb~g1g9!

1

k2
, ~3!
21410
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whereA(k) is the Fourier transform of the interface amp
tude as a function of position along the interface and
angular brackets denote equilibrium values~corresponding to
an average of many configurations!. The quantityW is the
total length of the solid-liquid boundary,b is the thickness of
the system, andkBT has the usual meaning of Boltzmann
constant times the absolute temperature~for elemental sys-
temsT in the above equation corresponds to the bulk melt
temperature!. The termg1g9 is known as the stiffness an
g9 is the second derivative of the solid-liquid energy as
function of the angle of the average interface normal.
explained previously53 the stiffness is an order of magnitud
more anisotropic thang itself and thus small anisotropies ca
be extracted accurately from fluctuations in the solid-liqu
boundary as determined from MD simulations.

In the present study periodic cells of dimensionsW
32W3b were used, whereW is on the order of 250 Å, the
long dimension (2W) is normal to the solid-liquid boundary
and the thicknessb is three unit cells. Half of the 2W dimen-
sion was melted and subsequently the system was eq
brated at the melting temperature. During the equilibrat
stage the dimensions of the cell parallel to the solid-liqu
interfaces were constrained at values dictated by the z
stress lattice constants of the crystalline phase at its me
point. The length normal to the interface was allowed
equilibrate to minimize the stress in the bulk liquid and so
portions of the cell. Subsequently, the amplitude vs posit
of the two solid-liquid interfaces was extracted every 1
time steps~0.2 ps! for a minimum of 400 ps employing a
microcanonical ensemble. This data was used to compute
equilibrium values and statistical uncertainties of the Fou
amplitudesA(k) from which the stiffness is readily derive
using Eq.~3!. The method used to distinguish between so
and liquid atoms and the procedure for identifying the int
face boundary are described in detail in a previo
publication.53

III. RESULTS AND DISCUSSION

The diffusion coefficient

The diffusion coefficient vs temperature in the ran
1050–1450 K is shown in Fig. 1 for both Au and Ag. The A
results are given by the filled squares whereas the data fo
are denoted by filled circles. As discussed below the melt
points for these potentials are 1115 K and 1120 K for Ag a
Au, respectively. Thus the two data points at the lo
temperature end of Fig. 1 refer to liquids in the undercoo
state. The trend with temperature is nearly linear for t
temperature range and the slope of the Ag curve (6
31028 cm2/s/K) is slightly higher than that of Au (3.77
31028 cm2/s/K). The trend with temperature is similar i
magnitude to that observed for Cu and Ni in Ref. 28.

The open circles in Fig. 1 are the experimental data
Yanget al.58 for Ag who employed a capillary reservoir tech
nique and radioactive tracers. The agreement with the V
EAM is quite good, differing by at most 20% over the enti
temperature range.

In Fig. 1, the points inscribed with the symbol ‘‘3 ’’ de-
note the results of Alemanyet al.27 Since the Alemanyet al.
6-3
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J. J. HOYT AND MARK ASTA PHYSICAL REVIEW B65 214106
study also used VC potentials, it is unclear why a discr
ancy exists between the two computed values ofD. The dif-
ference is not large, only 10% for Au and 20% for Ag. The
are three main differences between the two simulations:
number of atoms used in the MD runs differed, the time s
was smaller by a factor of 2 in the present study and
Alemany et al. simulations were performed at the expe
mental density as opposed to the EAM computed density~as
was done here!. Nevertheless, we have performed an ad
tional simulation for Au at exactly the conditions of the Al
manyet al. study and the 10% discrepancy remains. The
fore, we suspect that the observed differences results fro
slightly different fit of the potential to the VC scheme. Th
fitting procedure involves varying parameters of the emb
ding, the density, and the pair-potential functions such th
best fit to a variety of experimental properties is achiev
The fit is constructed such that the lattice parameter, the
hesive energy, and the bulk modulus are all reproduced
actly, the remaining experimental quantities include ela
constants and the energy of formation of a vacancy.
pointed out by Voter,64 the notion of a best fit involves som
degree of subjectivity and we believe a slightly different p
tential fit is the source of the discrepancy observed in Fig

To support the idea that the difference inD observed is
due to a slightly different potential set, we have reproduc
the results for Ni reported in an earlier paper by the Alema
group65 where the VC-EAM form was also used. The adva
tage of checking the Ni results is that the parameters of
Voter-Chen potential are given explicitly in Ref. 61 and th
one can be sure that the exact form of the potential is c
sistent. Reproducing the Alemanyet al. simulation (D
50.0781 Å23 andT51875 K), we find a result that differs
by less than 2% from the quoted value in Ref. 65. Therefo
the discrepancy of Fig. 1 cannot be the result of numer
implementation and most likely stems from a different p
tential.

FIG. 1. The diffusion coefficient vs temperature in the vicin
of the melting points as determined from MD simulations using
VC-EAM potential. Results are shown for liquid Ag~filled circles!
and liquid Au~filled squares!. The open circles are the experiment
data of Yanget al. ~Ref. 47! and symbols with ‘‘3 ’’ are the MD
results of Alemanyet al. ~Ref. 26!
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The kinetic coefficient, 100 and 110 interfaces

The melting point for the EAM potentials can be found b
monitoring the solid-liquid interface velocity vs temperatu
and extrapolating to the temperature corresponding to z
motion. With this procedure we find the melting point for A
to be 1115 K and 1120 K for Au. These values are below
actual measured melting points of 1234 K and 1338 K for
and Au, respectively, but the agreement with experimen
reasonable given that no properties of the liquid were utiliz
in the potential fit procedure. For comparison, the melt
points for the Foiles, Baskes, and Daw EAM potentials
1170 for Ag and 1090 for Au.66

Figure 2 shows the interface velocity vs undercooling
the 100, 110, and 111 interfaces as determined for Au.
linear relationshipV5mDT is seen to be obeyed fairly well
The error bars on the velocities shown in Fig. 2 were de
mined by first converting the computed potential energies
time into the rate of change of the solid phase length~Ref.
28! and subsequently determining the frequency with wh
statistically independent data is sampled. Lety(t) represent
the solid length as a function of time where the data is c
lected over small time steps in the simulation~0.05 ps! and
let ŷ(t) be the length predicted by a linear least-square fi
all the data. Then the correlation function given by^@y(t)
2 ŷ(t)#@y(0)2 ŷ(0)#& was monitored and the characterist
time tc , over which the function decays to zero, was o
tained. Sincetc represents the time over which fluctuatio
in the solid-liquid interface position@relative to the determin-
istic value ŷ(t)# becomes uncorrelated, a complete data
was then averaged over blocks of lengthtc and the uncer-
tainties were determined by standard linear regression an
ses. The error bars in Fig. 2 represent estimated values
the standard errors. As explained below, we find the unce
tainties for the lowest undercoolings to be somewhat lar
than the high-velocity points.

In Fig. 2, the best fit slopes of the solid lines yield th
kinetic coefficient and for Au we findm100536.363.6,
m110520.762.4, and m111510.162.7 in units of cm/s/K

e
FIG. 2. Velocity of the solid-liquid boundary as a function o

undercooling in pure Au for the low-index directions 100, 110, a
111. The slopes of the curves at the low undercoolings shown by
heavy solid lines yield the kinetic coefficients.
6-4
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ATOMISTIC COMPUTATION OF LIQUID . . . PHYSICAL REVIEW B65 214106
~where uncertainties represent 95% confidence levels!. These
values and uncertainties form were obtained from a linear
regression analysis of the velocity-undercooling data up
DT560 K. As in Ref. 28, the ratio ofm100/m11051.75
60.27 is found to be comparable to the ratio ofd spacings of
the 100 and 110 planes (A2), while the ratio ofm100/m111 is
'4. As discussed below, the values ofm for the 100 and 110
interfaces are consistent with a model originally proposed
BGJ.36 However, the kinetics of the 111 interface are distin
from the mechanisms embodied in the BGJ model and
special case is discussed in the following section.

In 1982, BGJ argued that the crystallization rate as a fu
tion of temperature can be written as

V5
d

l S 3kBT

m D 1/2

f oe2DS/k~12e2DG/kBT!. ~4!

In this equation the rate at which atoms attempt jumps fr
the liquid to the solid is given by the thermal velocit
(3kBT/m)1/2, divided by the average distance traveled by
atom,l. The authors argue thatl50.4d whered is the in-
teratomic spacing. The thermal velocity consists of Bol
mann’s constant times the temperature,kBT, and m, the
atomic mass. In the BGJ expressionf o represents the fraction
of atomic jumps that are successful in producing an atom
the solid phase. The prefactorf o can also be defined as th
ratio of the number of favorable attachment sites on the
terface to the total number of crystal sites. The driving fo
for crystallization in the BGJ model is reflected by the qua
tities DS, the entropy difference between the liquid a
solid, andDG, the difference in Gibbs free energy. The BG
model differs from the earlier growth models proposed
Wilson67 and Frenkel68 in that the rate-limiting factor is the
thermal velocity of the atoms rather than the liquid-diffusi
coefficient. BGJ conclude that such a replacement is ne
sary due to the fact that the measurable rates of crystal
tion were found in MD simulations for the Lennard-Jon
sytems at temperatures well below the glass transition t
perature, i.e., whereD is effectively zero.

The BGJ model falls into the category of what Turnbul69

has denoted a collision-limited growth model. As review
in a recent paper by Jackson,70 the velocity predicted by Eq
~4! is expected to be valid for those materials and interf
orientations for which a significant altering of the atom
structure near the solid-liquid boundary is not required. E
amples of systems which meet this restriction are sim
metals and model systems which can be described by ang
independent central force atomic potentials. The EAM s
tems studied in the present work are also expected to fall
the collision-limited growth category. Materials which a
characterized by strongly covalent bonding, such as Si,
quire significant structural rearrangement upon crystalli
tion. For this class of materials the original Wilson-Frenk
theory has been shown to be more appropriate.

The BGJ expression can be compared directly to the
sults for Au and Ag obtained here and to the results of
and Ni determined in Ref. 28. At small undercooling, T
2DG/kBT term appearing in Eq.~4!, can be written as
(L/kBTTM)DT, where L is the latent heat andTM is the
21410
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melting temperature. Furthermore, the entropy contribut
can be taken as independent of temperature and thusDS
5L/TM . SinceL can be easily found in MD simulations th
only unknown appearing in the BGJ velocity equation is t
parameterf o . However, BGJ usedf o as an adjustable pa
rameter, derived a best fit of Eq.~4! to their MD results on
the Lennard-Jones system and foundf o50.27. In the results
to follow, we shall use the BGJ fit value off o and thus there
are no free parameters in the comparison.71 However, a very
important simplification needs to be noted at this point.
the model-simulation comparison we are assuming, the va
of f o is independent of the growth direction. The assumpt
is merely one of convenience since, at present, there doe
exist any theoretical prediction for the value of this fact
nor its anisotropy. As discussed below a more thorough
derstanding of the quantityf o may be critical in explaining
the observed orientation dependence of the crystalliza
rate.

Figure 3 shows the velocity predicted by the BGJ mo
vs the interface velocity measured in MD simulations for 1
and 110 solid-liquid interface orientations. Several data s
are depicted. The Au and Ag results are from the pres
study and the Cu and Ni results at large undercooling
from Ref. 28. Additional simulations were also perform
for Ni at lower undercoolings (DT,70 K) and are included
in the results of Fig. 3. Finally, for completeness, two se
rate EAM Ni potentials were simulated at low undercooling
the VC Ni form and the Foiles Baskes Daw~denoted FBD!
Ni potential.

At the lowest undercoolings, i.e., smallest velocities, t
agreement between MD results and the BGJ model is go
however there is sizable scatter in the data. We attribute
scatter to at least two effects. First, the melting points
determined above contain some uncertainty. Uncertainty
TM has the largest effect on the computed velocities at v
small undercoolings. Second, low undercoolings corresp

FIG. 3. Comparison of crystal-growth rates obtained from sim
lation to that predicted by the BGJ model. Included in the comp
son are results for Ag and Au, low undercooling MD data using t
different EAM potentials for Ni and high undercooling data fro
Cu and Ni~Ref. 27!.
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to the low velocities of solidification and even during lon
MD runs the solid-liquid boundary advances only a fe
atomic planes. The slow growth will thus increase the sta
tical uncertainties in the energy vs time behavior from wh
the velocity is extracted.

Up to relatively large undercoolings of aboutDT
5500 K, the agreement between the BGJ model and si
lation results is very good. It should be emphasized th
assumingf o is roughly the same for both orientations, E
~4! predicts that the ratio ofm for 100 and 110 interface
orientations is the ratio of the interplanar spacings, orA2.
The simulation results shown in Fig. 3 appear to be gener
consistent with this prediction. The result is important fro
the point of view of solidifcation studies, as it suggests t
the anisotropy ofm, defined as (m1002m110)/(m1001m110),
is roughly 17% for simple elemental fcc-based metal s
tems.

As shown in Fig. 3, at very high undercoolings, the BG
model significantly overestimates the crystallization veloc
Although the undercoolings, where the discrepancy sets
are too high to be relevant for comparison with experimen
studies of solidification, it is, nevertheless, of interest
speculate as to the origin of the deviation between simula
and model. One possible origin is the linear relationship
tween the thermodynamic quantities in Eq.~4! and the un-
dercooling. At large undercooling this approximation may
longer be valid. However, one can extend the approxima
for DG to a term involving DT2, the coefficient of the
higher-order term depends on the heat capacity. We find
the inclusion of this correction cannot account for the d
crepancy observed in Fig. 3. Another intriguing possibil
for the discrepancy in Fig. 3, is a roughening transition in
vicinity of DT5500 K. The BGJ model assumes that t
solid-liquid interface is rough. For a smooth interface whe
attachment sites on the crystalline face are not readily av
able, one would expect the crystallization rate to slow.
particular, associated with a smoother interface would be
pected a lower value of the prefactorf o in Eq. ~4! which
represents the fraction of available sites for attachment to
interface. Although the downturn in the data of Fig. 3 at hi
V is, at present, not understood, it should be pointed out
the effect has been observed previously. In their study of
Tymczak and Ray47 present MD simulation data~their Fig.
4! which also demonstrates that the BGJ model overe
mates the velocity at undercoolings greater than ab
100 K.

The kinetic coefficient, 111 interface

Although the BGJ model of crystallization kinetics
obeyed quite well for the 100 and 110 orientations, the ag
ment between the model and simulation results is poor
111 interfaces. Typically, the MD results for fcc metals sh
a much lower velocity than that predicted by Eq.~4!. Spe-
cifically, if we assume thatf o depends relatively weakly on
orientation, the BGJ model predicts that the 111 veloc
should be, in fact, higher than that of 100~since the interpla-
nar spacing for 111 is larger than for 100!. In 1988 Burke,
Broughton, and Gilmer37 ~BBG! investigated the kinetics o
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crystallization in the Lennard-Jones system for the 100
111 interfaces and proposed an explanation as to the slo
than-expected growth in the 111 direction. The authors ar
that an atom from the liquid phase can attach itself to eit
an fcc site or an hcp site on the adjacent 111 solid surfac
the stacking-fault energy is sufficiently low and/or the dri
ing force sufficiently high, islands of defective hcp atom
may form during the course of solidification. Since, aw
from the interface the crystallized solid is found to be free
stacking-fault defects, BGJ argue that the system must ‘‘
neal’’ out these hcp islands in order for the crystallization
proceed. Thus there appears a thermally activated step in
growth of 111 interfaces, not present in the BGJ model,
quired for the conversion of all layer atoms to the fcc orie
tation. As discussed below, we find evidence supporting
explanation of Burkeet al. for the case of the low-stacking
fault-energy metals Au and Ag modeled in the present stu

Evidence for the existence of growth affected by the a
nealing of stacking faults is a strong dependence of the si
lated crystallization rate upon the system size. BBG fou
that the 111 growth velocity is faster for a periodic system
which the area of the solid-liquid interface is decreased. T
authors argue that, in a system with small periodic leng
parallel to the interface, the defect clusters cannot grow
large before contacting clusters from the periodic image
the cell. Since it is the cluster circumference to area ratio t
determines the rate of annealing, smaller systems exhib
higher growth rate. In the present study we investigated
size dependence of the 111 growth velocity for Au, findi
results similar to those observed for the Lennard-Jones
tem by BBG. Specifically, we calculated the 111 growth v
locity vs undercooling for both a relatively small system
whose solid-liquid boundary area measured 1728 Å2 @seven
(11̄0) atomic planes by four (112)̄ planes#, as well as a
larger system with an interface area of 5876 Å2 @12(11̄0)
38(112̄)#. Consistent with the findings of BBG, the small
system size possesses a growth rate in the 111 direc
which is roughly 50% higher than that for the large syste
No such size effect was found for the 100 or 110 grow
directions.

The evidence that the BBG mechanism is operative
the case of Au and Ag is provided by a detailed examinat
of the structure of the solid-liquid boundary. In what follow
it will be convenient to distinguish atoms of the solid pha
from atoms belonging to the liquid phase. For this purpo
we have employed the technique introduced in Ref. 53 wh
a structural ‘‘order parameter’’ can be assigned to each at
The order parameter is found from the mean-square displ
ment of the 12 nearest neighbors from the ideal sites of
underlying crystalline lattice. For numerical values of t
parameter below'0.7 the atom is considered as part of t
fcc solid phase. In the case of the 111 orientation, ord
parameter values above this cutoff indicate that the atom
either part of the liquid phase, or part of an hcp defect clus
on the solid surface, as discussed below. Figure 4 show
cut parallel to the solid-liquid interface at a depth well with
the solid phase. The figure was generated from the la
solid-liquid system of pure Au. In Fig. 4, and subseque
6-6
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Figs. 5 and 6, the white atoms denote solid atoms, whe
the gray atoms are liquid or defect atoms. The crystall
plane clearly shows the sixfold symmetry of the 111 pla
and at this position far from the boundary plane there a v
few gray ‘‘defect’’ atoms. Figure 5 depicts a similar plane
a position in the liquid far from the solid-liquid interface
The thickness of the cut was kept the same as in the prev
figure. In this position the atomic arrangement is highly d
ordered, there is little evidence of sixfold symmetry a
most atoms are colored gray. The preceding figures shoul
compared with Fig. 6 that shows the atomic arrangement
the layer adjacent to the liquid phase. Here roughly half
the atoms are white and exhibit sixfold symmetry. The
atoms occupy the proper lattice positions of the crystalliz

FIG. 4. Plane of atoms parallel to the solid-liquid boundary b
located well within the solid phase. The white atoms are th
which belong to the solid phase whereas the gray atoms de
liquidlike or ‘‘defect’’ atoms. Deep within the solid phase the
exist only a few defective atoms.

FIG. 5. Plane of atoms parallel to the solid-liquid boundary b
located well within the liquid phase. Most of the atoms are liqu
like and no sixfold symmetry is observed.
21410
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solid. However, there are also many other atoms which a
exhibit sixfold symmetry, but, being colored gray, do not
close to perfect fcc sites. These atoms represent defect
ters on the surface and three such regions are shown
heavy black lines in Fig. 6. For the regions in the low
central part of the figure and for the area to the left of t
drawing, one can show that the atomic arrangement is hc
extending the fcc atom planes in nearby regions as show
the light black lines. The displacement of the gray ato
from the ideal planes~white atoms! is one-half of the 11̄0 d
spacing as expected from a stacking fault. The contin
crystallization of the system requires that the faulted regi
as shown in Fig. 6 must shrink at the expense of the per
fcc regions and as a result the 111 kinetics is slower rela
to the 100 and 110 orientations.

The region delineated in the upper left portion of Fig.
shows a sixfold symmetric arrangement of gray atoms,
the region is rotated by 30 deg with respect to the underly
111 surface. Such a rotation implies that there are altern
atoms in the fcc and hcp positions in the defect cluster
the nearly equal atom spacing means that there exists s
displacement of atoms from the hollow sites. Although t
region is an interesting observation, it is doubtful that su
defect clusters play a major role in the growth kinetics,
they appear to occur infrequently.

The presence of stacking-fault islands does not seem
fully explain the discrepancy between the simulated veloc
vs undercooling behavior and the growth model of BGJ
suming an orientation-dependent value forf o . The fast
growth rate of the small system size, which minimizes t
effect of stacking-fault formation, is still much less than th
predicted by BGJ. Recall from Eq.~4! with constantf o that
the crystallization rate is proportional to the interplanar sp
ing d meaning that the 111 orientation (d5A3a/3) should
solidify more rapidly than the 100 orientation (d5a/2). The
relationshipm111.m100 has never been observed in atomis

t
e
te

t
-

FIG. 6. Plane of atoms at the solid-liquid interface. Clusters
defect ~i.e., gray! atoms are observed which possess sixfold sy
metry as indicated by the heavy solid lines. Such regions repre
stacking faults as can be seen by the offset of the atom planes
the perfect fcc configuration~the light solid lines!.
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simulations of fcc metals even for very small system siz
Huitemaet al.38 offer an alternative explanation for the slo
growth of the 111 direction. These authors argue that
kinetic coefficient consists of two mechanisms that add
series, i.e., 1/m51/morg11/mhop . Here ‘‘org’’ refers to the
mechanism of intralayer organization of the liquid atoms in
the crystalline lattice andmhop denotes the rate of hoppin
within the layer to increase the density. From a detailed
amination of their simulations of crystallization in th
Lennard-Jones system the authors find that the domi
mechanism in the 100 direction is themorg term, whereas the
hopping contribution is large for the 111 direction. The BG
model assumes a mechanism of atom attachment from
liquid to the solid neglecting any mechanism of the ty
mhop . Although the Huitemaet al.arguments provide a plau
sible explanation for the observed behavior, the theory i
this point qualitative and a fully quantitative description
the crystallization of the 111 orientation remains an op
question. An additional consideration for the behavior of 1
growth is as follows. As noted above the comparison
theory with simulation results assumed thef o parameter ap-
pearing in the BGJ model is isotropic. A complete theoreti
treatment of thef o term, including its dependence on cry
tallographic orientation, may be required to fully explain t
crystallization kinetics of fcc metals along 111 growth dire
tions.

The solid-liquid interfacial free energy

Figure 7 depicts the equilibrium fluctuation spectra of t
solid-liquid interface for Au as obtained by MD simulation
~described above! for three different orientations of the simu
lation cell. The figure plots on a log-log scale the quant
^uA(k)u2& vs the wave numberk. The orientations are de
noted by two sets of numbers. The first triplet of intege
refers to the crystal face which is adjacent to the liqu
whereas the second set denotes that crystallographic d
tion which runs along the interface in the quasi-2D~two-
dimensional! simulations~see above!. In the figure the heavy

FIG. 7. Fluctuation spectra for Au for the three orientatio

100@010#, 110@11̄0#, and 110@001#. The data exhibit the slope o
22 predicted by theory as indicated by the heavy solid lines.
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black lines illustrate a slope of22 as is predicted from the
capillary theory result of Eq.~3!. Except for the data points
at low k with high statistical uncertainties, the slope of th
MD data agrees very well with the theoretical value. T
offset of the three curves from one another reflects the
that the orientations are of different stiffnesses, although
this case the 100@010# and 110@001# orientations have nearly
identical values ofg1g9. Using Eq.~3!, the stiffnesses are
found to be 9665 for the 100@010# configuration, 15569
for 110@11̄0#, and 9364 for 110 @001# in units of mJ/m2

~where all error estimates reported here and below repre
95% confidence limits!.

The uncertainties quoted in this section were derived fr
a standard analysis based on estimates of the relaxation t
of the fluctuations as a function of wave number. Spec
cally, utilizing the fact that the fluctuation amplitudes a
governed by a Gaussian distribution, the variance in
mean value of̂ uA(k)u2& is given as 2̂uA(k)u2&2t(k)/t run ,
wheret run is the length of the MD simulation~e.g., Ref. 63!.
The quantitityt(k) is the relaxation time of fluctuations with
a given wave numberk, and is estimated by fitting an expo
nential decay in time to the calculated values of the autoc
relation functions^A(k,t)A(2k,0)& derived from the MD
data. Assuming the fluctuation kinetics are governed by r
dom atom attachment-detachment kinetics,t(k) is expected
to display a quadratic dependence onk.75 This relation al-
lowed estimates oft to be obtained for the lowest wav
numbers from the data from high and intermediate values
k where the short relaxation times lead to reasonable st
tics in the calculation of the time correlation functions. Va
ues of t were found to range from roughly 1 ps for th
largest wave numbers considered in the simulations to m
than 400 ps for the smallest value ofk. In deriving interface
stiffnesses from the data shown in Fig. 7, we excluded val
of ^uA(k)u2& for those wave numbers for whicht was more
than one-tenth of the total simulation time.

As outlined previously,53,54 the stiffness values for thre
different orientations can be used to parametrizeg for all
orientations ~assuming an analytic interfacial free ener
with small anisotropies!. The procedure involves expandin
g in terms of Kubic harmonics, i.e., those terms of an exp
sion in spherical harmonics which retain the cubic symme
of the crystalline solid, as follows:

g~ n̂!/go5123e14e(
i 51

3

ni
41hS (

i 51

3

ni
6130n1

2n2
2n3

2D
1••• . ~5!

In the above expression, theni represent the components o
the normal vector to the solid-liquid plane. By evaluating t
stiffness (g1g9) from Eq.~5! and using the results of Fig. 7
the three parametersgo , e, and h can be determined. As
discussed in Ref. 31 the expansion ofg up to the terms
appearing in Eq.~5! is well converged, i.e., the expansio
correctly predicts the stiffness for other orientations as m
sured by the fluctuation spectra.

Table I lists thego and the anisotropy parameterse andh
for VC Au and Ag. The value ofgo5126611 mJ/m2 can be
6-8
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TABLE I. Solid-liquid interfacial free energies and associated anisotropy parameters calculated
and Au from simulated fluctuation spectra. Error estimates represent 95% confidence levels.

go (mJ/m2) e h (g1002g110)/2go(%)

Ag 11265 0.01660.003 20.01560.003 1.060.3
Au 12665 0.01860.003 20.00760.003 1.660.3
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compared with the value for Au estimated by Turnbull fro
supercooling data,go5132 mJ/m2. The excellent agreemen
with the Turnbull result may be somewhat fortuitous sin
the melting point for Au is underestimated with the VC p
tentials. Thus, as discussed in Ref. 53, the interfacial ene
derived from a more accurate potential would likely
somewhat higher than the 126 mJ/m2 value obtained here
On the other hand, the Turnbull value represents a lo
limit on go and overall agreement with experiment is a
equate. Jones60 has reported the solid-liquid interfacial fre
energy for a number of pure metals and quotesgo
5270 mJ/m2 for Au. At this point it is unclear why there
exists a large discrepancy between the value given by J
and the two results quoted above.

For completeness we note that Ewing72 has proposed a
simple model for the solid-liquid interfacial free energy an
when applied to Au, yields a value ofgo5148 mJ/m2. De-
spite the good agreement with the present result, re
simulations indicate that the Ewing model is not a valid d
scription of the solid-liquid interface. Ewing obtainsgo us-
ing a simplified picture of the liquid structure under the a
sumption that the crystal face adjacent to the liquid rema
completely planar. Heni and Lowen73 have determined the
interfacial energy in the hard-sphere system for a liquid
contact with a featureless rigid wall and found an energy
go52 in reduced units. This energy is well above the va
for the solid-liquid interfacial energy in the hard-sphere s
tem (go'0.62, Ref. 57!, suggesting that the planar cryst
face assumption is inappropriate. Furthermore, the Ew
model result predicts that the excess energy of the so
liquid boundary accounts for roughly one-half ofgo , the
remainder being the entropic contribution. A large exc
energy contradicts a recent proposal by Laird74 who sug-
gested that for most elemental metals the solid-liquid in
facial free energy is almost completely entropic, i.e.,Exs
'0. In light of these more recent studies it would appear t
the good agreement between the Ewing result and the pre
study is purely coincidental.

From the point of view of dendritic solidification the im
portant parameter of Table I is the anisotropy given
(g1002g110)/2go . The anisotropy values for Au and Ag ar
in the same range, 1%–2%, as those computed for Cu an
~Ref. 53! with Ag being the lowest. The fact thatg100
.g110 for Au, Ag, Cu, and Ni is consistent with theoretic
predictions and experimental observations of the prefe
crystallographic growth direction observed during dendr
solidification. In addition, a positive value of the anisotro
is also found in all the available experimental observatio
see Refs. 16–22. Thus, it is interesting to note that Dav
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chack and Laird57 report that the anisotropy for the hard
sphere system is on the order of 1.5%, but isnegative. The
physical origin of the difference in sign remains to be se
but is most likely due to the lack of an enthalpy contributi
in the hard-sphere case.

IV. CONCLUSIONS

Several materials parameters necessary for continu
modeling of dendritic solidification are very difficult to ob
tain experimentally and it is now apparent that atomis
modeling can supply estimates to these quantities. In
work we have obtained from MD simulations the liquid-sta
diffusion coefficient, the kinetic coefficient, and the soli
liquid interfacial free energy for pure Au and Ag. Impo
tantly, the simulation techniques described in the pres
work provide a means for extracting statistically accur
values of the small anisotropies of the latter two quantiti
The computed diffusion coefficient as a function of tempe
ture agrees well with the experimental data available for A
The calculated crystal growth rates in the 100 and 110 dir
tions are well described by the Broughton, Gilmer, a
Jackson36 model of collision-limited growth. Associated with
the slower-than-expected growth rate of the 111 orienta
is the presence of stacking-fault clusters at the solid-liq
interface during crystallization, consistent with the findin
for Lennard-Jones systems by Burke, Broughton, a
Gilmer.37 An experimental result due to Turnbull59 of the
solid-liquid interfacial free energy for Au agrees well wit
the value ofgo computed using the fluctuation spectru
technique in the present study, while the additional exp
mental result of Jones60 shows a large discrepancy with the
estimates. The important anisotropy factors for the so
liquid interfacial free energy were found to be 1.060.3% for
Ag and 1.660.3% for Au. These values are comparable
those derived in related simulation studies for the fcc me
Cu, Ni, and Al,31,53,55as well as a recent experimental es
mate for an Al-Cu alloy.22
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