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Molecular-dynamics simulations using interatomic potentials of the embedded atom method have been
performed on pure Ag and Au to compute materials parameters which are necessary for continuum modeling
of dendritic solidification. The liquid state diffusion coefficient has been determined for temperatures in the
vicinity of the melting points and good agreement with experimental data available for Ag is found. The kinetic
coefficients for Au and Ag have been determined by monitoring the velocity of the solid-liquid interface as a
function of undercooling. Rates of crystallization for the 100 and 110 directions agree well with a model
proposed by Broughton, Gilmer and Jackd®ys. Rev. Lett49, 1496 (1982] whereas the 111 direction
exhibits a slower growth rate consistent with the presence of stacking fault clusters on the solid-liquid bound-
ary, which anneal out during solidification. The solid-liquid interfacial free energy and its anisotropy have been
obtained for Ag and Au by monitoring equilibrium fluctuations in the interface position. The fluctuation
spectrum technique allows for an accurate determination of very small anisotropies in the interfacial energy
and we find an anisotropy factor x-@.3% for Ag and 1.6:0.3% for Au.
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[. INTRODUCTION tion of solidification. Assuming linear dependences on com-
position, these materials parameters @rethe liquid state
In recent years it has become evident that the phase fieldiffusion coefficient D), (2) the solid-liquid interfacial free
method is the ideal technique to model the complex morenergy (), and(3) the kinetic coefficient &, the constant of
phologies that form during dendritic solidification. The ad- proportionality between the velocity of crystallization and
vantage of the phase field model stems from the fact that thene undercooling Furthermore, the microscopic solvability
method was designed to circumvent the thorny numericalheory of dendrite growtti~* predicts that the shape and
problem of tracking a sharp solid-liquid interfatelowever,  velocity of the dendrite is very sensitive to the small anisot-
phase field modeling has progressed to such an extent thedpy of the solid-liquid interfacial energy. Using phase field
other numerical issues have been resolved as well. Karmsimulations of dendrite growth in pure Ni, Bragaet all®
and Rappél have formulated the so-called thin interface have demonstrated that the anisotropy of the kinetic coeffi-
limit and demonstrated that a much coarser finite differenceient can also play an important role in defining the operat-
grid may be used to model the interfacial region than wasng state of the dendrite. Thus, accurate phase field models
previously assumed. The resulting improved efficiency al+equire experimental measurements or computational tech-
lowed the authors to study steady-state dendrite shapes anijues sufficiently precise to extract the anisotropy of the
velocities in pure materials at intermediate undercoolings. Atelevant interfacial properties. Only a handful of experiments
low undercoolings the length scales of the temperature fielthave successfully measured the anisotropy ifRefs. 16—
and the phase field differ by several orders of magnitude2) and none have reported the anisotropyinOn the other
implying that conventional finite difference schemes are in-hand, molecular-dynamid®1D) simulation techniques have
capable of investigating this limit. Nevertheless, Plapp andeen developed recently, which are capable of accurately
Karma? using a random walker technique, and Provatasomputing all the necessary phase field parameters and their
et al,* who employed an adaptive gridding algorithm, were small anisotropies. In order to realistically model metal sys-
able to bridge the two disparate length scales. In addition téems of interest in solidification, interatomic potentials of the
the studies of dendritic solidification in pure materials, con-embedded atontEAM) form?>?* have been employed in a
siderable progress has been made in the modeling of binaryjumber of MD studies. The EAM has proven very successful
alloys®~® Both free dendrite growthand directional solidi- in modeling a broad range of structural, thermodynamic, and
fication have been investigaté¥! Despite the advances in defect properties of noble and late transition metals and their
phase field modeling, a major obstacle prevents the applicalloys in both the solid and liquid stat&?®
tion of the technique to real alloy systems; namely, the speci- Semiempirical EAM potentials have been applied previ-
fication of various materials-specific parameters that are resusly in simulation studies of the liquid diffusivity. Alemany
quired as input into the kinetic growth equations. et al?"®5 computedD for a variety of pure metals at a single
In the simplest formulation, Wheeler, Boettinger, andtemperature and Hoyet al”® determined the diffusivity in
McFadden noted that(in addition to bulk free energids Cu and Ni over a range of temperatures in the vicinity of the
three parameters are required for each element to completehgelting points. In addition to pure metals, solute diffusivities
specify the quantities appearing in the phase field formulain the Ni-Al binary system have been computed by both Asta
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et al?® and Alemanyet al.*° the latter work demonstrating proposed a variant of the cleaving procedure for the hard-
very good agreement with experiment. Hastal3! have  sphere system which yields anisotropy estimates with a sta-
shown that a scaling law relatir to the excess entropy of tistical accuracy approaching that of the fluctuation tech-
the liquicf?=3*is obeyed for multibody EAM potentials in nique.

both pure and binary systems. In the present work the aforementioned MD methods are

The EAM was employed recently in a MD study of the applied to derive all of the necessary phase field parameters
kinetic coefficient in pure Cu and Ni by Hoyit al?® The in the metals Au and Ag. The structural and thermodynamic
value of u obtained in these simulations was on the order ofProperties of both these elements are known to be described
five times smaller than that used in previous phase fieldvell by EAM potentials, and they are relevant to the study of
simulations of solidification of Cu-Ni alloys. Prior to this Solidification in that they are often used as components in
work by Hoyt et al, several other MD studies have exam- filler materlals for brazing a_p_pllcatlons. In addltlon, Ag an_d
ined crystallization kinetics in a variety of elemental andAU Provide some opportunities to make comparisons with
alloy systems. A review of equilibrium and nonequilibrium €xperiment as the liquid diffusivity in Ag has been
MD methods used to extragi can be found in Ref. 35. measuretf and the solid-liquid interfacial Bree energy for Au
Broughton, Gilmer, and JacksSnBGJ studied crystalliza- Nas been reported by _Turnb'i?lland Jone§! _ _
tion in the Lennard-Jones system and formulated a collision- 1he paper is organized as follows. The following section
limited model for the growth rate of the solidee also Burke ~©Outlines the numerical techniques employed in the MD simu-
et al®’, Huitemaet al,® and Baez and Clang}). Employ- lations and descnbes_the EAM p_otenualg chosgn f_or .thIS
ing an analysis of equilibrium fluctuations in the number ofstudy. The results section reports flrst_theT Ilqwq diffusivities.
solid and liquid particles in a coexisting two-phase systemSecond, the growth velocity of the solid-liquid interface as a
Briels and TeppdP computed the 100 kinetic coefficient in function of undercoolmg, and hence the kinetic coefficient, is
the Lennard-Jones system and demonstrated good agreem&Rorted. Here comparisons with the crystal-growth model of
with the forced-velocity MD method of BGJ. Very recently Broughton, Gilmer, and Jacks??n_arg presented for the 100
these authors also presented thorough comparisons of cry%_[‘d 1;0 growth d|rejct|on.s. The distinctive featgres o_f the 111
tallization and melting kinetics employing nonequilibrium diréction are described in a subsequent section. Finally, we
“free-solidification” MD simulations for model pair- present theT values and anisotropies of_ solld-llqu_ld_lnterfamal
potential system&! Ishimaruet al*2 employed the Tersd# fre_:e energies, _along with th_e_lr _assomated_statlstlcal uncer-
interatomic potential to examine the defect formation duringt@inties, as derived from equilibrium fluctuation spectra mea-
the solidification of Si, and Clancy and co-workér®used ~sured in MD simulations.
both the Stillinger-Weber potentfdland a tight-binding de-
scription to investigate crystallization kinetics in Si. Tymc-
zak and Ra¥/ reported melting and crystallization kinetics
derived from a model pair potential for Na. Crystallization
behavior in binary alloy$°°%?has also been studied via  In recent MD studies of the solid-liquid interfacial free
atomic-scale simulation. In particular, solute segregation agnergy in Ni®%5*the sensitivity of the calculated values pf
the moving solid-liquid boundary has been modeled forto the details of the EAM potential were investigated. It was
Si-Ge systems by Yet al,*® and for Lennard-Jones mixtures concluded that the calculated value pidepends on the ac-
by Celestini and Debierr@. The latter approach employs a curacy of the melting point predicted by the interatomic po-
nonequilibrium MD approach in which the system is tential and the value of the anisotropy varied somewhat de-
“pulled” through a temperature gradient, analogous topending on the specific choice of the EAM potential. Those
directional-solidification experiments. This approach has repotentials which more accurately reproduced the elastic
cently been employed in the studies of crystallization kinet-properties of the crystal yielded anisotropies in close agree-
ics in Au® ment. In the present work the embedded atom potentials for-

In a recent MD study, Hoyt, Asta, and Karii@mployed mulated by Voter and Chéh (VC) have been employed
an analysis of the equilibrium fluctuation spectrum of thethroughout. The Voter-Chen potentials are superior to the
solid-liquid boundary to extract the interfacial free energyearlier versions due to Foiles, Baskes, and B¥a@BD) in
and its small anisotropy. The method has been utilized teerms of the predicted elastic properties of the solid phase.
determiney in Ni, Cu* and Al (Ref. 55 employing EAM  The melting point of Au for the VC potential is closer to
potentials. The fluctuation spectrum is extremely sensitive t@xperiment than the FBD version whereas the melting point
small anisotropies in the solid-liquid interfacial free energy.for Ag is slightly worse(see below.

The approach described by Hogtt al,> therefore, provides There are two, formally equivalent, methods for comput-
estimates of the anisotropy with much lower statistical un4ng the liquid state diffusion coefficient from MD simula-
certainty than available from the values pfderived in the tions (e.g., Ref. 6% First, a well-known Einstein relation
pioneering work of Broughton and Gilm&tThese authors, relates the long-time limit of the slope of the mean-square
who were the first to compute for a solid-liquid interface  displacement of the atoms vs time to the diffusivity via
directly via MD, calculated values of the interfacial free en-

ergy for low-index interface orientations in the Lennard-

Jones system employing a “cleaving” thermodynamic- D= i<|r(t)—r(0)|2) (1)
integration technique. Recently Davidchack and L¥itave 6t '

Il. NUMERICAL PROCEDURES AND THEORETICAL
BACKGROUND
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The position of an atom at any timas written asr(t) and  whereA(k) is the Fourier transform of the interface ampli-
the angular brackets denote an average with respect to alide as a function of position along the interface and the
atoms in the MD simulation and over all time origins. Alter- angular brackets denote equilibrium valgesrresponding to
natively D can be computed through an integration of thean average of many configuration3he quantityW is the
velocity autocorrelation functiofVACF), employing the total length of the solid-liquid boundarl,is the thickness of
Green-Kubo relation the system, an#tgT has the usual meaning of Boltzmann’s
constant times the absolute temperat(foe elemental sys-
" temsT in the above equation corresponds to the bulk melting
D:J Z(t)dt, (2)  temperaturg The termy+ y” is known as the stiffness and
0 v" is the second derivative of the solid-liquid energy as a
function of the angle of the average interface normal. As
where Z(t) = (1/3)(u(t) - u(0)) andu is the velocity of an explained previousf the stiffness is an order of magnitude
atom. In the results to follow, the diffusion coefficient was more anisotropic thary itself and thus small anisotropies can
determined by integration of th&(t). For run times, systems be extracted accurately from fluctuations in the solid-liquid
sizes and homologous-temperature ranges comparable kwundary as determined from MD simulations.
those employed in the present study, we have found in pre- In the present study periodic cells of dimensions
vious studies that the two methods for computingypically X 2WX b were used, wher@/ is on the order of 250 A, the
differ by less than 3%. In the simulations periodic cells oflong dimension (2V) is normal to the solid-liquid boundary
2048 atoms were employed. After an equilibration ofand the thickneskis three unit cells. Half of the\&/ dimen-
~50 ps, runs were performed in the microcanonical ension was melted and subsequently the system was equili-
semble with a time step of 1 fs. Total sampling times of 100brated at the melting temperature. During the equilibration
ps were found to be sufficient to lead to well-converged val-stage the dimensions of the cell parallel to the solid-liquid
ues for the VACF. interfaces were constrained at values dictated by the zero-
Computation of the kinetic coefficient was performed us-stress lattice constants of the crystalline phase at its melting
ing a procedure described previou&hyPeriodic simulation point. The length normal to the interface was allowed to
cells of dimensions 24 10X 10 unit cells(9600 atomswere  equilibrate to minimize the stress in the bulk liquid and solid
generated with the 100 crystal directions coincident with theportions of the cell. Subsequently, the amplitude vs position
Cartesian coordinate axeg$:or the kinetic coefficient along of the two solid-liquid interfaces was extracted every 100
the 110 directions, cells with similar spatial dimensions weretime steps(0.2 p9 for a minimum of 400 ps employing a
employed while for 111 significantly larger cells were usedmicrocanonical ensemble. This data was used to compute the
owing to a pronounced size effect for this orientation as disequilibrium values and statistical uncertainties of the Fourier
cussed below.Approximately three quarters of the long di- amplitudesA(k) from which the stiffness is readily derived
mension was melted and the remaining atoms were heldsing Eq.(3). The method used to distinguish between solid
fixed. The resulting solid-liquid system was then equilibratedand liquid atoms and the procedure for identifying the inter-
at the melting point. Solidification was initiated by bringing face boundary are described in detail in a previous
the system to temperatures below the melting point and alpublication®
lowing the simulation to proceed under constiirP-T con-

ditions. The position of the interface vs time was determined 1. RESULTS AND DISCUSSION
by monitoring the total enthalpy of the solid-liquid system o .
and comparing with the enthalpies determined separately for The diffusion coefficient

the bulk solid and liquid phases. The procedure is described The diffusion coefficient vs temperature in the range
in detail in Ref. 28. A total of nine undercoolings were in- 1050—1450 K is shown in Fig. 1 for both Au and Ag. The Au
vestigated, the largest being 200 K. For the lowest underresults are given by the filled squares whereas the data for Ag
coolings(10 K), runs of 140 ps were required to accurately are denoted by filled circles. As discussed below the melting
determine the velocity. A time step of 2 fs was employed inpoints for these potentials are 1115 K and 1120 K for Ag and
the simulations. The computation of the kinetic coefficientAu, respectively. Thus the two data points at the low-
also allows for a determination of the melting point for the temperature end of Fig. 1 refer to liquids in the undercooled
EAM potentials by identifying that temperature at which thestate. The trend with temperature is nearly linear for this
interface velocity is zero. The knowledge of the meltingtemperature range and the slope of the Ag curve (6.04
point is necessary for the calculation of the interfacial freex 10°8 cn?/s/K) is slightly higher than that of Au (3.77
energy. X108 cnt/s/K). The trend with temperature is similar in
The solid-liquid interfacial free energy for Au and Ag was magnitude to that observed for Cu and Ni in Ref. 28.
determined by the procedure outlined in Ref. 53. For a two- The open circles in Fig. 1 are the experimental data of
dimensional solid-liquid system the interface fluctuationyanget al®® for Ag who employed a capillary reservoir tech-
spectrum is given by nigue and radioactive tracers. The agreement with the VC-
EAM is quite good, differing by at most 20% over the entire
KT 1 temper_ature range. _ _ _
(|A(k)|2>=; -, 3 In Fig. 1, the points inscribed with the symbok™ de-
Wh(y+y") k? note the results of Alemangt al?’ Since the Alemangt al.
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FIG. 1. The diffusion coefficient vs temperature in the vicinity =~ FIG. 2. Velocity of the solid-liquid boundary as a function of
of the melting points as determined from MD simulations using theundercooling in pure Au for the low-index directions 100, 110, and
VC-EAM potential. Results are shown for liquid Afjlled circles 111. The slopes of the curves at the low undercoolings shown by the
and liquid Au(filled squares The open circles are the experimental heavy solid lines yield the kinetic coefficients.
data of Yanget al. (Ref. 47 and symbols with X" are the MD The Kinetic coefficient. 100 and 110 interfaces
results of Alemanyet al. (Ref. 26 '

The melting point for the EAM potentials can be found by
monitoring the solid-liquid interface velocity vs temperature
and extrapolating to the temperature corresponding to zero
motion. With this procedure we find the melting point for Ag
LS . . 7 tobe 1115 K and 1120 K for Au. These values are below the
are three main differences between the two simulations: thgCtual measured melting points of 1234 K and 1338 K for Ag
number of atoms used in the MD runs differed, the time StRng Au, respectively, but the agreement with experiment is
was smaller by a factor of 2 in the present study and thgg sonaple given that no properties of the liquid were utilized
Alemany et al. simulations were performed at the experi- i, the potential fit procedure. For comparison, the melting
mental density as opposed to the EAM computed detta8y points for the Foiles, Baskes, and Daw EAM potentials are
was done hepe Nevertheless, we have performed an addi-1170 for Ag and 1090 for A
tional simulation for Au at exactly the conditions of the Ale- Figure 2 shows the interface velocity vs undercooling for
many et al. study and the 10% discrepancy remains. Thereyne 100, 110, and 111 interfaces as determined for Au. The
fore, we suspect that the observed differences results fromg,qo5¢ relationship/= AT is seen to be obeyed fairly well.
slightly different fit of the potential to the VC scheme. The he error bars on the velocities shown in Fig. 2 were deter-
fitting procedure involves varying parameters of the embedm,ined by first converting the computed potential energies vs
ding, the density, and the pair-potential functions such that &me into the rate of change of the solid phase ler(@bf.
best fit to a variety of experimental properties is achieved28) and subsequently determining the frequency with which
The. fit is constructed such that the lattice parameter, the Ctatistically independent data is sampled. y&t) represent
hesive energy, and the bulk modulus are all reproduced expq 5gjig length as a function of time where the data is col-
actly, the remaining experimental quantities include elasthected over small time steps in the simulati@h05 ps$ and

constants and the energy of formation of a vacancy. As , - . . ,
pointed out by VoteP? the notion of a best fit involves some Tet y(t) be the length predlcted.by a Ilne_ar Iegst-square fit to
all the data. Then the correlation function given @y(t)

degree of subjectivity and we believe a slightly different po-=". N ] -
tential fit is the source of the discrepancy observed in Fig. 1. Y(t)1[y(0)—y(0)]) was monitored and the characteristic
To support the idea that the difference inobserved is time tc, over which the function decays to zero, was ob-
due to a S||ght|y different potentia| set, we have reproducedained. SinCﬁC represents the time over which fluctuations
the results for Ni reported in an earlier paper by the A|eman)jn the Solld:lquId interface pOSitiO[TelatiVe to the determin-
grou® where the VC-EAM form was also used. The advan-istic valuey(t)] becomes uncorrelated, a complete data set
tage of checking the Ni results is that the parameters of thevas then averaged over blocks of lengthand the uncer-
Voter-Chen potential are given explicitly in Ref. 61 and thustainties were determined by standard linear regression analy-
one can be sure that the exact form of the potential is conses. The error bars in Fig. 2 represent estimated values for
sistent. Reproducing the Alemangt al. simulation © the standard errasr. As explained below, we find the uncer-
=0.0781 A ®andT=1875 K), we find a result that differs tainties for the lowest undercoolings to be somewhat larger
by less than 2% from the quoted value in Ref. 65. Thereforethan the high-velocity points.
the discrepancy of Fig. 1 cannot be the result of numerical In Fig. 2, the best fit slopes of the solid lines yield the
implementation and most likely stems from a different po-kinetic coefficient and for Au we findu;g,=36.3*3.6,
tential. M110=20.7£2.4, and wq11,=10.1+=2.7 in units of cm/s/K

study also used VC potentials, it is unclear why a discrep
ancy exists between the two computed valueB® ot he dif-
ference is not large, only 10% for Au and 20% for Ag. There
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(where uncertainties represent 95% confidence lgvElese

values and uncertainties far were obtained from a linear- OBy 100 Rt 221

regression analysis of the velocity-undercooling data up to vy voo_ e Q+aK'3>f.t
AT=60 K. As in Ref. 28, the ratio ofuygo/pt110=1.75 100 | Sadg : & x¢ ©
+0.27 is found to be comparable to the ratiadafpacings of e 1% g

the 100 and 110 planes/2), while the ratio ofw o/ i111 IS a0 0 et ey )

simul.)

~4. As discussed below, the valuesgofor the 100 and 110
interfaces are consistent with a model originally proposed byg X
BGJ3® However, the kinetics of the 111 interface are distinct & 0 378

from the mechanisms embodied in the BGJ model and this” 100 |

e 4
special case is discussed in the following section. * 9
In 1982, BGJ argued that the crystallization rate as a func- .
tion of temperature can be written as R
d(3kgT|*? re e
_ —AS/K —AG/kgT
3 m o€ (1-e 5. (4) v (cm/s, BGJ)

In this equation the rate at which atoms attempt jumps from FIG. 3. Comparison of crystal-growth rates obtained from simu-
the liquid to the solid is given by the thermal velocity lation to that predicted by the BGJ model. Included in the compari-

(3kgT/m) 12 divided by the average distance traveled by theSon are results for Ag and Au, low undercooling MD data using two

atom, \. The authors argue that=0.4d whered is the in- different E_AM potentials for Ni and high undercooling data from
) . . . Cu and Ni(Ref. 27.

teratomic spacing. The thermal velocity consists of Boltz-
mann’s constant times the temperatukgT, and m, the
atomic mass. In the BGJ expressiyrepresents the fraction melting temperature. Furthermore, the entropy contribution
of atomic jumps that are successful in producing an atom ofan be taken as independent of temperature and Afis
the solid phase. The prefactbs can also be defined as the =L/Ty,. SinceL can be easily found in MD simulations the
ratio of the number of favorable attachment sites on the inonly unknown appearing in the BGJ velocity equation is the
terface to the total number of crystal sites. The driving forceparameterf,. However, BGJ used, as an adjustable pa-
for crystallization in the BGJ model is reflected by the quan-rameter, derived a best fit of E) to their MD results on
tities AS, the entropy difference between the liquid andthe Lennard-Jones system and fouer 0.27. In the results
solid, andAG, the difference in Gibbs free energy. The BGJ to follow, we shall use the BGJ fit value 6f and thus there
model differs from the earlier growth models proposed byare no free parameters in the compariébHowever, a very
Wilson®” and Frenkéf in that the rate-limiting factor is the important simplification needs to be noted at this point. In
thermal velocity of the atoms rather than the liquid-diffusionthe model-simulation comparison we are assuming, the value
coefficient. BGJ conclude that such a replacement is necesf f, is independent of the growth direction. The assumption
sary due to the fact that the measurable rates of crystallizas merely one of convenience since, at present, there does not
tion were found in MD simulations for the Lennard-Jonesexist any theoretical prediction for the value of this factor
sytems at temperatures well below the glass transition tenmor its anisotropy. As discussed below a more thorough un-
perature, i.e., wherB is effectively zero. derstanding of the quantitf,, may be critical in explaining

The BGJ model falls into the category of what TurnBull the observed orientation dependence of the crystallization
has denoted a collision-limited growth model. As reviewedrate.
in a recent paper by Jacks8hthe velocity predicted by Eq. Figure 3 shows the velocity predicted by the BGJ model
(4) is expected to be valid for those materials and interfacevs the interface velocity measured in MD simulations for 100
orientations for which a significant altering of the atomic and 110 solid-liquid interface orientations. Several data sets
structure near the solid-liquid boundary is not required. Ex-are depicted. The Au and Ag results are from the present
amples of systems which meet this restriction are simplestudy and the Cu and Ni results at large undercooling are
metals and model systems which can be described by angulirom Ref. 28. Additional simulations were also performed
independent central force atomic potentials. The EAM sysfor Ni at lower undercoolingsAT<70 K) and are included
tems studied in the present work are also expected to fall intim the results of Fig. 3. Finally, for completeness, two sepa-
the collision-limited growth category. Materials which are rate EAM Ni potentials were simulated at low undercoolings,
characterized by strongly covalent bonding, such as Si, rethe VC Ni form and the Foiles Baskes Dadenoted FBD
quire significant structural rearrangement upon crystallizaNi potential.
tion. For this class of materials the original Wilson-Frenkel At the lowest undercoolings, i.e., smallest velocities, the
theory has been shown to be more appropriate. agreement between MD results and the BGJ model is good,

The BGJ expression can be compared directly to the rehowever there is sizable scatter in the data. We attribute this
sults for Au and Ag obtained here and to the results of Cuscatter to at least two effects. First, the melting points as
and Ni determined in Ref. 28. At small undercooling, Thedetermined above contain some uncertainty. Uncertainty in
—AG/kgT term appearing in Eq(4), can be written as Ty has the largest effect on the computed velocities at very
(L/kgTTy)AT, wherel is the latent heat and,, is the  small undercoolings. Second, low undercoolings correspond
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to the low velocities of solidification and even during long crystallization in the Lennard-Jones system for the 100 and
MD runs the solid-liquid boundary advances only a few111 interfaces and proposed an explanation as to the slower-
atomic planes. The slow growth will thus increase the statisthan-expected growth in the 111 direction. The authors argue
tical uncertainties in the energy vs time behavior from whichthat an atom from the liquid phase can attach itself to either
the velocity is extracted. an fcc site or an hcp site on the adjacent 111 solid surface. If
Up to relatively large undercoolings of aboulT  the stacking-fault energy is sufficiently low and/or the driv-
=500 K, the agreement between the BGJ model and simung force sufficiently high, islands of defective hcp atoms
lation results is very good. It should be emphasized thatyay form during the course of solidification. Since, away
assumingf, is roughly the same for both orientations, EQ. from the interface the crystallized solid is found to be free of
(4) predicts that the ratio of for 100 and 110 interface  giacking-fault defects, BGJ argue that the system must “an-
orientations is the ratio of the interplanar spacingsy8t  peal out these hcp islands in order for the crystallization to
The simulation results shown in Fig. 3 appear to be generally ,ceeq. Thus there appears a thermally activated step in the
consistent with this prediction. The result is important from rowth of 111 interfaces, not present in the BGJ model, re-
the point of view of solidifcation studies, as it suggests tha uired for the conversior; of all layer atoms to the fcc ori'en—

the anlsotrop)g Ofu, defined as fioo~ 1110/ (#4100 110, aion. As discussed below, we find evidence supporting the
is roughly 17% for simple elemental fcc-based metal Sys_explanation of Burkeet al. for the case of the low-stacking-
tems. '

As shown in Fig. 3, at very high undercoolings, the BGJfault-energy metals Au and Ag modeled in the present study.

model significantly overestimates the crystallization velocity. Evidence ior the exisience of growth affected by the an-

Although the undercoolings, where the discrepancy sets i ealing of St"’?‘?k".‘g faults is a strong depende_nce of the simu-
are too high to be relevant for comparison with experimenta ated crystallization rate upon the system size. BBG found

studies of solidification, it is, nevertheless, of interest to hﬁ.ttr?ehlll grom;thhvelo?.léyl'ls f%s.ter f?r a perldod|c SyStSmT'r?

speculate as to the origin of the deviation between simulatio ich the area of the solid-liquid interface Is decreased. The
and model. One possible origin is the linear relationship beguthors argue fchat, in a system with small periodic lengths
tween the thermodynamic quantities in Ed) and the un- parallel to the mterfe_xce, the defect clusters c_an.not grow as
dercooling. At large undercooling this approximation may nolarge befo_re cpqtact|ng cluste(s from the periodic image of
longer be valid. However, one can extend the approximatioﬁhe ceII: Since it is the cluster c_lrcumference to area ratlo_ that
for AG to a term involvingAT?, the coefficient of the determines the rate of annealing, smaller systems exhibit a

: : . igher growth rate. In the present study we investigated the
higher-order term depends on the heat capacity. We find thgyg : T
the inclusion of this correction cannot account for the dis->2° dependence of the 111 growth velocity for Au, finding

crepancy observed in Fig. 3. Another intriguing possibility results similar to those observed for the Lennard-Jones sys-

' P : : P tem by BBG. Specifically, we calculated the 111 growth ve-
for the discrepancy in Fig. 3, is a roughening transition in thelocity X/s undergooling f>(/)r both a relatively smagl]l system

vicinity of AT=500 K. The BGJ model assumes that the S
solid-liquid interface is rough. For a smooth interface whereWhose solid-liquid boundary area measured 1728[skven

attachment sites on the crystalline face are not readily availt110) atomic planes by four (1)2planed, as well as a
able, one would expect the crystallization rate to slow. Inlarger system with an interface area of 5876 [A2(110)
particular, associated with a smoother interface would be exx 8(113)]. Consistent with the findings of BBG, the smaller
pected a lower value of the prefactby in Eq. (4) which  system size possesses a growth rate in the 111 direction
represents the fraction of available sites for attachment to th@hich is roughly 50% higher than that for the large system.
interface. Although the downturn in the data of Fig. 3 at highNo such size effect was found for the 100 or 110 growth
V is, at present, not understood, it should be pointed out thatirections.
the effect has been observed previously. In their study of Na, The evidence that the BBG mechanism is operative for
Tymczak and R4y present MD simulation datéheir Fig.  the case of Au and Ag is provided by a detailed examination
4) which also demonstrates that the BGJ model overestiof the structure of the solid-liquid boundary. In what follows,
mates the velocity at undercoolings greater than about will be convenient to distinguish atoms of the solid phase
100 K. from atoms belonging to the liquid phase. For this purpose
we have employed the technique introduced in Ref. 53 where
a structural “order parameter” can be assigned to each atom.
The order parameter is found from the mean-square displace-
Although the BGJ model of crystallization kinetics is ment of the 12 nearest neighbors from the ideal sites of the
obeyed quite well for the 100 and 110 orientations, the agreainderlying crystalline lattice. For numerical values of the
ment between the model and simulation results is poor foparameter below=0.7 the atom is considered as part of the
111 interfaces. Typically, the MD results for fcc metals showfcc solid phase. In the case of the 111 orientation, order-
a much lower velocity than that predicted by Eg). Spe- parameter values above this cutoff indicate that the atom is
cifically, if we assume that, depends relatively weakly on either part of the liquid phase, or part of an hcp defect cluster
orientation, the BGJ model predicts that the 111 velocityon the solid surface, as discussed below. Figure 4 shows a
should be, in fact, higher than that of 1(30nce the interpla- cut parallel to the solid-liquid interface at a depth well within
nar spacing for 111 is larger than for J00n 1988 Burke, the solid phase. The figure was generated from the large
Broughton, and Gilméf (BBG) investigated the kinetics of solid-liquid system of pure Au. In Fig. 4, and subsequent

The kinetic coefficient, 111 interface
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FIG. 4. Plane of atoms parallel to the solid-liquid boundary but FIG. 6. Plane of atoms at the solid-liquid interface. Clusters of
located well within the solid phase. The white atoms are thoselefect(i.e., gray atoms are observed which possess sixfold sym-
which belong to the solid phase whereas the gray atoms denof@etry as indicated by the heavy solid lines. Such regions represent
liquidlike or “defect” atoms. Deep within the solid phase there stacking faults as can be seen by the offset of the atom planes from

exist only a few defective atoms.

Figs. 5 and 6, the white atoms denote solid atoms, where
the gray atoms are liquid or defect atoms. The crystalline
plane clearly shows the sixfold symmetry of the 111 plane
and at this position far from the boundary plane there a ver
few gray “defect” atoms. Figure 5 depicts a similar plane at
a position in the liquid far from the solid-liquid interface.
The thickness of the cut was kept the same as in the previo
figure. In this position the atomic arrangement is highly dis-
ordered, there is little evidence of sixfold symmetry and

the perfect fcc configuratiofthe light solid lineg.

a%olid. However, there are also many other atoms which also
exhibit sixfold symmetry, but, being colored gray, do not lie
close to perfect fcc sites. These atoms represent defect clus-
%ers on the surface and three such regions are shown by
eavy black lines in Fig. 6. For the regions in the lower
central part of the figure and for the area to the left of the
Ljjsrawing, one can show that the atomic arrangement is hcp by
extending the fcc atom planes in nearby regions as shown by
the light black lines. The displacement of the gray atoms

most atoms are colored gray. The preceding figures should HEoM the ideal planegwhite atoms is one-half of the 10 d

compared with Fig. 6 that shows the atomic arrangement fofPacing as expected from a stacking fault. The continued
the layer adjacent to the liquid phase. Here roughly half 01crystall|zr:1t_|on pf the system requires that the faulted regions
the atoms are white and exhibit sixfold symmetry. These2S shown in Fig. 6 must shrink at the expense of the perfect
atoms occupy the proper lattice positions of the crystallizinngC regions and as a result the 111 kinetics is slower relative

o ©

o0

00 o 20°%000
00359 Ooo 00080005230880
08 909 0800095996058
o 000055~ 0nn o ~0° 0
o O 0G0 C00~00 o Q
08029009 "3 550 oOoooooo 0Q0 0

to the 100 and 110 orientations.

The region delineated in the upper left portion of Fig. 6
shows a sixfold symmetric arrangement of gray atoms, yet
the region is rotated by 30 deg with respect to the underlying
111 surface. Such a rotation implies that there are alternate
atoms in the fcc and hcp positions in the defect cluster and
the nearly equal atom spacing means that there exists some
displacement of atoms from the hollow sites. Although the
region is an interesting observation, it is doubtful that such
defect clusters play a major role in the growth kinetics, as
they appear to occur infrequently.

The presence of stacking-fault islands does not seem to
fully explain the discrepancy between the simulated velocity
vs undercooling behavior and the growth model of BGJ as-
suming an orientation-dependent value fiy. The fast
growth rate of the small system size, which minimizes the
effect of stacking-fault formation, is still much less than that
predicted by BGJ. Recall from E¢4) with constantf, that
the crystallization rate is proportional to the interplanar spac-

FIG. 5. Plane of atoms parallel to the solid-liquid boundary buting d meaning that the 111 orientatiom € J3a/3) should
located well within the liquid phase. Most of the atoms are liquid- solidify more rapidly than the 100 orientatiod€ a/2). The

like and no sixfold symmetry is observed.

relationshipw 111> w100 has never been observed in atomistic
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10’ : black lines illustrate a slope of 2 as is predicted from the
capillary theory result of Eq(3). Except for the data points

at low k with high statistical uncertainties, the slope of the
:::1?8{?1?]0] MD data agrees very well with the theoretical value. The
A-—AT10[001] offset of the three curves from one another reflects the fact
that the orientations are of different stiffnesses, although in
this case the 10010] and 110001] orientations have nearly
identical values ofy+ y". Using Eq.(3), the stiffnesses are
found to be 965 for the 100[010] configuration, 155 9

for 110 110], and 934 for 110[001] in units of mJ/m
(where all error estimates reported here and below represent
95% confidence limits
The uncertainties quoted in this section were derived from
a standard analysis based on estimates of the relaxation times
0 of the fluctuations as a function of wave number. Specifi-
k (AT cally, utilizing the fact that the fluctuation amplitudes are
) ) _governed by a Gaussian distribution, the variance in the
FIG. 7. Fluctuation spectra for Au for the t.hr.ee orientations o2 value of(|A(k)|2> is given as Z|A(k)|2>27(k)/trunv
10([010],_ 11¢110], and 11.00(_)1]. The data exhibit the s!ope of wheret,,, is the length of the MD simulatiote.g., Ref. 63
—2 predicted by theory as indicated by the heavy solid lines.  Tne guantitityr(k) is the relaxation time of fluctuations with
a given wave numbek, and is estimated by fitting an expo-

simulations of fcc metals even for very small system Sizeshential decay in time to the calculated values of the autocor
Huitemaet al 8 offer an alternative explanation for the slow Y

growth of the 111 direction. These authors argue that théelation functions(A(k,) A(~k,0)) derived from the MD

kinetic coefficient consists of two mechanisms that add indata' Assuming the fluctuation kinetics are governed by ran-

series, i.e., 3= 1/uorg+ Uinop. Here “org” refers to the dom. atom attachment—detachment kinF?,tif(igl) is expected

mechanism of intralayer organization of the liquid atoms intoi[0 dlzplayt_a q[uadrztut: dspent()jtencedlof Ttr;:s Irelatlotn al-

the crystalline lattice angky,,, denotes the rate of hopping owed estimates ofr fo be obtained for he lowest wave

within the layer to increase the density. From a detailed ex—numbers from the data frem h_|gh and intermediate values 9f
k where the short relaxation times lead to reasonable statis-

amination of their simulations of crystallization in the | . . ; ) :
Lennard-Jones system the authors find that the dominadies in the calculation of the time correlation functions. Val-

mechanism in the 100 direction is theg,, term, whereas the Iues OftT were foubnd to ran_(gje fr(;)r_n {ﬁuthy Ilt_ps fotr the
hopping contribution is large for the 111 direction. The BGJ argest wave numbers considered In the simulations o more

model assumes a mechanism of atom attachment from tHE&" 400 ps for the smallest valge quln deriving interface
liquid to the solid neglecting any mechanism of the types iffnesses from the data shown in Fig. 7, we excluded values

2 -
Mhop- Although the Huitemat al. arguments provide a plau- of {|A(k)|*) for those wave numbers for whichwas more

sible explanation for the observed behavior, the theory is at[han one—'genth of th_e totagl S:ilmulau_on time.

this point qualitative and a fully quantitative description of . As outlm_ed pr_ewously?,' the stiffness values_, for three
the crystallization of the 111 orientation remains an ope |f_'ferenF orientations can be use_d to parar_netryzéor all
question. An additional consideration for the behavior of 1110r_|entat|ons(a_ssum|r_19 an analytic mterfamal free energy
growth is as follows. As noted above the comparison ofWIth small anisotropigs The procedure involves expanding

theory with simulation results assumed theparameter ap-  * " t_ermshof_Kulb;]c harmemcsr,]_l.e]., tt:o_set;ermsbqf an expatn-

pearing in the BGJ model is isotropic. A complete theoreticals'fotr;]m SP terlllea ar;gomci \?I/ Ic .re ain the cubic symmetry

treatment of thef, term, including its dependence on crys- ot the crystaliné solid, as Tollows:

tallographic orientation, may be required to fully explain the 3

::iz]sstalllzanon kinetics of fcc metals along 111 growth direc- y(ﬁ)/yo= 1—3€+4e_21 ni4+ 7
. 1=

10

<|AM) > (A%

-1

10

3
> né+ 30n§n§n§)
i=1

The solid-liquid interfacial free energy T ®)
Figure 7 depicts the equilibrium fluctuation spectra of theln the above expression, timg represent the components of
solid-liquid interface for Au as obtained by MD simulations the normal vector to the solid-liquid plane. By evaluating the
(described aboveor three different orientations of the simu- stiffness (/+ ") from Eq.(5) and using the results of Fig. 7,
lation cell. The figure plots on a log-log scale the quantitythe three parameterg,, €, and » can be determined. As
{|A(k)|?) vs the wave numbek. The orientations are de- discussed in Ref. 31 the expansion pfup to the terms
noted by two sets of numbers. The first triplet of integersappearing in Eq(5) is well converged, i.e., the expansion
refers to the crystal face which is adjacent to the liquid,correctly predicts the stiffness for other orientations as mea-
whereas the second set denotes that crystallographic diregured by the fluctuation spectra.
tion which runs along the interface in the quasi-2Wo- Table | lists they, and the anisotropy parametersind »
dimensional simulations(see abovk In the figure the heavy for VC Au and Ag. The value of,=126+11 mJ/nt can be
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TABLE I. Solid-liquid interfacial free energies and associated anisotropy parameters calculated for Ag
and Au from simulated fluctuation spectra. Error estimates represent 95% confidence levels.

Yo (MJI/NT) € Ui (77100~ Y110/270(%)
Ag 112+5 0.016=0.003 —0.015+0.003 1.6:0.3
Au 1265 0.018+0.003 —0.007£0.003 1.6:0.3

compared with the value for Au estimated by Turnbull from chack and Lairtf report that the anisotropy for the hard-
supercooling datay,= 132 mJ/m. The excellent agreement sphere system is on the order of 1.5%, buhégative The
with the Turnbull result may be somewhat fortuitous sincephysical origin of the difference in sign remains to be seen,
the melting point for Au is underestimated with the VC po- but is most likely due to the lack of an enthalpy contribution
tentials. Thus, as discussed in Ref. 53, the interfacial energy the hard-sphere case.

derived from a more accurate potential would likely be
somewhat higher than the 126 m3/walue obtained here.
On the other hand, the Turnbull value represents a lower
limit on y, and overall agreement with experiment is ad- Several materials parameters necessary for continuum
equate. Jon&8 has reported the solid-liquid interfacial free modeling of dendritic solidification are very difficult to ob-
energy for a number of pure metals and quotgs tain experimentally and it is now apparent that atomistic
=270 mJ/m for Au. At this point it is unclear why there modeling can supply estimates to these quantities. In this
exists a large discrepancy between the value given by Jonegrk we have obtained from MD simulations the liquid-state
and the two results quoted above. diffusion coefficient, the kinetic coefficient, and the solid-

For completeness we note that Ewihdnas proposed a liquid interfacial free energy for pure Au and Ag. Impor-
simple model for the solid-liquid interfacial free energy and,tantly, the simulation techniques described in the present
when applied to Au, yields a value of,=148 mJ/m. De-  work provide a means for extracting statistically accurate
spite the good agreement with the present result, recemalues of the small anisotropies of the latter two quantities.
simulations indicate that the Ewing model is not a valid de-The computed diffusion coefficient as a function of tempera-
scription of the solid-liquid interface. Ewing obtaing us-  ture agrees well with the experimental data available for Ag.
ing a simplified picture of the liquid structure under the as-The calculated crystal growth rates in the 100 and 110 direc-
sumption that the crystal face adjacent to the liquid remaingions are well described by the Broughton, Gilmer, and
completely planar. Heni and LowEhhave determined the Jacksof® model of collision-limited growth. Associated with
interfacial energy in the hard-sphere system for a liquid inthe slower-than-expected growth rate of the 111 orientation
contact with a featureless rigid wall and found an energy ofs the presence of stacking-fault clusters at the solid-liquid
v,=2 in reduced units. This energy is well above the valueinterface during crystallization, consistent with the findings
for the solid-liquid interfacial energy in the hard-sphere sysfor Lennard-Jones systems by Burke, Broughton, and
tem (y,~0.62, Ref. 57, suggesting that the planar crystal Gilmer3’ An experimental result due to TurnbWllof the
face assumption is inappropriate. Furthermore, the Ewingolid-liquid interfacial free energy for Au agrees well with
model result predicts that the excess energy of the solidthe value ofy, computed using the fluctuation spectrum
liquid boundary accounts for roughly one-half ¢f, the technique in the present study, while the additional experi-
remainder being the entropic contribution. A large excessnental result of Jon83shows a large discrepancy with these
energy contradicts a recent proposal by L&irdho sug- estimates. The important anisotropy factors for the solid-
gested that for most elemental metals the solid-liquid interdiquid interfacial free energy were found to be £.0.3% for
facial free energy is almost completely entropic, iE,, Ag and 1.6-0.3% for Au. These values are comparable to
~0. In light of these more recent studies it would appear thathose derived in related simulation studies for the fcc metals
the good agreement between the Ewing result and the prese@t, Ni, and AI*»>3*°as well as a recent experimental esti-
study is purely coincidental. mate for an Al-Cu alloy?

From the point of view of dendritic solidification the im-
portant parameter of Table | is the anisotropy given by
(Y100~ Y110/27, - The anisotropy values for Au and Ag are
in the same range, 1%—-2%, as those computed for Cu and Ni The authors wish to thank Professor A. Karma for many
(Ref. 53 with Ag being the lowest. The fact thayy,,  helpful discussions. This work was supported by the U.S.
> y110 for Au, Ag, Cu, and Ni is consistent with theoretical Department of Energy under Contract No. DE-FGO02-
predictions and experimental observations of the preferre@1ER45910. J.J.H. was supported in part by a Laboratory
crystallographic growth direction observed during dendriticDirected Research and Development grant from Sandia Na-
solidification. In addition, a positive value of the anisotropy tional Laboratories. Financial support was also provided by
is also found in all the available experimental observationsthe DOE Computational Materials Science Network pro-
see Refs. 16—22. Thus, it is interesting to note that Davidgram.
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